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ABSTRACT We consider a two-way half-duplex decode-and-forward (DF) relaying system with multiple
pairs of single-antenna users assisted by a cell-free (CF) massive multiple-input multiple-output (mMIMO)
architecture with multiple-antenna access points (APs). Under the practical constraint of imperfect channel
state information (CSI), we derive the achievable sum spectral efficiency (SE) for a finite number of APs
with maximum ratio (MR) linear processing for both reception and transmission in closed-form. Notably,
the proposed CF mMIMO relaying architecture, exploiting the spatial diversity, and providing better
coverage, outperforms the conventional collocated mMIMO deployment. Moreover, we shed light on the
power-scaling laws maintaining a specific SE as the number of APs grows. A thorough examination of the
interplay between the transmit powers per pilot symbol and user/APs takes place, and useful conclusions
are extracted. Finally, differently to the common approach for power control in CF mMIMO systems, we
design a power allocation scheme maximizing the sum SE.

INDEX TERMS Two-way relaying, cell-free massive MIMO systems, decode-and-forward, power-scaling

law, beyond 5G MIMO.

. INTRODUCTION

ASSIVE multiple-input multiple-output (mMIMO)

systems, where a large number of antennas in both
collocated and distributed setups serves simultaneously a
lower number of users, has become one of the key fifth-
generation (5G) physical-layer technologies towards higher
throughput and energy efficiency by means of simple linear
signal processing [1], [2]. Recently, a distributed mMIMO
architecture under the name of cell-free (CF) mMIMO,
enjoying the benefits of network MIMO, has emerged by
providing higher coverage probability and exploiting the
diversity against shadow fading [3]. In particular, a CF
mMIMO system includes a large number of single-antenna
access points (APs) that is connected to a central process-
ing unit (CPU) and serves jointly all users by means of
coherent joint transmission/reception. In this direction, in [4],
APs were equipped with multiple antennas to increase the
array and diversity gains. Generally, CF mMIMO systems

outperform small cells (SCs) and collocated deployments but
given that this is an emerging promising architecture at its
infancy, its study is limited [4]-[11]. For example, authors
in [5] achieved better data rates by means of a user-centric
approach, where the APs serve a group of users instead of
all of them, while in [9], the realistic spatial randomness
of the APs was taken into account by means of a Poisson
point process (PPP) to obtain the coverage probability in CF
mMIMO systems.

Multipair relaying systems, where multiple pairs of users
communicate simultaneously by means of a relay to enhance
the network coverage, have been improved further by the
introduction of the mMIMO characteristics, which enhance
the spatial diversity and achieve an order of magnitude spec-
tral efficiency (SE) improvement [12], [13]. This technique,
known as multipair mMIMO relaying, initially considered
one-way transmission by means of amplify-and-forward (AF)
as well as decode-and-forward (DF) protocols [12]-[15]. For
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instance, in the case of DF relaying, the authors in [12] exam-
ined the achievable SE in Rayleigh fading channels for both
maximum-ratio (MR) and zero-forcing (ZF) linear process-
ing, while in [13], optimization of the energy efficiency was
performed. In reference to AF relaying, the power allocation
and max-min user selection was investigated in [14].

Unfortunately, the one-way transmission strategy incurs
an SE degradation by 50% [13], [16]. To reduce this loss,
the two-way mMIMO relaying, where bidirectional simul-
taneous data transmission applies, has attracted significant
attention [17]-[23]. Hence, its main advantage in com-
parison to one-way relaying is the reduction of the time
required for information exchange between the user pairs
into just two time slots. For instance, [17] and [18] char-
acterized the power-scaling laws for half-duplex (HD) and
full-duplex (FD) transmission, respectively. Still, first works
assumed only perfect channel state information (CSI), which
is highly unrealistic since practical systems have the avail-
ability of only imperfect CSI. Thus, a training phase with
pilot transmission and minimum mean-square-error (MMSE)
estimation at the relay was considered in [19] and [20] for
AF and DF protocols, respectively. Apart from evaluating
the impact of imperfect CSI on the system performance,
several other important questions arise. For example, [21]
and [22] investigated the interplay among the transmit pow-
ers of the pilot, user, and relay for DF and AF, respectively.
Interestingly, distributed relaying for multipair two-way
channels has been studied but only for AF and perfect CSI
conditions [23], [24].

A. MOTIVATION

This work relies on vital observations: i) Collocated mMIMO
relaying in [21] has not fully taken advantage of the bene-
fits of practical distributed mMIMO systems. In particular,
CF mMIMO systems exploit the spatial diversity, provide
better coverage since the APs are closer to the users, and
suppress the inter-AP interference due to the APs coop-
eration.! ii) Two-way relaying is more advantageous than
one-way transmission. iii) Given that AF undergoes noise
amplification, DF may perform better at a low signal-to-
noise ratio (SNR) [25]. Thus, DF is a more attractive method
for mMIMO relaying normally operating at the low power
regime [1]. iv) DF is more flexible than AF in the case of
two-way relaying since it can allow power allocation in both
directions [26]. v) Although some works have studied FD for
CF mMIMO systems [27]-[29], FD may not be advisable

1. Some other differences between the two are architectures follow. First,
in CF mMIMO systems, each AP obtains its local CSI. In this way,
we achieve to alleviate the computational burden at the CPU. Moreover,
CF mMIMO systems achieve increased fairness with respect to the users
since, in CF, it is more possible to have an AP close to a user. Also,
CF achieves lower latency since the APs are closer to the users. Actually,
their advantageous layout is more attractive for mobile edge computing and
caching. Notably, in [8], being one of the references pointing to the differ-
ences between CF mMIMO and single-cell collocated mMIMO systems,
the authors highlighted the differences in the generation of the correlation
matrices and the allocation of the pilots.
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for CF mMIMO systems due to the large power level dif-
ference of the transmit/received signals in the near/far-field
while the APs might be quite close to the users. vi) The
existing literature on CF mMIMO relaying has not studied
at all the insightful power-scaling laws.

B. CONTRIBUTIONS AND OUTCOMES
The main contributions are summarized as follows.

o Motivated by the above observations, we establish
the theoretical framework for a two-way CF mMIMO
relaying system with imperfect CSI by employing the
DF protocol, where a large number of distributed
APs plays the role of a relay.” Notably, the two-way
design enhances the CF mMIMO relaying performance
by achieving a significant increase in the SE with
comparison to one-way communication but also CF
mMIMO is expected to enhance two-way transmis-
sion due its accompanying advantages compared to
collocated mMIMO systems.

o Contrary to the existing work [21], which has stud-
ied two-way mMIMO relaying with a large number of
collocated antennas, we have accounted for the emerg-
ing CF mMIMO architecture at the position of the large
collocated deployment. Notably, although [21] proposes
asymptotic approximations of the SE for a large num-
ber of antennas in terms of deterministic equivalents,
we consider a finite number of APs, where the analy-
sis is more general while we also cover the scenario,
where the number of APs grows to infinity.? In addi-
tion, contrary to [23], which assumed the AF protocol
and the unrealistic assumption of perfect CSI, we have
considered imperfect CSI and the DF protocol, being
more suitable for CF mMIMO systems. Also, differ-
ently to [27]-[29] which considered FD transmission
for CF mMIMO systems, we focus on a totally differ-
ent architecture being HD two-way transmission, and
we investigate the problems of power-scaling laws and
power allocation by maximizing the sum SE. Notably,
previous works on CF considered only the max-min
fairness method to obtain the power control coefficients.

o We derive the achievable sum SE of a two-way CF
mMIMO relaying network employing the DF proto-
col with imperfect CSI and linear processing by means

2. This framework will be the ground to study other interesting topics on
CF mMIMO systems and two-way relaying such as the impact of imperfect
backhaul links [6].

3. Among other differences between this and [21], we would like to
highlight that the channel model and the power constraints are different. In
our work, the power constraints concern each AP and the channel model
describes the link from each AP to a user. On the contrary, in [21], the
power constraints concern the single collocated relay, and the channel model
describes the link from the collocated relay to a user. Moreover, our expres-
sions include summations over the number of APs, corresponding to the
contributions from different APs. Such summations do not appear in [21]
and result in simplified equations while in this work, equations are more
complicated and require different manipulations which are relevant to the
CF mMIMO analysis. Also, in this work, the channel estimation takes place
at each AP. On the contrary, in [21], the channel estimation is performed
at the collocated relay.
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FIGURE 1. Multipair two-way CF mMIMO relaying network with M multi-antenna APs and W user pairs.

of maximum ratio combiner (MRC) for the uplink as
well as maximum ratio transmission (MRT) for the
downlink in closed form for a finite number of APs
and we demonstrate better performance over the col-
located deployment with a large number of antennas.*
To the best of our knowledge, no other prior work
has obtained similar expressions under the CF mMIMO
relaying consideration.

o We carry out an asymptotic analysis for this architec-
ture to investigate the power-scaling laws maintaining
a specific SE as the number of APs increases. Notably,
this is the unique work on CF mMIMO relaying that
obtains power scaling laws, which are different com-
pared to the scaling laws in [21] since they include
summations with respect to the number of APs and the
relevant variables correspond to different APs instead of
a relay with collocated antennas. We observe a trade-off
among the transmit power of each pilot symbol, user,
and relay, and we shed light on the impact of the scaling
parameters.

« We formulate an optimization problem for CF mMIMO
systems, maximizing the sum SE by keeping constant
the total transmit power, in order to obtain the neces-
sary power control coefficients while previous works
on CF were relied on a power control by using the
max-min fairness approach. Numerical results show the
improvement of the sum SE compared to uniform power
allocation.

4. The application of other linear techniques such as zero-forcing presents
certain trade-offs between complexity and performance. For instance, they
demand more backhaul, which might be prohibitive in the case of large
distributed networks (CF mMIMO systems). In particular, the results could
also be extended by incorporating the more robust MMSE processing, as
suggested recently in [8]. Given the MMSE intractability, the extension
can take place by simulations or by the deterministic equivalent analy-
sis [9], [30], [31]. The significance of these observations suggests them to
be an interesting topic of future research.
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C. PAPER OUTLINE

The remainder of this paper is organized as follows.
Section II presents the system model of a two-way CF
mMIMO relaying system with multiple antennas APs
employing the DF protocol. This section includes also the
channel estimation and data transmission phases. Section III
provides the SE analysis for a finite number of APs.
Section IV presents the power-scaling laws under different
power settings while Section V addresses the optimal power
allocation. The numerical results are discussed in Section VI,
and Section VII concludes the paper.

D. NOTATION

Vectors and matrices are denoted by boldface lower and
upper case symbols, respectively. The symbols o7, O,
and (-)* express the transpose, Hermitian transpose, and con-
jugate operators, respectively. The expectation and variance
operators are denoted by E[ -] and var[ - ], respectively. Also,
b ~ CN(0, X) represents a circularly symmetric complex
Gaussian vector with zero mean and covariance matrix X.

Il. SYSTEM MODEL

As illustrated in Fig. 1, we consider a CF mMIMO archi-
tecture, where a set of APs playing the role of distributed
relays, assists the exchange of information in a multipair
two-way relaying system. Specifically, we assume that a
set W = {1,...,W} of W = [W| communication user
pairs, consisted of users Ta; and Tp;, i = 1,..., W, is
served simultaneously by means of the set M = {1, ..., M}
of M = |M] APs in the same time-frequency resources.
Moreover, all APs connect to a CPU via perfect backhaul
links. Certain conditions such as severe shadowing do not
allow the existence of direct links between the user pairs.
Also, each AP is equipped with N antennas, and each user
has a single antenna. All the nodes, i.e., the user pairs and
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the APs are randomly distributed in a wide area and operate
in the HD mode.

The system operation takes place within a coherence
interval under the time division duplex (TDD) protocol where
channel reciprocity is met [2]. The data transmission phase
includes two stages, namely, the multiple-access channel
(MAC) and broadcasting (BC) stages. In the former, i.e.,
the MAC stage, all users transmit to the APs. In particular,
the message, sent by user i, is decoded by means of joint
processing at the CPU where all APs have sent their received
signals. In a similar way, during the second stage, all APs
transmit simultaneously to all user pairs.

The channel model includes both small and large-scale
fading. Especially, the large-scale fading describes the effects
of shadowing and path-loss. Also, the large-scaling fading
changes slowly, i.e., it can be assumed constant for several
coherence intervals while the small-scale fading stays static
during the duration of a coherence interval but it changes
from one interval to the next. In mathematical terms, the
channel vector between Ta ; and mth AP is given by h,,; €
CN*1 ~ CN(0, ap mily), known as uncorrelated Rayleigh
fading, where oa ,,; represents the large-scale fading of the
corresponding link [3]. Similarly, the channel between Tg ;
and mth AP is denoted by g,; € CVN*! ~ CN(0, ap_pnily)
with ap ; being the large-scale fading of this link.

A. CHANNEL ESTIMATION

Given that the propagation channels are piece-wise constant
over a coherence interval, both h,,;; and g,; need to be
estimated in every interval by means of pilot transmission.
Hence, let 7. and 7, be the durations of the coherence interval
and the uplink training in symbols (1, < 1) [3]. Both
Taiand Tp;, i=1..., W, send simultaneously orthogonal
pilot sequences @, ; € C»*! and 9B, € C»*!, respec-
tively.” Note that this mutual orthogonality requires T, > 2W,
@798, =0, and @) @, ;= op 0p; =0, Vi#j[12]. In
addition, we assume ||<pA’,-||2 = ||(0B_i||2 = 1. Thus, the mth
AP receives '

w
Yo.m = /TpPp Z(hmi(P:J + gmi‘ﬂg,i) + Wpm, (D
i=1
where W, is an N x 1, matrix describing the additive
white Gaussian noise (AWGN) and having i.i.d elements
distributed as CN(0, 1). Also, pp expresses the normalized
transmit signal-to-noise ratio (SNR) of each pilot symbol.
Following the approach in [12], we obtain the MMSE
estimated channels for the ith pairbased on [33] as

hmi = l/imi + l~lmi (2)

5. Works on CF mMIMO systems usually assume non-orthogonal pilots
among the users. However, popular works in this area exist that are based on
the assumption of orthogonal pilots, e.g., [32]. In this work, which is the first
one studying the multipair two-way transmission with CF mMIMO relaying,
we have assumed orthogonal pilots among users to enable comparison with
existing works on collocated mMIMO systems. Future studies on multipair
two-way transmission could include in the design the use of non-orthogonal
pilots.
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Smi = gmi + gmia (3)

where By ~ CN(O, pamily) and by ~ CN(0, eamily)
are the estimated and estimation error channel vectors,
fpl’p%zx.mi and

being mutuaily independent with ¢a mi = 17 SR
A,mi

eAmi = Tirpanm respectively. Similar expressions hold
T TpPpXA,mi .. .

for the estimated channel and estimation error vectors in (3),

ie, g ~ CN(Q, ¢Bnmily) and gn ~ CN(0, e pily)

TpPpB mi and

are mutually independent with ¢B,,; = TFtopoon
pPp¥B,mi

OB, mi

R respectively.

€B.mi =

B. DATA TRANSMISSION
The communication takes place in two phases, as described
next.

1) PHASE |

It is known as a MAC phase, where all user pairs simul-
taneously transmit their data to all relay nodes, being the
APs. In other words, the received signal by AP m from the
W pairs Ta;, Tg,; is given by

w
Y = /Pu Z(\/ nA,ihmiLIA,i + nB,igmi‘IB,i) + ny g, “)
i=1

where ga ; and gp; are the data by the ith user pair weighted
by the power control coefficients na ; and np ;, respectively.
Note that E{|ga.il*} = E{lgs,il*} = 1 while 0 < na; < 1
and 0 < ng; < 1. Also, p, denotes the normalized uplink
SNR and ny,, ~ CN (0, Iy) is the AWGN vector at AP m.
By accounting for linear detection by means of the linear
receiver matrix W, = [Wy, 4, Wy Bl € CN*2W the mth AP
multiplies its received signal y, with the transpose of the
linear detector and obtains the post-processed signals as

W, ym]

e e
m [W; ¥ )
Herein, we assume application of MRC due to its low
complexity. Also, it is suggested for implementation in a
distributed fashion (locally at the APs), and it results in
simplified expressions as suggested initially in [3]. Note that
the top W rows of r,, correspond to W signals from T while
the remaining W bottom rows stand for the signals from Tp ;

(i=1,...,W). Next, all APs sent their processed signals to
the CPU through perfect backhaul links and the CPU obtains

M
r= Zrm 6)

m=1
_ |:erln/1:l W;:,AYm] %
Z%:l W;,Byrn .
Now, we focus on the detection of the transmitted symbols
of the ith user pair at the CPU. Specifically, we denote
M

Tm; = Z(WZ,A)iYm ®)

m=1
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Ty = Z (W:‘n,B)iym

m=1

9

where ry;; and ry,,,, are the detected symbols from T ; and
Tg,; , respectively. Note that (X); denotes the ith row of X.
Thus, the total detected symbols at the CPU from both Ta ;
and Ty ; are given by

M-

(10)

Ty =+ Ty

3
i

M=

(Bl + &)y an

3
I
-

2) PHASE II

This phase includes encoding of the received information
and broadcasting it to all user pairs. Specifically, AP m
applies linear precoding matrices in terms of MRT given by
G,, and H,, to transmit the signals qa and gg to Tp; and
Tg,; by using the power control coefficients 5, ,, and 9g
respectively. Thus, the transmit signal is written as

Xm = “/_(G* nA qu + HmnB qu>

where pq is the maximum normalized transmit power
while for notational convemence we have denoted G

(12

[gmlv""ng] € CNXW» H = [hml’-u mW] €
CVW. gam = diagmamis ... namw)s Mg =
diag(mB,m1, - -, MB.mw)> 4a = [gA1, ..., qa,w], and qg =
gB.1,---, qB,W]T. Note that the power control coefficients

are chosen to satisfy the power constraint, E{|Ix )%} < Pd,
which gives
w

N " (namieB.mi + 1B.mibAmi) < 1.
i=1

13)

Also, we have a total power constraint for all APs acting
as relay nodes, i.e., IEI{Z%:1 1%, 112} = pr, which results in

Pr
N S (nami®B.mi + 1B midAmi)
The received signal at Ta ; by all APs is written as

Pd = 14)

M
T
A = Z hmixm +nA’i

m=1

1/2
= /P Z Z hmz (77A m]gquAJ + g mjhquB J) +nai

m=1 j=1
Similarly, Tp ; receives by all APs

iB,i = /P Z Z gml(”A m/gquAJ + nB/m]hquB ])
m=1 i=1

+ ng,;. 15)

Note that nx; ~ CN(0,Iy) is the additive noise at Tx;
(X € {A,B}).

lll. SE ANALYSIS

This section presents the SE performance analysis of the DF
two-way CF mMIMO with MRC/MRT linear processing by
means of exact and closed-form expressions.

1) Phase I: The received signal, given by (11) can be
written as in (16) at the bottom of the page, after substitut-
ing the received signal given by (4). Also, we have used (2)
and (3) since the mth AP has imperfect CSI and consid-
ers the estimated channels as its true channels. Taking as a
reference the ith user pair, we obtain its achievable SE in
the MAC phase by means of the use-and-then-forget capac-
ity bounding technique where the CPU uses only statistical
knowledge of the channel when performing the detection

M

= VP ME{Z(B

m=1

A hyi + g:”‘hmi) }‘IA,i + UB,iE{

M
Z (h:u'gmi + g?ziémi)

m=1

}QB,i

desired signal

NA,i {

M

+ Viai Y <1A1;'m~hmi + g;ihml')CIA,i -

m=1

5 (W + 2

m=1

M

}QAJ

estimation error, A

M M M
+ VB Y. D (h:'m-gmi + @:‘nigmi>fIB,i - ﬂB,i]E{ > (h:'m'gmi + @:'nigmi>

m=1m=1

}‘]B,i

m=1

estimation error, B

+ ZZV”A]< mi mj+gml m])QAJ+ZZ\/nT< nzlgm]+gn1tgm]>q]3] +Z( mt+gml>num (16)

Jj#£i m=1

Jj#£i m=1

inter-user interference
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and the unknown terms are treated as uncorrelated additive
noise [2, Ch. 3], [34]. Note that, in the case of mMIMO,
this bound exploits channel hardening and becomes tighter as
the number of antennas increases. Relied on this assumption,
many works in CF mMIMO exploited that channel harden-
ing appears in the case of a large number of APs. However,
in [35], it was shown that, in general, channel hardening is
not met in CF mMIMO systems with single-antenna APs, but
it appears if multi-antenna APs are considered. Numerical
results in Section VI, relied on this assumption, verify the
tightness of this bound. Thus, the achievable SE is given by

gMAC _ e

= 1ogy (14 yMA°), (17)
C
where the corresponding SINR is given by
MAC MAC
,MAC _ DS, + DSp. (18)
i ~ RRMAC MAC MAC MAC
EE. ;™ + EEg ;™ + IUL™™ + N,
with the various terms provided by
M 2
DS%AC = NA,i E{ Z (ﬁzihmi + gt'nihmi>} ’ (19)
m=1
M 2
DSHAC = ng.i E{ Z (fl;'u'gmi + @;'u'gmi> } ; (20
m=1
M
EEI\A/[’I?C = r]A’iVar[ Z (hl:mhml + g,Hmhm,> } s
m=1
M
EEy € = TlB,iVar{ Z v 77B,i<h;|1igmi + ggﬁgmi) }
m=1
2
MAC
IUI Z nA] Z hmt
JEi m=1
W 2 2
+ Z ng,;E mi8mj ,
J#i
(2D
! M 2 M 2
NMAC = —| B+ Y & (22)
Pu — —
m=1 m=1

Note that DS, EE, IUlj, and N express the desired sig-
nal (DS) part, the estimation error (EE) part, the inter-user
interference (IUI), and the thermal noise and can refer
to both MAC and BC phases as well as users Ta; and
Tg ;. Moreover, the achievable SE of the link Tx; where
X € {A, B}, is written as

T
RYSC = P 1og, (1 -+ 114€) @3)
Tc
with signal-to-interference-plus-noise ratio (SINR) given by
DSYAC
i = ‘ 24)

EENAC + TUIMAC 4 NMAC
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2) Phase II: Since in practice, the users are not aware
of the instantaneous CSI, we take advantage again of the
channel hardening and the use-and-then-forget bound from
the massive MIMO (mMIMO) literature [34]. Thus, we
assume that user Tp; has knowledge only of its statistics
and performs partial self-interference cancellation to obtain

M
ZA = ZAi — \/P_dE{ Z WV, '7A,mih;1,~§:1i}61A,i (25)

m=1

M
d { Z N nB,mih;l;”'h;kn[}CIB,i

m=1

M M
+ A/ Pd (Z /1B, ml i ml - E: Z A/ nB.mih;[h;i}>qB,i

m=1 m=1

M M
+ A/ Pd (Z A/ TIA,mih;u'g;km‘ - E{ Z A/ 77A.mih;1j§:ni}>qA,i

m=1 m=1

+ P Z Z( NA,mj ngquA] + /1B, mjhmthm/q]3 ])
J#i m=1

+ na.i, (26)

where the first term expresses the desired signal, the second
and third terms express the gain uncertainty, the fourth and
fifth terms represent the residual self-interference, the sixth
and seventh terms describe the inter-pair interference while
the last term denotes the noise. The achievable SE of T ;
during the BC phase is obtained by

Tc — T,
e (R
where yAB’(l.: is given by
DSBC
YA = A (28)
BUSC + BUSC + 3., (TU15C + TUIEC) + L
with
2
DS}C = {Z«/WB h m} , (29)
m=1
M
BULC = var{ Y /7B.mihy,; m} (30)
m=1
M
BU%[C = var Z A/ nA,mih;,‘g;‘;,‘}, 31
m=1
2
LS = E Z VT W I 3 (32)
m=1
M 2
TUIEC = BN | /T,y (33)
m=1

Note that BU refers to the beamforming gain uncertainty
(BU). Similarly, we obtain the achievable SE of Tg.j, R3S,
after obtaining the post-processed signal at user Tp ;, ZB.;, by

VOLUME 2, 2021



—~ IEEES IEEE Open Journal of the
Comdoc ¢ ications Society

means of a similar expression to (26). Hence, the achievable
SE of the ith pair Ta; to T ; is given by min(Rl\A/{‘?C, RES)
while the SE for the opposite direction is min(Rg{?C, Riﬁ)
with the individual SEs obtained previously. As a result, the

achievable SE of the ith pair during BC is given by the sum
REC = min(RY4C, RES ) + min(RYA, RYS).

According to [16], [26], the achievable SE of the ith pair
over both phases is given by (17) and (34) as

R; = min(RMAC, REC),

and the achievable sum SE of a multipair two-way CF
mMIMO relaying system is given by

w
R= ZR,-.
i=1

Theorem 1: The achievable sum SE of a multipair two-
way CF mMIMO relaying system with DF protocol and
MRC/MRT linear processing, for any finite M and W, is
given by (36) including the SEs provided by (37)-(39) at
the bottom of the page, with X being the complement of
X € {A, B}

Proof: See the Appendix. ]

Notably, our procedure results in exact closed-form results
while other similar works rely on approximations. Also,
regarding the dependence of the individual SEs with respect
to the transmit power, we observe that they are interference-
limited as expected [21]. Furthermore, we notice an increase
of the SEs with the number of APs by taking advantage of the
CF mMIMO architecture, which is studied in depth below.

(34

(35)

(36)

IV. POWER EFFICIENCY
Herein, we present a detailed study concerning the achievable
power savings by letting the number of APs grow large,
ie.,, M — oo. These savings are known as power-scaling
laws that allow preserving a specific SE while reducing the
transmit powers.

We assume that all the users have the same transmit power,
1.e., no power control is considered. In particular, let na ; =

on the impact of the transmit power per user, pilot symbol,
and relay on the separate SEs in the large APs limit, i.e.,
M — oo.

A. SCENARIO A: Pp = £2, AND FIXED PR, Py
This scenario concerns the study of the power efficiency in

the training phase.

Proposition 1: For fixed p;,py, and E,, when
P = %witha > 0 and M — oo,
we obtain

E 2 2
puNATI; ((and:] OIA,mi) + (Z%:l OlB,mi) )

MAC _

i 9’

2%21 (Z}L (OlA,mj + OtB,mj) + 1)(06A,mi + OtB,mi)
(40)
E, M 2
MAC __ puNATI‘;‘ (Zm:l O‘X»ml)
X,i ,
I (Z}L (aa,mj + oB.mj) + 1)(06A,mi + o, mi)
41
E, M
Npeie (X1 o)
YRy = 42)

ol ,-”L (Prox,mi + 1) (@B.mj + €A mj) .

Clearly, the choice of « defines the result. For example,
in (40), the order of yMAC is O(M'~%) , which implies that
yMAC — 0, if @ > 1. On the other hand, if 0 < & < 1,
yMAC — oco. However, when o = 1, the corresponding
SINRs result in a finite limit. Similar comments holds for the
SINRs given by (41) and (42). Note that the corresponding
non-zero limits are written as

2 2
PuNEp((Z%=1 aA,mi) + (2%21 aB,mi) )

1 9
M (Z,Vil (A, mj + oB.mj) + 1) (A, mi + 0B, mi)
(43)
u 2
MAC puNEp (Zmzl OlX,mi)
Yxi = >

Z%;] (Z}i] (aa,mj + oB.mj) + 1) (A, mi + B, mi)

nB.; = 1 for the sake of simplicity, we are going to shed light (44)
M 2 M 2
pulN (Zm:l 77A,i¢A,mi) + (Zmzl TlB,i¢B,mi)
MAC _ T~ Tp
R =——logm| I+ — - (37)
te > om=1 (Zj:] pu(najoeami + 1B joB.mj) + 1) (PAmi + PB.mi)
" 2
Mac  Te— Pu’)A,iN<Zm:1 ¢x,mi)
Rxi~ = loga| 1+ - (38)
Te D om=1 (ijl Pu(najoeam + 1B joB.mj) + 1) (PAmi + DB.mi)
Noe( S0 Sts)
— Pr( =1 /"X, mi x,mi>
R%S _ Tc Tp 10g2 1+ - - m mi (39)
2% Y omet 2jmt (Prax mi + 1) (1A.mj P8 mj + 1B mjPAmj)
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Np:E, (Z%IZ1 aX.mi)

. 45)
Zi"r{:l }11 (prO‘X,mi + 1)(05B,mj + OlA,mj)

BC __
YX.i =

B. SCENARIO B: Py = % AND PR = £%, AND FIXED Pp
This strategy focuses on the power efficiency of solely the
data transmission phase.
Proposition 2: For fixed pp, Ey, and E; when py = %,
L \yith B >0,y >0, and M — oo, we obtain

Pr = MY
2 2
Nﬂ% ((Z%:l ¢A,mi> =+ (Z%:l ¢B,mi> )
2 7 . 46)
Zm:l (¢A,mi + ¢B,mi)

2
Ey M ,

y}lzflAC NM_ (Zmzl ¢X,ml) (47)

! Z%:] (¢A,mi + ¢B,mi)

2
3 M
BC Nt (Zm=1 ¢x,mi)

YXi = (48)

O S (Sam + b))

It is straightforward to show that the order of both yiMAC
and y%?c is O(M'~#) while the order of VP?S is OM'-7).
As before, the selection of the parameters 8 and y affects
directly the corresponding SINRs. Especially, we observe
that if 0 < 8 <1 and 0 < y < 1, the SINRs grow unbound-
edly. Also, we notice that under certain circumstances, being
equivalent to reducing further the transmit powers of each
user or/and the relay by means of § > 1 or/fand y > 1,
the sum SE of the ith pair R; tends to zero because R%VIAC
or/and R?C tend to zero. Especially, R; — O when one of
the conditions 1) >0 and y > 1,2) 8 > 1 and y > 0,
3) B>1and y > 1 is met. As a result, in order to make
yiMAC and y}ff\c converge to a non-zero limit, we should
have 8 = 1 while when y =1, y)?lc takes a finite value.
These limits are given by

NEh((E:%;1¢AmJ2-%(}:%;1¢Rm02)

MAC
i = , (49
Z%:] (PA,mi + DB.mi)
2
NEu Z%: ¢ ,mi

i = M( 1 ) , (50)

’ Y et (Da.mi + DB.mi)

2

NE( Y0y éXmi

V)]?? = ( ) (G2))]

M
Zm:l

It is worthwhile to mention that Proposition 2 reveals that
in the large number of APs limit, the reduction of both
the transmit power of the APs and the users proportionally
to M~! cancels out the effects of inter-user interference,
residual interference, and estimation error. The following
corollaries show how the sum SE R; changes by varying
and y.

}L (Pamj + PB.mj) ‘
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Corollary 1: When =1 and 0 < y < 1, the SE of the
ith user pair as M — oo is written as
T —Tp

27,

i =

NE, ((Z%:l ¢’A,mi>2 + (Z%:] ¢B,mi)2)
I (dA.mi + B.mi)

x log, |1+

(52)

According to this corollary, R; is equal to since
R?C = 0, which means that the SE of the ith user pair
depends only on Phase I (MAC phase). The explanation
relies on the fact that since we have reduced the transmit
power per user much less compared to the transmit power of
the APs acting as relays, the MAC phase will present lower
performance. Remarkably, in this case, R; does not depend
on the number of users. Also, this SE does not depend on
E;, but it increases with E,.

Corollary 2: When 0 < 8 < 1 and y = 1, the SE of the
ith user pair as M — oo is written as

Iy 2
) 1+ NEr(Zm=1 ¢A,mi)
02>
2% Sy }Zl (da.mj + PB.mj)

MAC
Ri

Tc— T,
R = £

2
NE( S0, #8.mi)
Yot i (P mj + )
(53)

Corollary 2 denotes that the SE of the ith user pair appears
a bottleneck in the BC phase because the transmit power of
the APs during this phase has been cut down more than
the transmit power of each user. Herein, we notice that R;
decreases with the number of user pairs W while it increases
with E; and it is independent of E,,.

Corollary 3: When 8 = y = 1, the SE of the ith user
pair as M — oo is written as

Tc— Tp
—1 1
+ 2 og, | 1+

R; = min (R}.“AC, RPC), (54)
where
NE, ((Zﬁf=1 dami) + (S ¢B,mi)2>
1+ Yo (dA.mi + B.mi)
(55)
REC = min(RYAC, REG) -+ min(RY2C, RES),
(56)

RYS given by using (50) and (51),

with Rl)\g‘?‘c and

respectivély.
This corollary indicates that if we reduce the transmit

power of the APs and users simultaneously and equally to

1/M, both the MAC and BC affect R;.
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C. SCENARIO C: Pp = 1, Py = 4, AND Pg = £8

Such a scenario is the most general where we can achieve

power savings in both training and data transmission phases.
Proposition 3: When p, = % Pu = 5‘;,, and p; = Er

with « > 0, B > 0, y > 0, and E,, Ey, E; constants, as

M — oo, we obtain

E,E, 2 2
N ess ((Z%:l aA,m,-) + (ZAle aB,m,-) )

JMAC _
l an/lzl (aA,mi + OlB,mi)
(57)
EyEy (M 2
MAC _ NMEHrﬁ (Zm:] aX,mi)
yX i - M ) (58)
Zm:l (aA,mi + OlB,mi)
EpE; M 2
BC _ NMEH-V <Zm=1 OlX,mi) 59)
YX,i = .
: Z%:l })‘;1 (O{A,mj + OlB,mj)

Following the same procedure as before, we observe that
the orders of the SINRs in the MAC and BC phases are
OM'=*=Py and OM'~2~7), respectively. Hence, the cor-
responding SINRs converge to non-zero limits only when
a+ B =1 and o + y = 1. Otherwise, they can grow
unboundedly or tend to zero. These limits are given by

2 2
NEpEu<(Z%=1 O5A,mi) + (2%21 OlB,mi) )

MAC _
l anlzl (OlA,mi + OlB,mi)
(60)
2
y)l(\/IAC _ NEPEU<Zm 19X, ””) (6[)
l ZQL (aA mi + OB, mi)
2
BC NEpE: (Z’" 19X, m’)
YX,i = (62)

Yot 2 (@A m + o)

The following corollaries present trade-offs between the
transmit powers of the pilot symbols and the APs and/or
users.

Corollary 4: When o« +8 =1 and 8 > y > 0, the SE of
the ith user pair as M — oo is written as

Te —
2t

R = P x log,

2 2
NEpEu<(Z%:] O5A,mi) + (anlz] OlB,mi) )

x |1+
Z%=1 (O(A,mi + O(B,mi)

(63)

The inequality implies that @ +y < 1. Hence, y)]z? — 0,
and the SE of the ith user pair is determined only by the
MAC Phase. Clearly, R; does not depend on the number of
user pairs, which results in the increase with W of the sum
SE given by (36).
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Corollary 5: When « +y =1 and y > 8 > 0, the SE of
the ith user pair as M — oo is written as

2
NE,E; (Zm LA, m,)

%:1 Zizl (aA,mj + O[B,mj)

2

NE,E, (Zm | oB, m,)

M
Zm:[

T — 1
= —CZIC P log, |1+

Te — Tp
1 1
+ 27 0g» +

}i] (OfA,mj + OlB,mj)
(64)

Herein, the inequality suggests that « + § < 1, which
means that yMAC — 0, and only the BC phase defines the
SE of the ith user pair.

Corollary 6: When o« + 8 =1 and 8 = y > 0, the SE of
the ith user pair as M — oo is written as

R; = min (R?/[AC, RFC>, (65)
where
R, = fe P 1o
i = 2‘L'C g2
2 2
NEu <<Z%:1 ¢A,mi> + <ZIWV,I:1 ¢B,mi> )
x |1+
Z%:l (¢A,mi + ¢B,mi)

(66)
REC = min(RYAC, RES) + min(RYSC, RES), (67)

with RMAC and R)B(Cl given in terms of (61) and (62),
respectlvely

In other words, both conditions ¢+ =1and a+y =1
are fulfilled. By shedding further light on this corollary, we
observe an interplay appearing among the transmit pow-
ers. For example, a reduction of the pilot transmit power
would result in a degradation of the estimated channel that
could be balanced by an increase of the transmit power of
the users/APs during the transmission phase to preserve the
performance with respect to the SE.

Remark 1: In all corollaries above, the corresponding SE
could be boosted by increasing the involved Ej, i= p,u,r.
For example, Corollary 2 suggests that R; can be increased
with E; by increasing the transmit power of the APs.

V. POWER ALLOCATION

Different from the previous section, where the transmit pow-
ers of all users were assumed equal for the sake of exposition
of the scaling laws, in this section, we elaborate on the
optimal power allocation among the users and the APs dur-
ing both MAC and BC phases, respectively. We assume that
the power allocation takes place during the data transmis-
sion phase while the power design of the training phase in
terms of p, has previously being determined. In particular,
we follow the procedure in [12], [21] and adapt it according
to our system architecture having M distributed APs as relay
nodes.
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We focus on the maximization of the sum SE constrained
to a total power P, i.e., py Z,-Zl(nA,i+nB,,-) +pr < P. In par-

ticular, the formulation of the power allocation optimization
is described by

w
max Z R;
i=1

NA-NB-Pr i
w
subject to pu Y _(na.i+ nB.i) +pr < P
i=1
”A ZQ?”B EQ»Pd Zovpr ZO

Ri > Ruyin, i € W (68a)

where we have denoted 9y = [ 1, ..., Na.w]" and g =
(.15 ---> nB,W]T, while Ry, expresses the minimum SE
of the ith pair. Given that the logarithm is an increasing
function, the optimization, given by (68a), can be written as

w
min  JJa+w™!

(69a)
NASNB.Pr
YisVA,i-vBi =1

subject to ¥ < ——atel T + 92,118.i (69b)

i1 (a3, + asiiisg) + 1
. [ aina, Dr )
YA, < miny ———, JieW
l : ¢i  pebpi+ CB,i}
(69¢)
. [ a2,ifB,i Pr .
VB,'fmln{ - ~, },IEW
' ¢i  prbaitca

(69d)

Vi <vyai+VyBi+yaiveii €W (69¢)
w

> (ini+7iBi) +pr < P (690)
i=1

a>0,5g >0,pa >0,p >0 (692)

ZICRmm
yl._1<2 - 1) <l,ieW (69h)
where we have defined 7)a; = puna,i, 7B, = PullB,i

NCEM | oamd)? N pmi)?

i P (Ig;A.mi"F¢B,mi) G2 P Sg;A,mi'HﬁB,mi) ’

asjj —MZ"’=I CAM__ oy —MZ’":' B
Y =1 (@A mi+OB.mi) ’ Y =1 (DA mi+PB,mi)

c = Yi(@gia; + asgisy) + 1, bxi =

DI Z,-vil X mi (MA,mj®B,mj+1B,miPA.mj) d ) _

NI, T xomi)? o Ao =

Z%:l ZJVL (MA,mjPB,mj+11B,mjPA mj) Moreover, 7, yai, an d

NCoW_ | TR i ®X.mi)?
vB,i correspond to the SINRs of R;, min(RX/?C,RES) and
min(ng’{‘?C, RRS), respectively.

The latter optimization problem is nonconvex since it falls
to the category of complementary geometric programming
(CGP). However, its solution can be obtained by solving
a sequence of convex GP problems [12], [21], [36], [37].
Initially, as in [37, Lemma 1], we approximate the objective

function (1 + y;) by the monomial function 8,-)/1.“ !, where
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8 =) M +y?) and w; = yl/—’jrl [12]. Next, we trans-

form the two inequalities described by (69b) and (69e) into
posynomials, in order to result in a GP problem. Specifically,
the first inequality is written as

~ Pai ot ¢B,i
- - ainai\ [ a2ing,i\
arina,i + azine.i = <—) (—) ., (70)
PA.i ®B,i
aiifia ; b = a2,iflg ;
ariimy Faziig ;. VBT ayis taxig
and 7 ; denoting the initialization values. In (70), we have
applied a known property, expressing that, for any set of
positive numbers, the geometric mean is no larger than the
arithmetic mean [38]. Hence, substitution of (70) into (69b)

gives
apiiiai I8 ((az,ifip,i \ 9B+
qA.i 4B.i
W ~ ~ )
Y imi (@3 yiia + as s j) + 1

For the second inequality, given by (69¢), we follow the
procedure in [21] to approximate f(x, y) = x+y+xy near an
arbitrary point x°, y° > 0 by means of the monomial function
g(x,y) = ¢x*y*? in terms of ¢, A1, and ;. These parameters
are obtained in [21] as A = )%, A %,
¢ = (x°+y° +x°y°)(x°) " (y°) 7?2, Thus, we have

where ¢p ; = with 73 ;

ieWw.

Vi < (71)

AB.i

AALi .
Vi < CiVAi" VB i€W (72)

where ¢§ = ((l)/,i,i j‘ Vé’,i + Vﬁ,iyﬁ,i)(VX,Z-)(_IAA”'(J;Q,‘)_'\B"',

Va4 V.47, .
TARTATE e Vi
yg’ i» Vp.; being the initialization values. The algorithm steps
are provided by Algorithm 1, where the parameter 6 > 1
defines the desired accuracy as a trade-off with convergence
speed. Especially, as 6 approaches 1, we result in better
accuracy while the convergence speed is slow.

XA,i = and )\B,i =

VI. NUMERICAL RESULTS

This section depicts the analytical results provided by
means of Theorem 1 and Propositions 1-3 that illustrate the
performance of a multi-pair two-way CF mMIMO system.
For the sake of comparison, we have accounted for a con-
ventional two-way collocated massive MIMO architecture
employing DF as described by [21]. Also, our analytical
results are accompanied by Monte Carlo simulations by
means of 10° independent channel realizations, in order to
verify them and show their tightness.

A. SIMULATION SETUP

Unless otherwise stated, the following set of parameters is
used during the simulations. In particular, we consider M =
200 APs and W = 5 user pairs uniformly distributed in
an area of 1 x 1 km®. Each AP is equipped with N =
3 antennas. Note that the area edges are wrapped around
to avoid the boundary effects. Also, we assume that the
coherence time and bandwidth are 7. = 1 ms and B, =
200 kHz, respectively, which means that the coherence block
consists of 200 channel uses. The orthogonality among pilots
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Algorithm 1 Successive Approximation Algorithm

1. Initialisation: Define the parameter 6 and the tolerance
€. Set k=1, fja; =17B.i = 75> pr = 5 while 2, y3 ;, and
¥p.; are chosen by means of Theorem 1.

o
2. Iteration k: Evaluate Wi ﬁ ,
~ i
(b . _ ’ll,in?_\,,- ¢ ) N azi”]%,i
A - arifiy Fazifg ;’ B.i - a1y i +a2.img ;°
o o o o o 7)\A’i o 7}"B’i
Gi = <yA,i +pi T VA,iVB,i) <VAJ‘> <VB,,') >
VX,-(1+V§.~) y§,(1+7/,§_~)
A = - L, AB = - Y. Then, solve

VaiTVB.itVA,iVB.i YaitVe,itVa Ve,

the GP problem:

w

_min [Tr" (73a)
NA-MB:Pr .
Yisva,ivBi =1

subject to 07 'fia; < fiai < Ofiai i€ W (73b)

0~ \iip.; < 7B < OfBi i € W (73¢)

07y <yi<oySiew (73d)

07 yR: S vai SOyRieW (73e)

0 've, < vBi <OV5 . i€W (73)

=~ —PA.i = N\N—9B.i
A Pa i ar Pn ; .
CiVi( l,tnA,l> ( 2,177B,z> <lieWw

DA, o8B, i
(73g)
—1 —AAi —AB.i .
yie e < Lie W (73h)
~ —1 . .
yaici(arinai) < lie W (731)
~ —1 . .
ye.ici(azimpi) <lieW (73j)
yapr (prbpi+cpi) < l,ieW (73K
v,y (prbai+cai) < 1,ieW (731)
w
Z(ﬁA,i +7B,i) +pr < P (73m)
i=1
a >0, >0,pa>0,pr >0 (73n)
ZTCRmiu
y;l(z o 1) <lieWw (730)

Let ﬁj&,l‘y ﬁﬁﬁ, yi*, 1/1:,1" yg’i, i€ W y y

3. If max; |n/*\’i— nzdl.| < € and/or max; |n:B’l. - 7713,1‘| < €
and/or max; |y — y°| < € and/or max; [y ; __VA,i| < €
and/or max; |yg; — vg ;| < € — Stop. Otherwise, go to
step 4.

4.* Update initial values.* Set k = k-i; 1, ﬁj\’i = ﬁ;\’i, ﬁﬁ’i =
ot o o] o

Mg,i» Vi = Y{» Vai= VYA, VB, = VB.;» and go to step 2.

requires at least 7, = 2W = 10. Moreover, we assume
that pp, pu, and p; correspond to the normalized powers,
obtained by dividing p, = pu, and p; by the noise power
Np = W, x kg x Tp x Ng. The various parameters are
found in Table 1. Power control in terms of maximizing the
sum SE is considered only in Section VI-D. Hence, without
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TABLE 1. Parameters values for numerical results.

Description Values
Number of APs M =200
Number of Antennas/AP N =3
Number user pairs W =5
Carrier frequency fo =2 GHz
Power per pilot symbol Pp = 100 mW
Uplink transmit power Pu = 100 mW
Path loss exponent a=4
Communication bandwidth W = 20 MHz
Coherence bandwidth B. = 200 KHz
Coherence time Te =1 ms
Duration of uplink training Tp = 10 samples
Boltzmann constant kg = 1.381 x 10~23 J/K
Noise temperature To =290 K
Noise figure Nr =9dB

any power control, we assume that in the uplink, all users
transmit with full power, i.e., na; = np,; = 1, Vi. Similarly,
in the downlink, all APs transmit with full power, which
means 1,,; = (N ZZ1(¢B,mi + dami)) ! by satisfying (13).
Also, the transmit powers during the MAC and BC phases
are assumed equal, i.e., 2Wp, = p;.

We take into account for [8, Remark 4], and thus,
we consider the 3GPP Urban Microcell model in [39,
Table B.1.2.1-1] as a more appropriate benchmark for CF
mMIMO systems than the established model presented ini-
tially in [3] because of two main reasons: i) although CF
mMIMO systems are more likely suggested for shorter dis-
tances, the model in [3] assumes that shadowing is met for
users found 50m further from an AP, and ii) the COST-Hata
model, used in [3] is suitable for macro-cells with APs being
at least 1km far from the users and at least 30m above the
ground while the CF setting suggests APs found at lower
height and being very close to the users. Specifically, the
large-scale fading coefficient, described by this mode for a
2 GHz carrier frequency, is given by

d
oxmildB] = —30.5 — 36.710g10< lxnml"

) + FX,mks

where dx .« expresses the distance between AP m and user
k while Fx . ~ CN(O, 42) describes the shadow fading.
In addition, the shadowing terms between different users
are assumed to be correlated as E{Fx uFx,ij} = 422 ~9x.4i/9
only when m = i, where dx x; is the distance between users
k and j.

B. DEMONSTRATION OF BASIC PROPERTIES

Initially, we assume that p, = py as well as p, = 2Wpy,
which mean that users transmit equal power during the
training and data transmission phases.

Fig. 2 presents the sum SE versus p, with varying number
of APs along with Monte-Carlo simulations verifying the
analytical expressions since the lines almost coincide. Also,
we notice that SE saturates at high SNR due to the inter-user
interference, as expected. Moreover, SE increases with the
increasing number of APs M.

Fig 3(a) depicts the sum SE versus the number of APs
M. Also, we have considered the scenario of genie receivers
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FIGURE 2. Sum SE per versus the uplink transmit power pp = py for varying
number of APs M with validation by Monte-Carlo simulations (N = 3, W = 5, and
Pr = 2Wpy).

at the users during the BC phase. In other words, we have
assumed that the corresponding receivers are aware of instan-
taneous CSI and not just its statistics. Since the gap between
the two lines is small, the downlink channel hardens and no
extra training is required. In addition, for the sake of com-
parison, we have included the collocated scenario with a
base station at the center of the area being the relay node
and having MN antennas, ox mx = OXk, Nk = Mk, Ym,
and in general, all the parameters equal across the index
m [27]. It can be seen that the CF mMIMO relay setting out-
performs the collocated layout because the diversity against
path-loss and shadow fading is exploited. Moreover, we have
considered the conventional orthogonal scheme where the
transmission of each pair takes place at different time slots
or frequency bands. As the number of APs increases, the
two-way CF MIMO performs better because the effect from
the inter-user interference decreases. Thus, when M is low,
the orthogonal scheme performs better, but the mMIMO
system behaves better as M increases and channels become
orthogonal, which means a mitigation of the interference.
Compared to Fig. 3(a), which assumes W = 5 user pairs,
Fig. 3(b) shows the sum SE in the case of W = 20 user
pairs. In the latter figure, the outperformance of the CF
mMIMO setting over the collocated scenario is more pro-
nounced because of its concomitant advantages. Hence, we
observe that the performance gap at M = 400 AP is 8% and
39%, when W =5 and W = 20, respectively.

C. POWER-SCALING LAWS
Herein, we verify Propositions 1-3 providing the power-
scaling laws, also denoted as asymptotic results that cor-
respond to the scenarios A-C mentioned earlier. In addition,
we elaborate on the resultant power savings with comparison
to the analytical exact results provided by Theorem 1.

Fig. 4 sheds light into Scenario A by depicting the sum
SE with respect to the number of APs M for varying scaling
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