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## Abstract

The topics presented in this thesis lie at the interface of probability theory and stochastic geometry, with emphasis on the asymptotic study of geometric objects associated with Gaussian random fields defined on manifolds. Such a research stream has been rapidly growing in past years, resulting in a number of developments focussing on local and global geometric quantities. Our principal aim is to discuss probabilistic methods allowing one to deal with the asymptotic fluctuations of volumes of zero sets (also called nodal sets) of Gaussian Laplace eigenfunctions as the eigenvalues diverge to infinity, with a particular focus on the models of Arithmetic Random Waves on the three-dimensional torus and Berry's Random Plane Wave on the two-dimensional Euclidean space. We prove universal variance estimates and non-Gaussian limit theorems for the zero sets of multiple independent Arithmetic Random Waves, complementing several related works in the literature. Our analysis for this builds on an abstract cancellation result applicable to the setting of Gaussian Laplace eigenfunctions on manifolds, yielding in particular a formal description of the so-called Berry's Cancellation Phenomenon observed in various models of random eigenfunctions. For the Berry Random Plane Wave, we prove spatial functional limit theorems for discretized and truncated versions of the nodal length indexed by rectangular domains. Such a contribution yields a basis for proving a fully general functional limit theorem for the nodal length and opens doors to a number of novel probabilistic limit theorems involving semi-local functionals of these nodal length processes. A common technique lying at the core of our arguments for dealing with these tasks is the asymptotic analysis of the Wiener-Itô chaos expansion in Hermite polynomials of such geometric quantities, often allowing one to reduce investigations on Wiener chaoses of lower order. In this context, we discuss properties of generalized Hermite polynomials with matrix arguments, appearing in multivariate statistics and the theory of zonal polynomials. We argue that this family of orthogonal polynomials is particularly effective for deducing chaotic expansions of random variables that are symmetric functionals in the eigenvalues of underlying Gaussian random matrices, notably appearing in different applications dealing with the geometry of random fields. We furthermore present a new characterization of matrix-Hermite polynomials as the eigenfunctions of a generalized OrnsteinUhlenbeck semigroup on matrix spaces. The above mentioned probabilistic limit theorems originate from the systematic use of the Malliavin-Stein approach on Gaussian spaces, a collection of analytic statements allowing one to deduce probabilistic limit theorems by means of variational techniques. Such a series of results typically emerges from the combination of Stein's method for probabilistic approximations and Malliavin's infinite-dimensional differential calculus. At the end of this thesis, we present preliminary computations yielding variance estimates and Central Limit Theorems for certain non-linear functionals associated with the $d$-dimensional Berry Random field. Also, we discuss several aspects around optimal convergence rates within Gamma approximations of functionals of Gaussian fields.
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## Preface

The present manuscript has been submitted for the fulfillment of my doctoral studies at the University of Luxembourg and collects my main achievements of the last four years.

The content of this thesis is divided in six chapters I-VI. Apart from the introductory Chapter I, the content of Chapters II-VI is based on the following works:

- Fluctuations of nodal sets on the three-torus and general cancellation phenomena, [Not21]. This work has been accepted for scientific publication in the Latin American Journal of Probability and Mathematical Statistics (ALEA).
- Matrix-Hermite polynomials, random determinants and the geometry of Gaussian fields, to be submitted in the near future.
- Some functional convergence result related to Berry's nodal lengths on the plane. Such a work is at an advanced stage and is to be submitted in the near future.
- On the d-dimensional Berry Random Wave Model, based on preliminary computations.
- Optimality of convergence rates for Gamma approximations, based on preliminary computations.

Here below we give a global outline of each of the chapters.

## Chapter I: Introduction

In Chapter I, we present the necessary theoretical background, that is needed for the remaining chapters. Such an introduction is divided into two parts: Section I.1.1 collects properties of (Gaussian) random fields, as well as Rice formulae for the geometric measure associated with level sets of Gaussian random fields. In Section I.1.2, we present a thorough introduction to modern Gaussian analysis and Malliavin's infinite-dimensional variational calculus, which is one of the staples of our approach.

## Chapter II: Nodal Sets of Arithmetic Random Waves

Chapter II deals with the study of Arithmetic Random Waves (ARWs) on the three-torus, a special case of the class of Gaussian Laplace eigenfunctions introduced by Oravecz, Rudnick, and Wigman in [ORW08, RW08]. We consider the $\ell$-dimensional Gaussian random field $\mathbf{T}_{n}^{(\ell)}, \ell=1,2,3$ formed by vectors of respectively one, two and three independent ARWs. Our primary aim is to study the high-energy (that is, as $n \rightarrow \infty$ ) probabilistic fluctuations of the geometric measure $L_{n}^{(\ell)}=\mathcal{H}_{3-\ell}\left(\left(\mathbf{T}_{n}^{(\ell)}\right)^{-1}(0)\right.$ ) (where $\mathcal{H}_{k}$ indicates the $k$-dimensional Hausdorff measure) associated with the nodal set of $\mathbf{T}_{n}^{(\ell)}$. In Theorem II.1.1, we derive its expected value, asymptotic variance and a universal non-Gaussian limit theorem. Our results for $\ell=2,3$ substantially complement prior works by Benatar and Maffucci [BM19] and Cammarota [Cam19], corresponding to the case $\ell=1$. The proof of Theorem II.1.1 is based on a detailed preliminary study of the Wiener chaos expansion of abstract random variables admitting an integral
representation involving multiple Dirac masses and generalized Gramian determinants, allowing us to prove an abstract cancellation result (see Theorem II.2.5). Specifying the content of Theorem II.2.5 to the setting of Gaussian Laplace eigenfunctions on manifolds without boundary, such as ARWs and spherical harmonics on the sphere, yields in particular a neat description of the so-called Berry Cancellation observed in different models (see for instance [Wig10, KKW13, DNPR19, MPRW16, NPR 19, Cam19]). Such a cancellation typically results in lower order variance estimates and is partially explained by the exact disappearance of the second chaotic projection of the nodal volumes. In Section II.3.1, we present an exhaustive analysis of the fourth-order chaotic projection of $L_{n}^{(\ell)}$. A subsequent study of higher-order Wiener chaoses allows us to prove that the Wiener chaos expansion of $L_{n}^{(\ell)}$ is asymptotically dominated by its projection on the fourth Wiener chaos, from which we deduce its non-Gaussian fluctuations. A number of intrinsic number-theoretic estimates available in the literature are also used along our development. In Theorem II.D.3, we prove a deterministic continuity result for nodal volumes associated with vector-valued functions, that is needed in our analysis.

## Chapter III: Matrix-Hermite Polynomials and Random Determinants

In Chapter III, we study generalized Hermite polynomials with rectangular matrix argument. Such a family of polynomials is indexed by partitions of integers and is orthogonal with respect to the law of Gaussian matrices. Matrix-Hermite polynomials can be expressed in terms of zonal polynomials appearing in multivariate statistics. In Theorem III.3.2, we prove that matrix-Hermite polynomials are particularly tailored for the Wiener chaos decomposition of spectral random variables, i.e random variables depending on the eigenvalues of $X X^{T}$, where $X$ is a Gaussian matrix. In particular, we obtain explicit formulae for the projection on Wiener chaoses of any order of such random variables, involving integrations of generalized Laguerre polynomials with matrix argument. Such a collection of formulae turns out to be particularly useful when directly dealing with chaos expansions of functionals associated with Gaussian matrices with large dimensions. In Theorem III.3.5, we apply these findings to the case of random determinants of the form $F(X)=\sqrt{\operatorname{det}\left(X X^{T}\right)}$, where $X$ is a rectangular Gaussian matrix whose rows are i.i.d vectors with a non-trivial covariance matrix. In Theorem III.3.6, we show that these projection coefficients admit a geometric interpretation in terms of intrinsic and mixed volumes of ellipsoids. Such a result extends a similar formula for the mean of $F(X)$ by Kabluchko and Zaporozhets [ZK12] to arbitrary projection coefficients associated with the Wiener chaos expansion of $F$. In a second part of this chapter, we introduce a generalized Ornstein-Uhlenbeck semigroup on matrix spaces via a Mehler-type formula. In Theorem III.3.10, we prove that matrix-Hermite polynomials are eigenfunctions of these operators, allowing us to deduce a useful orthogonality relation for matrix-Hermite polynomials when these are evaluated in correlated Gaussian matrices (see Theorem III.3.12). In Section III.3.4, we apply our findings to the asymptotic study of the generalized total variation of multiple independent Arithmetic Random Waves on the three-dimensional torus: more precisely, by studying its Wiener chaos expansion into matrix-Hermite polynomials, we are able to show that, in the high-energy limit, the total variation is dominated by its projection on the second Wiener chaos, yielding in particular a Gaussian limit theorem (see Theorem III.3.17).

## Chapter IV: Weak convergence results for Berry's nodal length process

In Chapter IV, we consider Berry's Random Plane Wave $B_{E}=\left\{B_{E}(x): x \in \mathbb{R}^{2}\right\}$ with parameter $E>0$, a stationary and isotropic Gaussian random field which is an eigenfunction of the Laplace operator. Our principal object of interest is the high-energy behaviour (that is, as $E \rightarrow \infty$ ) of the nodal length process indexed by rectangles of the type $\left[0, t_{1}\right] \times\left[0, t_{2}\right]$ in the unit square. In [NPR 19], Nourdin, Peccati and Rossi prove a one-dimensional Central Limit Theorem for the normalized version of the nodal length restricted to a planar domain. Subsequently, Peccati and Vidotto [PV20] establish multivariate Central limit theorems
for vectors of nodal lengths restricted to a collection of domains, proving that the nodal length process converges towards a standard Wiener sheet in the sense of finite-dimensional distributions. Such a series of results suggests a weak convergence result in function spaces for the nodal length process, but were not obtained, due to some intrinsic difficulties when dealing with second-order chaotic projections associated with the chaos expansion of the nodal length. The goal of this chapter is to present some progress towards such a weak convergence result: we prove functional limit theorems for a discretized version of the nodal length associated with refining partitions of the unit square (see Corollary IV.1.9), and truncated nodal length of increasing degree, formed by chaos projections of large order (see Corollary IV.1.15). In order to prove our results, we study the second order and the higher-order chaotic projections associated with the Wiener chaos expansion of the nodal length. For the second chaotic projections of the nodal length, we prove asymptotic variance estimates and deduce a multi-dimensional Central Limit Theorem (see Theorem IV.1.4) in the high-energy regime, leading in particular to an appealing connection with a total disorder process (see Corollary IV.1.5). Our arguments are based on a thorough preliminary investigation of a certain residual boundary term appearing in the projection of the nodal length on the second Wiener chaos (see Section IV.1.2). Combining moment estimates for suprema of stationary Gaussian random fields with a useful criterion by Davydov and Zitikis [DZ08] for proving weak convergence of multivariate processes, we are able to prove that these projections converge weakly to zero (Theorem IV.1.4). For the residue term formed by higher-order chaotic projections, we present a chaining argument similar in spirit to Dehling and Taqqu [DT89] and Marinucci and Wigman [MW11]. Such a study allows us to formulate a weak convergence result for the discretized nodal length process obtained by refining partitions of the unit square (see Corollary IV.1.9). As a by-product of our results, we deduce a number of novel limit theorems of semi-local type, involving suprema of discretized nodal lengths. In Corollary IV.1.15, we present a weak convergence result for the truncated nodal length process. Our arguments for this are based on the hypercontractivity of Wiener chaoses.

## Chapter V: Non-linear functionals of d-dimensional Berry's random fields

In Chapter V, we consider non-linear functionals associated with the $d$-dimensional Berry Random Wave model $B_{E}$ (for $d \geq 2$ ). More precisely, we study random variables of the form

$$
Z_{E}(d, q ; \mathcal{D})=\int_{\mathcal{D}} H_{q}\left(B_{E}(x)\right) d x
$$

where $H_{q}$ is the $q$-th Hermite polynomial and $\mathcal{D} \subset \mathbb{R}^{d}$ is a convex domain. Such a random variable typically emerges in the projection on the $q$-th Wiener chaos of the nodal length associated with the zero set of $B_{E}$. In Theorem V.1.1, we prove asymptotic laws for the variance of $Z_{E}(d, q ; \mathcal{D})$. As expected, our results show that the case $(d, q)=(2,4)$ is the only one in which the variance exhibits logarithmic fluctuations. Such an observation is consistent with the main findings of Nourdin, Peccati and Rossi [NPR19] and conjecturally hint to the fact that, for $d \geq 3$, the chaotic projections of order $q$ of the nodal length are all of the same order. In Theorem V.1.2, we prove quantitative Central Limit Theorems for normalized versions of $Z_{E}(d, q ; \mathcal{D})$. We finish this chapter by some comments on reduction principles on Wiener chaoses and variance estimates of the nodal length associated with $d$-dimensional Berry random fields. Our preliminary results are to to be compared with [MR15] by Marinucci and Rossi, where the authors present a similar study for random spherical harmonics on the $d$-dimensional sphere, see also [MW14] for the earlier study in dimension two.

## Chapter VI: Optimality of convergence rates in Gamma Approximations

Chapter VI deals with the task of detecting optimal convergence rates (associated with some probability metric $d$ ) for Gamma approximations on a Gaussian space. Formally, for a sequence of chaotic random
variables $\left\{F_{n}: n \geq 1\right\}$ converging in distribution to a centred Gamma random variable $G(v)$ with parameter $v$, and a numerical sequence $\{\phi(n): n \geq 1\}$ verifying $\phi(n) \rightarrow 0$ and $d\left(F_{n}, G(v)\right) \leq \phi(n)$, such an optimality is observed as soon as $c_{1} \phi(n) \leq d\left(F_{n}, G(v)\right) \leq c_{2} \phi(n)$ for some finite constants $0<c_{1}<c_{2}$ and large enough $n$. This task can be achieved by assessing exact asymptotics (as $n \rightarrow \infty$ ) for ratios of the form $\phi(n)^{-1} \mathbb{E}\left[h\left(F_{n}\right)-h(G(v))\right]$, where $h$ is some test function related to the probability metric $d$. Following the lines of Nourdin and Peccati in [NP09b] on optimal rates for normal approximations, our strategy involves a characterization of the joint limiting distribution of the bivariate vector $\left(F_{n}, F_{n}^{(v)}\right)$, where $F_{n}^{(v)}:=\phi(n)^{-1}\left(2\left(F_{n}+v\right)-\left\langle D F_{n},-D L^{-1} F_{n}\right\rangle_{H}\right.$ ) (where $D$ and $L^{-1}$ denote certain Malliavin operators and $H$ is a separable Hilbert space). Our main findings, formulated in Theorem VI.2.5 and Theorem VI.2.6, provide the asymptotic fluctuations of the random variable $F_{n}^{(v)}$ in the case when $F_{n}=I_{2}\left(f_{n}\right)$ is an element of the second Wiener chaos, distinguishing between specific cases of finite and infinite rank. In particular, our results allow us to prove that, for a large subclass of sequences living in the second Wiener chaos, the numerical sequence $\{\phi(n): n \geq 1\}$ leads to a sub-optimality phenomenon (see Corollary VI.2.8). Such an observation is in contrast with the setting of normal approximations studied in [NP09b], where a set of sufficient conditions implying optimality can be formulated on the second Wiener chaos. Whether this sub-optimality phenomenon on the second Wiener chaos extends to higher-order Wiener chaoses is partially addressed at the end of the chapter (see in particular Conjecture VI.2.10).
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## Chapter I

## Introduction

## I. 1 Background and preliminaries

In this first chapter of the thesis, we provide a concise overview of the main theoretical tools that will appear throughout the manuscript. Our exposition will be divided into two parts:

- In Section I.1.1, we introduce random fields in general and discuss a number of key properties such as stationarity and isotropy, focussing in particular on random fields on Euclidean spaces. Section I.1.1.3 is dedicated to the so-called Rice formulae, a collection of formulae playing a pivotal role in the study of geometric measures associated with level sets of Gaussian random fields.
- In Section, I.1.2 we expose the necessary background from Gaussian analysis and Malliavin Calculus, with a particular focus on Wiener-Itô chaos expansions and Gaussian integration by part formulae. This section constitutes one of the large-scale building blocks of our thesis as the tools presented therein will be used intensively along our work.

Our main bibliographic sources serving as guiding inspiration for this introduction are the books by Adler and Taylor [AT07] and Azaïs and Wshebor [AW09] for Section I.1.1, and the monographs by Nourdin and Peccati [NP12a] and David Nualart [Nua95] for Section I.1.2. One of our principal aims for this expository part is to present the necessary material in both a compact and self-contained way, hopefully allowing the reader to follow it easily without further referencing. For this reason, our exposition also includes the proofs of a number of classical results, the arguments of which we believe are instructive to be presented at this preliminary stage of the dissertation.

## I.1.1 Geometry of random fields

## I.1.1. Generalities on random fields

Our first definition is that of a random field, defined on a certain probability space. Although in this thesis we shall mainly deal with random fields taking values in Euclidean spaces, we formulate our definition for random fields with values in a generic topological space $\mathcal{E}$. For two sets $S$ and $T$, we denote by $S^{T}$ the class of functions from $T$ to $S$.

Definition I.1.1. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space, $T$ a topological space and $\mathcal{E}$ some generic space. An $\mathcal{E}$-valued random field $F$ on $T$ is a collection $\{F(t): t \in T\}$ such that $F(t)$ is an $\mathcal{E}$-valued random variable for every $t \in T$. If $\mathcal{E}=\mathbb{R}\left(\mathcal{E}=\mathbb{R}^{d}, d \geq 2\right)$, we say that $F$ is a real-valued ( $d$-dimensional) random field ${ }^{1}$.

[^0]Unless stated differently, our random fields will be measurable mappings $F: \Omega \rightarrow \mathcal{E}^{T}$, and we will use the notation $F(t, \omega)=F(t)(\omega)=F(\omega)(t), t \in T, \omega \in \Omega$ interchangeably to indicate the value of $F(t)$ and drop the dependence on $\omega$. In this section, we will focus on a rich class of random fields, known as Gaussian fields. We recall the probability density function of Gaussian random variables for completeness and notational reasons.

Definition I.1.2. (i) A real-valued random variable $N$ is said to have the Gaussian distribution with mean $\mu$ and variance $\sigma^{2}$ (written $N \sim \mathcal{N}\left(\mu, \sigma^{2}\right)$ ) if its characteristic function is

$$
\mathbb{E}[\exp (i t N)]=\exp \left(i \mu t-\sigma^{2} t^{2} / 2\right), \quad t \in \mathbb{R}
$$

In the case where $N \sim \mathcal{N}(0,1)$, we say that $N$ is a standard Gaussian random variable.
(ii) For an integer $d \geq 2$, an $\mathbb{R}^{d}$-valued random variable $N=\left(N_{1}, \ldots, N_{d}\right) \in \mathbb{R}^{d}$ is said to have the $d$-dimensional Gaussian distribution with mean $\mu=\left(\mu_{1}, \ldots, \mu_{d}\right) \in \mathbb{R}^{d}$ and covariance function $\Sigma \in \mathcal{M}_{d \times d}(\mathbb{R})\left(\right.$ written $\left.N \sim \mathcal{N}_{d}(\mu, \Sigma)\right)$ if its characterisitc function is given by

$$
\mathbb{E}[\exp (i\langle t, N\rangle)]=\exp \left(i\langle\mu, t\rangle-\frac{1}{2}\langle t, \Sigma t\rangle\right), \quad t \in \mathbb{R}^{d}
$$

where $\langle\bullet, \bullet\rangle$ indicates the canonical scalar product in $\mathbb{R}^{d}$. If $N \sim \mathcal{N}_{d}\left(0, \mathbf{I}_{d}\right)$ with $0 \in \mathbb{R}^{d}$ denoting the zero vector and $\mathbf{I}_{d}$ the identity matrix, we say that $N$ follows the standard $d$-dimensional Gaussian distribution.

It is sometimes convenient to consider complex-valued Gaussian random variables. In the notations of the above definition, a $d$-dimensional complex-valued random variable $N \in \mathbb{C}^{d}$ is said to have the complex-normal distribution if $N=N_{R}+i N_{I}$, where ( $N_{R}, N_{I}$ ) is a $2 d$-dimensional real Gaussian vector and $i=\sqrt{-1} \in \mathbb{C}$. We are now in position to define Gaussian random fields taking values in Euclidean spaces.

Definition I.1.3. (i) Let $\{F(t): t \in T\}$ be a random field in the sense of Definition I.1.1 with $\mathcal{E}=\mathbb{R}$. Then, $F$ is said to be a Gaussian field if for every integer $k \geq 1$ and every collection $t_{1}, \ldots, t_{k} \in T$, the random vector $\left(F\left(t_{1}\right), \ldots, F\left(t_{k}\right)\right)$ follows a $d$-dimensional Gaussian distribution.
(ii) Let $\{F(t): t \in T\}$ be a random field in the sense of Definition I.1.1 with $\mathcal{E}=\mathbb{R}^{d}, d \geq 2$. Then $F$ is said to be a $d$-dimensional Gaussian field if for every $a \in \mathbb{R}^{d}$, the random function $\langle a, F(\cdot)\rangle$ is a real-valued Gaussian field, where $\langle\cdot, \cdot\rangle$ stands for the canonical inner product in $\mathbb{R}^{d}$.

For a real-valued Gaussian field $F$ as above, we define its mean function and covariance function by

$$
m_{F}(t):=\mathbb{E}[F(t)], \quad \Gamma_{F}(t, s):=\operatorname{Cov}[F(t), F(s)], \quad t, s \in T .
$$

By Kolmogorov's existence Theorem (see for instance [Bil99, Chapter 7]), it is a known fact that the reverse direction actually holds true. More precisely, given a function $m: T \rightarrow \mathbb{R}$ and a non-negative definite function ${ }^{2} \Gamma: T \times T \rightarrow \mathbb{R}$, there exists a real-valued Gaussian process defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with mean function $m_{F}$ and covariance function $\Gamma_{F}$ and such that $m_{F}(t)=m(t)$ and $\Gamma_{F}(t, s)=\Gamma(t, s)$ for every $t, s \in T$. In particular, this shows that Gaussian fields are entirely characterized by the knowledge of the sole functions $m_{F}$ and $\Gamma_{F}$.

[^1]
## I.1.1.2 Stationarity and Isotropy of random fields

In this section, we discuss two important notions enjoyed by a large class of random fields arising in numerous applications, namely stationarity and isotropy.
Stationary random fields. For what follows, we endow our parameter space $T$ with a group structure $(+, 0)$. In this setting, we then write $t-s:=t+(-s)$, where $-s$ is the inverse of $s$. Furthermore, we assume that the operation + is commutative ${ }^{3}$. For our purpose, we can always think of $T$ as a subset of an Euclidean space.

Definition I.1.4. Let $F$ be a random field in the sense of Definition I.1.1. Then, we call $F$ stationary (or homogeneous) if for every integer $k \geq 1$ and every choice of $t_{1}, \ldots, t_{k}, s \in T$, we have

$$
\begin{equation*}
\left(F\left(t_{1}\right), \ldots, F\left(t_{k}\right)\right) \stackrel{d}{=}\left(F\left(t_{1}+s\right), \ldots, F\left(t_{k}+s\right)\right) \tag{I.1.1}
\end{equation*}
$$

where $\stackrel{d}{=}$ indicates equality in distribution.
The distributional identity (I.1.1) merely tells that the finite-dimensional distributions of a stationary random field is invariant under translations. As such it becomes clear that whenever $F$ is a stationary random field with mean function $m_{F}$ and covariance function $\Gamma_{F}$, we necessarily have that $m_{F}$ is a constant function of $t$ and that $\Gamma_{F}$ depends on one variable only, that is, for every $t, s \in T, \Gamma_{F}(t, s)$ only depends on $t-s$. By a slight abuse of notation, we shall always write $\Gamma_{F}(t, s)=\Gamma_{F}(t-s)$ in this case. A further particularly nice property for random fields is known as isotropy, which we will discuss later in Defintion I.1.7.

We will now discuss several approaches to generate examples of stationary random fields on Euclidean spaces. From now on, we assume that $F=\{F(t): t \in T\}$ is a centred complex-valued ${ }^{4}$ stationary random field on $T=\mathbb{R}^{d}, d \geq 1$. In this setting, the covariance function $\Gamma_{F}$ of $F$ only depends on one single variable and is given by $\Gamma_{F}(t-s)=\mathbb{E}[F(t) \overline{F(s)}]$, where $\bar{z} \in \mathbb{C}$ indicates the complex-conjugate of $z \in \mathbb{C}$. The following result is known as Bochner's Theorem (see [Boc33]). Heuristically such a result tells that, among the continuous functions on $\mathbb{R}^{d}$, only those functions representable as the Fourier transform of a finite measure are covariance functions.

Theorem I.1.5. A continuous function $\Gamma: \mathbb{R}^{d} \rightarrow \mathbb{C}$ is a non-negative definite function if and only if there exists a finite measure $\rho$ on $\mathbb{R}^{d}$ such that

$$
\begin{equation*}
\Gamma(t)=\int_{\mathbb{R}^{d}} \exp (i\langle t, \lambda\rangle) \rho(d \lambda) \tag{I.1.2}
\end{equation*}
$$

for every $t \in \mathbb{R}^{d}$.
The measure $\rho$ in the statement is referred to as spectral measure associated with $\Gamma$. In view of (I.1.2), it follows that the covariance function $\Gamma_{F}$ of a complex-valued centred stationary random field $F$ admits the representation

$$
\Gamma_{F}(t)=\int_{\mathbb{R}^{d}} \exp (i\langle t, \lambda\rangle) \rho(d \lambda), \quad t \in \mathbb{R}^{d}
$$

for some finite measure $\rho=\rho_{F}$ on $\mathbb{R}^{d}$. In this case, we sometimes call $\rho$ the spectral measure associated with $F$. Furthermore, we have that $\operatorname{Var}[F(t)]=\Gamma_{F}(0)=\rho\left(\mathbb{R}^{d}\right)$.

[^2]Our goal is now to show how one can construct stationary random fields from random measures. In order to do this, we introduce complex-valued random measures. Let $\rho$ be a finite measure on $\mathbb{R}^{d}$ and write $Z$ to indicate a random measure with intensity $\rho$ defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, that is, $Z=\left\{Z(B): B \in \mathcal{B}\left(\mathbb{R}^{d}\right)\right\}$ is a collection of complex-valued random variables verifying the conditions $\mathbb{E}\left[Z\left(B_{1}\right)\right]=0, \mathbb{E}\left[Z\left(B_{1}\right) \overline{Z\left(B_{1}\right)}\right]=\rho\left(B_{1}\right)$ and

$$
\begin{gathered}
B_{1} \cap B_{2}=\emptyset \Longrightarrow Z\left(B_{1} \cup B_{2}\right)=Z\left(B_{1}\right)+Z\left(B_{2}\right), \quad \mathbb{P} \text { - a.s. } \\
B_{1} \cap B_{2}=\emptyset \Longrightarrow \mathbb{E}\left[Z\left(B_{1}\right) \overline{Z\left(B_{2}\right)}\right]=0
\end{gathered}
$$

for every $B_{1}, B_{2} \in \mathcal{B}\left(\mathbb{R}^{d}\right)$. Then, for a deterministic function

$$
f \in L^{2}(\rho):=\left\{g: \mathbb{R}^{d} \rightarrow \mathbb{C}:\|g\|_{L^{2}(\rho)}^{2}:=\int_{\mathbb{R}^{d}} g^{2} d \rho<\infty\right\}
$$

standard techniques allow to define the stochastic integral with respect to $Z$ in $L^{2}(\mathbb{P})$

$$
\begin{equation*}
Z(f):=\int_{\mathbb{R}^{d}} f(\lambda) Z(d \lambda) \tag{I.1.3}
\end{equation*}
$$

by first defining it for elementary step functions $f$ and then passing to the limit by a density argument. We omit these details here. In particular, such a construction yields the isometry formula

$$
\mathbb{E}[Z(f) \overline{Z(g)}]=\int_{\mathbb{R}^{d}} f(\lambda) \overline{g(\lambda)} \rho(d \lambda)=\langle f, g\rangle_{L^{2}(\rho)}
$$

valid for every $f, g \in L^{2}(\rho)$. By construction, it follows that if $Z$ is a Gaussian measure ${ }^{5}$ with intensity $\rho$, then $Z(f)$ in (I.1.3) is also Gaussian.

We can now state the spectral representation theorem, asserting that, if one replaces the deterministic kernel $f$ in (I.1.3) with the function $\lambda \mapsto f_{t}(\lambda)=\exp (i\langle t, \lambda\rangle)$ for some fixed $t \in \mathbb{R}^{d}$, then the resulting random field $\left\{Z\left(f_{t}\right): t \in \mathbb{R}^{d}\right\}$ is stationary.

Theorem I.1.6. Let $\rho$ be a finite measure on $\mathbb{R}^{d}$ and $Z$ be a complex-valued random measure with intensity $\rho$. Then the complex-valued random field $\left\{F(t): t \in \mathbb{R}^{d}\right\}$ defined by

$$
\begin{equation*}
F(t)=\int_{\mathbb{R}^{d}} \exp (i\langle t, \lambda\rangle) Z(d \lambda), \quad t \in \mathbb{R}^{d} \tag{I.1.4}
\end{equation*}
$$

is stationary with covariance function

$$
\begin{equation*}
\Gamma_{F}(t-s)=\mathbb{E}[F(t) \overline{F(s)}]=\int_{\mathbb{R}^{d}} \exp (i\langle t-s, \lambda\rangle) \rho(d \lambda) \tag{I.1.5}
\end{equation*}
$$

Moreover, for every centred, stationary complex-valued random field $F=\left\{F(t): t \in \mathbb{R}^{d}\right\}$ on $\mathbb{R}^{d}$ with spectral measure $\rho$, one can associate a complex-valued random measure $Z$ having intensity $\rho$ in such a way that (I.1.4) holds in $L^{2}(\mathbb{P})$ for every $t \in \mathbb{R}^{d}$. The process $Z$ is called the spectral process associated with $F$.

[^3]The spectral representation theorem above also has an analog for read-valued random fields, although constructed in a slightly different way. We refer the reader to [AT07, Section 5.4] for more details on this.

Derivatives of random fields. In what follows, we will provide useful formulae to compute covariances between derivatives of random fields. Let us fix some notation first. In order to be as non-technical as possible, we may assume that $T=\mathbb{R}^{d}$ (or some subset of $\mathbb{R}^{d}$ ) and denote its elements by $t=\left(t_{1}, \ldots, t_{d}\right)$. For a multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}^{d}$, we define the differential operator

$$
\mathrm{D}_{t}^{\alpha}:=\frac{\partial^{|\alpha|}}{\partial t_{1}^{\alpha_{1}} \ldots \partial t_{d}^{\alpha_{d}}}
$$

where $|\alpha|:=\sum_{k=1}^{d} \alpha_{k}$. When applied to a random field on $T=\mathbb{R}^{d}$, such an operator coincides with the $L^{2}$-derivative of $F$ of order $|\alpha|$ in the direction of $\left(e_{1}, \ldots, e_{d}\right)$, where $e_{j}$ stands for the $j$-th canonical basis element of $\mathbb{R}^{d}$. We refer the reader to Section 1.4.2 of [AT07] for more details on the existence of such objects. Let us now consider a random field $F$ on $\mathbb{R}^{d}$ with covariance function $\Gamma_{F}(t, s)=\mathbb{E}[F(t) F(s)]$. It can be shown by means of the spectral distribution theorem (see Theorem I.1.5) and the spectral representation theorem (see Theorem I.1.6) that the covariance function of derivatives of $F$ is given by

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{D}_{t}^{\alpha} F(t) \mathrm{D}_{s}^{\beta} F(s)\right]=\mathrm{D}_{t}^{\alpha} \mathrm{D}_{s}^{\beta} \Gamma_{F}(t, s)=\frac{\partial^{|\alpha|+|\beta|}}{\partial t_{1}^{\alpha_{1}} \ldots \partial t_{d}^{\alpha_{d}} \partial s_{1}^{\beta_{1}} \ldots \partial s_{d}^{\beta_{d}}} \Gamma_{F}(t, s) \tag{I.1.6}
\end{equation*}
$$

This formula has a particularly nice representation when we assume $F$ to be stationary: indeed in this case, in view of Theorem I.1.5, we can write

$$
\Gamma_{F}(t)=\int_{\mathbb{R}^{d}} \exp (i\langle t, \lambda\rangle) \rho(d \lambda)
$$

where $\rho$ is the spectral measure associated with $\Gamma_{F}$. Then, setting $s=t$ in (I.1.6) yields

$$
\begin{aligned}
\mathbb{E}\left[\mathrm{D}_{t}^{\alpha} F(t) \mathrm{D}_{t}^{\beta} F(t)\right] & =\mathrm{D}_{t}^{\alpha} \mathrm{D}_{t}^{\beta} \Gamma_{F}(t-s)_{\mid t=s}=(-1)^{|\beta|} \mathrm{D}_{t}^{\alpha} \mathrm{D}_{t}^{\beta} \Gamma_{F}(t)_{\mid t=0} \\
& =(-1)^{|\beta|} \mathrm{D}_{t}^{\alpha} \mathrm{D}_{t}^{\beta} \int_{\mathbb{R}^{d}} \exp (i\langle t, \lambda\rangle) \rho(d \lambda)_{\mid t=0} \\
& =(-1)^{|\beta|} i^{|\alpha|+|\beta|} \int_{\mathbb{R}^{d}} \lambda_{1}^{\alpha_{1}} \ldots \lambda_{d}^{\alpha_{d}} \rho(d \lambda)=: i^{|\alpha|+|\beta|} \Lambda(\alpha)
\end{aligned}
$$

The quantity $\Lambda(\alpha)$ in the R.H.S is known as spectral moment of order $\alpha$. A direct consequence of the above discussion is the following: Assume that $F$ is a centred random field on $T=\mathbb{R}^{d}$, which is not necessarily stationary. For $j=1, \ldots, d$, we let $F_{j}(t):=\mathrm{D}_{t}^{e_{j}} F(t)$, with $e_{j} \in \mathbb{R}^{d}$ indicating the $j$-th canonical basis vector of $\mathbb{R}^{d}$. Then, in view of the above differentiation rules we compute

$$
\begin{equation*}
\mathbb{E}\left[F(t) F_{j}(t)\right]=\mathrm{D}^{e_{j}} \Gamma_{F}(t, s)_{\mid s=t}, \quad t \in T \tag{I.1.7}
\end{equation*}
$$

In particular, if $F$ is such that $\operatorname{Var}[F(t)]=\Gamma_{F}(t, t)=\sigma^{2}$ is constant for every $t \in T$, then the R.H.S of (I.1.7) is equal to zero, implying that $F(t)$ and $F_{j}(t)$ are uncorrelated random variables. When $F$ is a Gaussian random field, then this shows that $F(t)$ and $F_{j}(t)$ are independent. We remark that this argument holds for fixed $t$ and does not extend to the entire processes $F$ and $F_{j}$. We shall often consider such a situation in our applications, notably in Chapters II-IV.

Isotropic random fields. As already mentioned at an earlier stage, we will now discuss isotropic random fields. For the following definition it is convenient to restrict to the case $T=\mathbb{R}^{d}$.

Definition I.1.7. Let $F$ be a stationary random field with covariance function $\Gamma_{F}(t)$. Then, we call $F$ isotropic if $\Gamma_{F}$ only depends on the Euclidean length $\|t\|$ of $t \in T$.

As for stationarity, we will identify $\Gamma_{F}(t)$ with $\Gamma_{F}(\|t\|)$. We remark that in Definition I.1.7, we defined isotropy for stationary $F$. However, the notion of isotropy can also be defined for non-stationary random fields: in this case, (as is also consistent with Definition I.1.7), we call $F$ isotropic if all its finite-dimensional distributions are invariant under rotation, that is, for every integer $k \geq 1$ and every choice of $t_{1}, \ldots, t_{k} \in T$, one has that

$$
\begin{equation*}
\left(F\left(t_{1}\right), \ldots, F\left(t_{k}\right)\right) \stackrel{d}{=}\left(F\left(g . t_{1}\right), \ldots, F\left(g . t_{k}\right)\right) \tag{I.1.8}
\end{equation*}
$$

for every rotation ${ }^{6} g \in S O(d)$. Here for $t \in T$, we indicate by $g . t$ the group action of $g \in S O(d)$ on $t$. At this stage, it might be instructive to compare (I.1.1) and (I.1.8). Indeed, combining these definitions, yields that stationary and isotropic random fields on Euclidean spaces are invariant under rigid motions, i.e. geometric transformations of the form $\tau(t, s)=g . t+s$, where $g \in S O(d)$ and $t, s \in T$.

We now see how the spectral measure $\rho$ of a stationary random field $F$ is affected under isotropy. Let $g \in S O(d)$ be a rotation. Since $\|t\|=\|g . t\|$ for every $t \in T$, if follows by Definition I.1.7 that $\Gamma_{F}(t)=\Gamma_{F}(g . t)$ for every $t \in T$. In particular, by (I.1.2), we can therefore write

$$
\Gamma_{F}(t)=\Gamma_{F}(g . t)=\int_{\mathbb{R}^{d}} \exp (i\langle g . t, \lambda\rangle) \rho(d \lambda)=\int_{\mathbb{R}^{d}} \exp (i\langle t, g \cdot \lambda\rangle) \rho(d \lambda)=: \int_{\mathbb{R}^{d}} \exp (i\langle t, \lambda\rangle) \rho_{g}(d \lambda)
$$

where $\rho_{g}$ is the measure on $\mathbb{R}^{d}$ defined by $\rho_{g}:=\rho \circ g^{-1}$. As this chain of equalities is valid for every $t \in T$, we deduce that $\rho=\rho_{g}$, yielding that $\rho$ is also invariant under rotations.

In the spirit of Bochner's Theorem I.1.5, the following important result characterizes stationary and isotropic random fields on Eucliedan spaces. As its proof does not require any further technical tools and is only based on notions that we have already introduced, we believe that its proof is instructive.
Theorem I.1.8. A random field $F=\{F(t): t \in T\}$ on $T=\mathbb{R}^{d}$ is stationary and isotropic if and only if its covariance function $\Gamma_{F}$ admits the representation

$$
\begin{equation*}
\Gamma_{F}(t)=\int_{\mathbb{R}_{+}} \frac{J_{(d-2) / 2}(r\|t\|)}{(r\|t\|)^{(d-2) / 2}} \Pi(d r) \tag{I.1.9}
\end{equation*}
$$

where $\Pi$ is a finite measure on $\mathbb{R}_{+}$and $J_{p}$ indicates the Bessel function of the first kind of order $p$ defined by

$$
J_{p}(x)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!\Gamma(k+p+1)}\left(\frac{x}{2}\right)^{2 k+p}, \quad p \in \mathbb{R}
$$

Proof. Since $F$ is stationary, in view of Bochner's Theorem I.1.5, we can write

$$
\Gamma_{F}(t)=\int_{\mathbb{R}^{d}} \exp (i\langle t, \lambda\rangle) \rho(d \lambda), \quad t \in \mathbb{R}^{d}
$$

where $\rho$ is the spectral measure associated with $\Gamma_{F}$. Now define a measure $\widetilde{\Pi}$ on $\mathbb{R}_{+}$by $\widetilde{\Pi}([0, r]):=$ $\rho\left(\mathbb{B}_{d}(r)\right)$, where $\mathbb{B}_{d}(r)$ indicates the $d$-dimensional Ball of radius $r$ centred at the origin. Then, passing to polar coordinates $\lambda \equiv\left(r, u_{1}, \ldots, u_{d-1}\right) \in \mathbb{R}_{+} \times \mathbb{S}^{d-1}$ in the above expression for $\Gamma_{F}(t)$ applied with the vector $t^{\star}=(\|t\|, 0, \ldots, 0) \in \mathbb{R}^{d}$, yields

$$
\begin{equation*}
\Gamma_{F}\left(t^{\star}\right)=\int_{\mathbb{R}^{d}} \exp \left(i\|t\| \lambda_{1}\right) \rho(d \lambda)=\int_{\mathbb{R}_{+}} \widetilde{\Pi}(d r) \int_{\mathbb{S}^{d-1}} \sigma_{d}\left(u_{1}, \ldots, u_{d-1}\right) \exp \left(i\|t\| r \theta_{1}\right), \tag{I.1.10}
\end{equation*}
$$

[^4]where $\sigma_{d}$ stands for the surface measure on $\mathbb{S}^{d-1}$. Using hyper-spherical coordinates $\left(\phi_{1}, \ldots, \phi_{d-1}\right) \in$ $[0, \pi] \times[0,2 \pi]^{d-2}$ on $\mathbb{S}^{d-1}$ gives $u_{1}=\cos \phi_{1}$, so that the inner integration on $\mathbb{S}^{d-1}$ in (I.1.10) can be computed as
\[

$$
\begin{align*}
& \int_{[0, \pi]} d \phi_{1} \exp \left(i\|t\| r \cos \phi_{1}\right) \int_{[0,2 \pi]^{d-1}} d\left(\phi_{2}, \ldots, \phi_{d-2}\right)\left(\sin \phi_{1}\right)^{d-2}\left(\sin \phi_{2}\right)^{d-2} \ldots \sin \phi_{d-2} \\
= & C_{d} \int_{[0, \pi]} d \phi_{1} \exp \left(i\|t\| r \cos \phi_{1}\right)\left(\sin \phi_{1}\right)^{d-2} \tag{I.1.11}
\end{align*}
$$
\]

where $C_{d}:=\int_{[0,2 \pi]^{d-1}} d\left(\phi_{2}, \ldots, \phi_{d-2}\right)\left(\sin \phi_{1}\right)^{d-2}\left(\sin \phi_{2}\right)^{d-2} \ldots \sin \phi_{d-2}$. The integral in (I.1.11) can be computed by means of Bessel functions as (see for instance [AS92])

$$
\int_{[0, \pi]} d \phi_{1} \exp \left(i\|t\| r \cos \phi_{1}\right)\left(\sin \phi_{1}\right)^{d-2}=\frac{J_{(d-2) / 2}(r\|t\|)}{(r\|t\|)^{(d-2) / 2}}
$$

so that the conclusion follows from (I.1.10) once absorbing the normalizing factor $C_{d}$ into $\widetilde{\Pi}$. The measure $\Pi$ in the statement is then $C_{d} \widetilde{\Pi}$.

Remark I.1.9. In Chapters II and IV, we will focus on the so-called Berry Random Plane Wave. Such a random field is a collection $B_{E}=\left\{B_{E}(x): x \in \mathbb{R}^{2}\right\}$ with parameter $E>0$, which is the unique centred, isotropic and stationary Gaussian random field on $\mathbb{R}^{2}$ verifying the Helmholz equation $\Delta B_{E}+4 \pi^{2} E B_{E}=0$, where $\Delta$ denotes the Laplacian on the plane. Its covariance function is obtained when selecting $\Pi(d r)=$ $\delta_{2 \pi \sqrt{E}}(r)$ in (I.1.9), with $\delta_{u}$ denoting the Dirac mass at $u$, that is $\mathbb{E}\left[B_{E}(x) B_{E}(y)\right]=J_{0}(2 \pi \sqrt{E}\|x-y\|)$. We refer the reader to Section II.2.2 of Chapter II and Chapter V for further generalizations on $\mathbb{R}^{d}$ of this Gaussian random field and Chapter IV for geometric investigations around its nodal length restricted to rectangles.

## I.1.1.3 Rice formulae for Gaussian random fields

In this section, we come a step closer to the essence of our applications discussed in this thesis, and consider level sets associated with (Gaussian) random fields. Our scope is to provide explicit formulae allowing one to compute expected values and higher-order moments of geometric measures associated with these level sets. Such a collection of formulae, customarily known as Rice formulae (or Kac-Rice formulae) will be fruitfully exploited in Chapter II, where we study the geometric measure of nodal sets associated with multiple independent Arithmetic Random Waves.

In view of what will be studied in this thesis, the statements of this section will be presented for multivariate Gaussian random fields on some Euclidean space, that is, unless otherwise stated, throughout this section, we consider Gaussian random fields $F: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d^{\prime}}$ for some integers $d, d^{\prime} \geq 1$. The following definition introduces the principal objects of interest of this section.
Definition I.1.10. Let $u \in \mathbb{R}^{d^{\prime}}$ be fixed and $\mathcal{R} \subset \mathbb{R}^{d}$ a Borel set. For a function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d^{\prime}}$, we define the level set of $f$ at the level $u$ as

$$
L_{d, d^{\prime}}(f, \mathcal{R} ; u)=\{t \in \mathcal{R}: f(t)=u\}=f^{-1}(\{u\}) \cap \mathcal{R}
$$

In the case where $u=0 \in \mathbb{R}^{d^{\prime}}$, we sometimes call $L_{d, d^{\prime}}(f, \mathcal{R} ; 0)$ the nodal set of $f$.
We remark here that the set $L_{d, d^{\prime}}(f, \mathcal{R} ; u)$ looks quite different according to whether or not $d=d^{\prime}$. Indeed, if $d=d^{\prime}$, the level set will be a collection of isolated points, whereas in the case $d>d^{\prime}$, in a natural situation, it will be a sufficiently smooth Euclidean manifold of dimension $d-d^{\prime}$. Indeed, assume
that $f$ is $C^{1}$-smooth and that its Jacobian matrix $\operatorname{jac}_{f}(t) \in \mathcal{M}_{d^{\prime} \times d}(\mathbb{R})$ at $t \in L_{d, d^{\prime}}(f, \mathcal{R} ; u)$ has full rank $d^{\prime}$, so to contain an invertible sub-matrix of dimension $d^{\prime} \times d^{\prime}$. In order to avoid technicalities at this stage, we assume that the latter is formed by the last $d^{\prime}$ columns of $\operatorname{jac}_{f}(t)$. Writing $t=(\underline{t}, \bar{t}) \in \mathbb{R}^{d-d^{\prime}} \times \mathbb{R}^{d^{\prime}}$, it follows by the Implicit Function Theorem that there exist neighborhoods $\underline{V} \subset \mathbb{R}^{d-d^{\prime}}$ of $\underline{t} \in \mathbb{R}^{d-d^{\prime}}$ and $\bar{V} \subset \mathbb{R}^{d^{\prime}}$ of $\bar{t} \in \mathbb{R}^{d^{\prime}}$ as well as a function $g=g_{\underline{t}}: \underline{V} \rightarrow \bar{V}$, such that the set of points $\{(\underline{s}, \bar{g}(\underline{s})): \underline{s} \in \underline{V}\}$ is a local parametrization of $L_{d, d^{\prime}}(f, \mathcal{R} ; u)$. This justifies that $L_{d, d^{\prime}}(f, \mathcal{R} ; u)$ is a $C^{1}$-smooth manifold of dimension $d-d^{\prime}$.

In Definition I.1.10, the function $f$ is deterministic. The idea of this whole part is to replace $f$ with a (Gaussian) random field $F$. In this setting it becomes evident that the set $L_{d, d^{\prime}}(F, \mathcal{R} ; u)$ is random and it is thus natural to study geometric quantities associated with it from a probabilistic point of view. Typically, we are interested in the 'size' of the level set, that is, its geometric measure

$$
\begin{equation*}
\mathcal{V}_{d, d^{\prime}}(F, \mathcal{R} ; u):=\mathcal{H}_{d-d^{\prime}}\left(L_{d, d^{\prime}}(F, \mathcal{R} ; u)\right) \tag{I.1.12}
\end{equation*}
$$

where $\mathcal{H}_{d-d^{\prime}}$ denotes the $\left(d-d^{\prime}\right)$-dimensional Hausdorff measure. Note that in the case where $d=d^{\prime}$, this reduces to the counting measure. Also, we will only deal with the case $d-d^{\prime} \geq 0$, as the case $d<d^{\prime}$ is not interesting from a purely probabilistic view point: indeed, in this case the level set $L_{d, d^{\prime}}(F, \mathcal{R} ; u)$, will be almost surely empty with measure zero.

The following deterministic result is a crucial identity known as Area formula (in the case $d=d^{\prime}$ ) and Co-Area formula (in the case $d>d^{\prime}$ ), see for instance Proposition 6.1 and Proposition 6.13 in [AW09], respectively. For a matrix $M \in \mathcal{M}_{n \times k}(\mathbb{R})$, we define the function

$$
\Phi_{n, k}(M):=\sqrt{\operatorname{det}\left(M M^{T}\right)}
$$

In the case $n=k, \Phi_{n, k}(M)=|\operatorname{det}(M)|$ thus reduces to the modulus of the determinant.
Proposition I.1.11. Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d^{\prime}}$ be a $C^{1}$ function such that the set of its critical values ${ }^{7}$ has Lebesgue measure zero. Let $g: \mathbb{R}^{d^{\prime}} \rightarrow \mathbb{R}^{d}$ be a continuous bounded function. Then, for every Borel set $\mathcal{R} \subset \mathbb{R}^{d}$,

$$
\begin{equation*}
\int_{\mathbb{R}^{d^{\prime}}} g(u) \mathcal{V}_{d, d^{\prime}}(f, \mathcal{R} ; u) d u=\int_{\mathcal{R}} \Phi_{d^{\prime}, d}\left(\operatorname{jac}_{f}(t)\right) g(f(t)) d t \tag{I.1.13}
\end{equation*}
$$

where $\operatorname{jac}_{f}(t) \in \mathcal{M}_{d^{\prime} \times d}(\mathbb{R})$ denotes the Jacobian matrix $\left(\frac{\partial}{\partial t_{j}} f^{(i)}(t)\right)$ evaluated at $t$.
A more general version of formula (I.1.13) due to Federer (see [Fed59]) is known in the setting where $f$ is a function between Riemannian manifolds. We also point out that the assumption on the critical values of $f$ to have Lebesgue measure zero is automatically verified when $f$ is sufficiently regular in view of Sard's Theorem (see [Sar42]).

An integral representation of geometric measures. For our purpose, the essential role of Proposition I.1.11 is to derive an explicit integral form for the geometric quantities $\mathcal{V}_{d, d^{\prime}}(f, \mathcal{R} ; u)$. Indeed, by a suitable approximation argument, it is not more restrictive to directly apply formula (I.1.13) when replacing $g$ with indicator functions. Such a route is efficiently exploited in the literature dealing with the growing study of Gaussian Laplace eigenfunctions, and shall be used at several occasions in this thesis. Here below, we briefly sketch this argument for clarity. Assume that we want to derive an expression for $\mathcal{V}_{d, d^{\prime}}(f, \mathcal{R} ; z)$ for some $z \in \mathbb{R}^{d^{\prime}}$ and that the mapping $z \mapsto \mathcal{V}_{d, d^{\prime}}(f, \mathcal{R} ; z)$ of the threshold level $z$

[^5]is continuous. The idea is to take for $g$ an approximation of the singular Dirac mass $\delta_{z}$, by setting $g_{\varepsilon}(u ; z)=(2 \varepsilon)^{-d^{\prime}} \prod_{k=1}^{d^{\prime}} \mathbb{1}_{\left[z_{k}-\varepsilon, z_{k}+\varepsilon\right]}\left(u_{k}\right), u \in \mathbb{R}^{d^{\prime}}$ for $\varepsilon>0$. Using (I.1.13) then leads to
$$
\int_{\prod_{k=1}^{d^{\prime}}\left[z_{k}-\varepsilon, z_{k}+\varepsilon\right]}(2 \varepsilon)^{-d^{\prime}} \mathcal{V}_{d, d^{\prime}}(f, \mathcal{R} ; u) d u=\int_{\mathcal{R}} \Phi_{d^{\prime}, d}\left(\mathrm{jac}_{f}(t)\right) g_{\varepsilon}(f(t) ; z) d t
$$

Letting $\varepsilon \rightarrow 0$ on both sides of the above relation then yields in some natural sense that

$$
\mathcal{V}_{d, d^{\prime}}(f, \mathcal{R} ; z)=\int_{\mathcal{R}} \Phi_{d^{\prime}, d}\left(\operatorname{jac}_{f}(t)\right) \delta_{z}(f(t)) d t
$$

yielding in particular an integral expression for the geometric measure $\mathcal{V}_{d, d^{\prime}}(f, \mathcal{R} ; z)$. Such a relation will be the starting point for our analysis led in the forthcoming chapters, when we study the Wiener-Itô chaos expansion (that is an orthogonal expansion in Hermite polynomials) of volumes of the type $\mathcal{V}_{d, d^{\prime}}(f, \mathcal{R} ; z)$.

We will now come to Rice formulae. The intensive study of Rice formulae for Gaussian processes started in the sixties with the works by Itô [Ito] in 1964, Cramer and Leadbetter [CL65] in 1965 and Belayev [Bel66] in 1966. Loosely speaking, Rice formulae are useful when computing expectations or higher-order moments of the random variables $\mathcal{V}_{d, d^{\prime}}(F, \mathcal{R} ; u)$ where $F$ is a random function. At this stage, the reader might wonder why we keep carrying the explicit dependence on $d$ and $d^{\prime}$ in several occurrences. Although these integers are kept fixed throughout, the reason for this is that the theory of Rice formulae slightly differs whether we consider $d-d^{\prime}=0$ or $d-d^{\prime}>0$, as is also partially explained by the simpler form of the function $\Phi_{d, d^{\prime}}$ in the case $d=d^{\prime}$. In particular, some technical discrepancies show up when looking at the proofs of the respective cases. In order to keep the present part as self-contained as possible, we decide to state Rice formulae in a unified statement, and therefore stick to our notations - our apologies go to the annoyed reader.

In order to give a taste of how Rice formulae come up in general, we present a heuristic argument which we believe is useful to have in mind. In what follows, we replace $f$ by a Gaussian random field $F: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$. Applying Proposition I.1.11 with $f=F$ and a sufficiently regular function $g$ and taking expectations on both sides ${ }^{8}$

$$
\begin{aligned}
& \int_{\mathbb{R}^{d^{\prime}}} g(u) \mathbb{E}\left[\mathcal{V}_{d, d^{\prime}}(F, \mathcal{R} ; u)\right] d u=\int_{\mathcal{R}} \mathbb{E}\left[\Phi_{d^{\prime}, d}\left(\mathrm{jac}_{F}(t)\right) g(F(t))\right] d t \\
= & \int_{\mathcal{R}} d t \int_{\mathbb{R}^{d^{\prime}}} d u \mathbb{E}\left[\Phi_{d^{\prime}, d}\left(\mathrm{jac}_{F}(t)\right) g(F(t)) \mid F(t)=u\right] p_{F(t)}(u) \\
= & \int_{\mathbb{R}^{d^{\prime}}} g(u)\left(\int_{\mathcal{R}} \mathbb{E}\left[\Phi_{d, d^{\prime}}\left(\mathrm{jac}_{F}(t)\right) \mid F(t)=u\right] p_{F(t)}(u) d t\right) d u,
\end{aligned}
$$

where $p_{F(t)}(u)$ denotes the probability density function of $F(t)$ computed at $u$. Since $g$ is arbitrary this shows that for almost every $u$, we have

$$
\begin{equation*}
\mathbb{E}\left[\mathcal{V}_{d, d^{\prime}}(F, \mathcal{R} ; u)\right]=\int_{\mathcal{R}} \mathbb{E}\left[\Phi_{d, d^{\prime}}\left(\operatorname{jac}_{F}(t)\right) \mid F(t)=u\right] p_{F(t)}(u) d t \tag{I.1.14}
\end{equation*}
$$

This formula is one possible formulation of Rice's formula. In what follows, we introduce some necessary assumptions on $F$ under which the above displayed argument can be made rigorous.

We fix integers $d \geq d^{\prime} \geq 1$ and $k \geq 1$. Here $k$ will denote the moment-order for later. Also, let $u \in \mathbb{R}^{d^{\prime}}$ be fixed.
Assumption $A\left(d, d^{\prime} ; k ; u\right)$. Assume that $F: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d^{\prime}}$ is a random field verifying the following four conditions:

[^6]1) $F$ is Gaussian
2) the trajectories $t \mapsto F(t)$ are $\mathbb{P}$-almost surely $C^{1}$-smooth
3) for every distinct $t_{1}, \ldots, t_{k} \in \mathbb{R}^{d}$, the random vector $\left(F\left(t_{1}\right), \ldots, F\left(t_{k}\right)\right)$ is non-degenerate in $\left(\mathbb{R}^{d^{\prime}}\right)^{k}$, i.e. its covariance matrix is invertible
4) $\mathbb{P}\left\{\exists t \in \mathbb{R}^{d}: F(t)=u, \operatorname{rank}\left(\mathrm{jac}_{F}(t)\right) \neq d^{\prime}\right\}=0$.

We remark that, in the case $d=d^{\prime}$, the rank condition stated in 4) requires that, with probability one, the Jacobian matrix $\operatorname{jac}_{F}(t)$ is invertible for every $t$ in the level set $L_{d, d^{\prime}}(F, \mathcal{R}, u)$. In our applications to Gaussian Laplace eigenfunctions presented in Chapters II-III, the assumptions 1) to 4) above are all verified. Several sufficient conditions in order for a random field to satisfy the non-degeneracy condition 4) are studied in the literature (see for instance Propositions 6.5 and 6.12 in [AW09] for further details on this).

We have now presented all the necessary requirements in order to state Kac-Rice formulae (see Theorem 6.3 and Theorem 6.9 in [AW09]). A proof of Rice formula for the mean of the geometric measures was provided by Wschebor [Wsc82] in 1982, and was followed by generalizations to higher moments in [Wsc83] in 1983. In the statement here below, for a vector-valued random variable $Z$, we indicate by $p_{Z}(z)$ its probability density function evaluated in $z$.

Theorem I.1.12. Let $d \geq d^{\prime} \geq 1$ and $k \geq 1$ be integers and let $u \in \mathbb{R}^{d^{\prime}}$. Assume that $F: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d^{\prime}}$ satisfies Assumption $A\left(d, d^{\prime} ; k ; u\right)$. Then,
(i) if $d=d^{\prime}$, letting $(r)_{k}:=\prod_{j=1}^{k}(r-j+1)$ for $r \in \mathbb{R}$,

$$
\mathbb{E}\left[\left(\mathcal{V}_{d, d^{\prime}}(F, \mathcal{R} ; u)\right)_{k}\right]=\int_{\mathcal{R}^{k}} \mathbb{E}\left[\prod_{j=1}^{k} \Phi_{d^{\prime}, d}\left(\mathrm{jac}_{F}\left(t_{j}\right)\right) \mid F\left(t_{1}\right)=\ldots=F\left(t_{k}\right)=u\right]
$$

(ii) if $d>d^{\prime}$, then

$$
\begin{gathered}
\mathbb{E}\left[\mathcal{V}_{d, d^{\prime}}(F, \mathcal{R} ; u)^{k}\right]=\int_{\mathcal{R}^{k}} \mathbb{E}\left[\prod_{j=1}^{k} \Phi_{d^{\prime}, d}\left(\mathrm{jac}_{F}\left(t_{j}\right)\right) \mid F\left(t_{1}\right)=\ldots=F\left(t_{k}\right)=u\right] \\
\cdot p_{\left(F\left(t_{1}\right), \ldots, F\left(t_{k}\right)\right)}(u, \ldots, u) d t_{1} \ldots d t_{k}
\end{gathered}
$$

A few remarks concerning Theorem I.1.12 are in order.
Remark I.1.13. (a) Although in the above formulae the R.H.S of both cases (i) and (ii) look exactly the same (with the only difference appearing in the explicit form of $\Phi_{d^{\prime}, d}$ ), there is a crucial difference on the L.H.S. Indeed, whereas in the case $d>d^{\prime}$, we have a formula for the exact $k$-th moment of the geometric measure $\mathcal{V}_{d, d^{\prime}}(F, \mathcal{R} ; u)$, in the case $d=d^{\prime}$ we have a formula for its falling factorial moments of order $k$. This means in particular that, in order to compute exact $k$-th moments in the case $d=d^{\prime}$, those have to be established by means of falling factorials: for instance in the case $k=2$, for a random variable $X$, one can make use of the identity $X^{2}=X(X-1)+X=(X)_{2}+(X)_{1}$, so that upon taking expectations, the second moment of $X^{2}$ is obtained as a linear combination of falling factorial moments of $X$. We shall exploit this in Chapter II in order to deduce variance estimates of certain geometric measures.
(b) Setting $k=1$ in both formulae above yields the formula for the mean of the geometric measure, as derived heuristically in (I.1.14).
(c) We point out that several extensions of Rice formulae are available. One among them gives similar identities for expected values of products of the form $\prod_{j=1}^{k} \mathcal{V}_{d, d^{\prime}}\left(F, \mathcal{R} ; u_{j}\right)$, where the $u_{j}$ 's are distinct levels. Rice formulae similar to those above with slightly different assumptions are also valid for certain classes of non-Gaussian fields, in particular for random fields that are functionals of an underlying Gaussian field. For both situations, we refer the reader to [AW09, Section 6] for further reading in this directions.

## I.1.2 Gaussian analysis and Malliavin Calculus

In the forthcoming sections, we present some background from Gaussian analysis and introduce tools from Paul Malliavin's infinite-dimensional calculus of variations, initiated in the seminal contribution [Ma178]. In a first part, we discuss a number of properties of the classical Hermite polynomials on the real line allowing one to formulate the celebrated Wiener-Itô chaos decompositions of square-integrable functionals of a certain underlying Gaussian field. In a second part, we extensively present the so-called Malliavin operators and their relations, yielding in particular an intrinsic integration by part formula. We finish this section with a presentation of Fourth Moment Theorems on Gaussian Wiener chaoses.

## I.1.2.1 Hermite polynomials: the road to Wiener chaos

Let us start with a simple, but important observation. We denote by $\gamma(x)$ the standard Gaussian probability density function. Then, for any sufficiently regular ${ }^{9}$ real-valued functions $f$ and $g$, an application of the classical integration by part formula gives

$$
\int_{\mathbb{R}} f^{\prime}(x) g(x) \gamma(x) d x=-\int_{\mathbb{R}} f(x)(g(x) \gamma(x))^{\prime} d x=-\int_{\mathbb{R}} f(x)\left(g^{\prime}(x) \gamma(x)-g(x) x \gamma(x)\right) d x .
$$

Of course, the above relation can be written as

$$
\begin{equation*}
\mathbb{E}\left[f^{\prime}(N) g(N)\right]=\mathbb{E}\left[f(N)\left(N g(N)-g^{\prime}(N)\right)\right]=: \mathbb{E}[f(N) \delta g(N)], \tag{I.1.15}
\end{equation*}
$$

where $N \sim \mathcal{N}(0,1)$, and $\delta g(x):=x g(x)-g^{\prime}(x)$. Relation (I.1.15) is known as a Gaussian integration by part formula, and has - among others - many ramifications within the theory of Stein's method ${ }^{10}$.

We now define the collection of Hermite polynomials on the real line, which will play a prominent role all over this thesis. There are several equivalent ways to introduce Hermite polynomials.

Definition I.1.14. The collection of Hermite polynomials on the real line $\left\{H_{k}: k \geq 0\right\}$ is defined recursively by the relation

$$
\begin{equation*}
H_{0}(x)=1, H_{k+1}(x)=x H_{k}(x)-k H_{k-1}(x), \tag{I.1.16}
\end{equation*}
$$

for $k \geq 1$. Equivalenlty, they are defined via Rodrigues formula

$$
\begin{equation*}
H_{k}(x)=(-1)^{k} e^{x^{2} / 2} \frac{d^{k}}{d x^{k}} e^{-x^{2} / 2} \tag{I.1.17}
\end{equation*}
$$

[^7]The following proposition gathers some useful properties of Hermite polynomials, when combined with the standard Gaussian distribution. We write $L^{2}(\mathbb{R}, \mathcal{B}(\mathbb{R}), \gamma(x) d x)=: L^{2}(\gamma)$ for brevity and denote by $N$ a standard Gaussian random variable.

Proposition I.1.15. (i) For every $k \geq 0, x \in \mathbb{R}$, we have that $H_{k}(x)=\delta^{k} 1$ (where $\delta$ is as in (I.1.15) and $\delta^{p} f:=\delta \circ \delta^{p-1} f$ with $\left.\delta^{0} f:=1\right)$
(ii) For every $p, q \geq 0$, we have that $\mathbb{E}\left[H_{p}(N) H_{q}(N)\right]=\mathbb{1}_{p=q} p$ !.
(iii) The collection $\left\{(k!)^{-1 / 2} H_{k}: k \geq 0\right\}$ is an orthonormal basis of $L^{2}(\gamma)$.
(iv) For every $x, t \in \mathbb{R}$, we have that $\exp \left(x t-t^{2} / 2\right)=\sum_{k \geq 0}(k!)^{-1} H_{k}(x) t^{k}$.

Proof. (i) Differentiating Rodrigues formula (I.1.17) on both sides gives $H_{k}^{\prime}(x)=x H_{k}(x)-H_{k+1}(x)$. Comparing this with the recurrence relation for Hermite polynomials in (I.1.16) shows that $H_{k}^{\prime}=$ $k H_{k-1}$. Substituting this into the recurrence relation, we deduce that $H_{k+1}(x)=x H_{k}(x)-H_{k}^{\prime}(x)=$ $\delta H_{k}(x)=\delta^{2} H_{k-2}(x)=\ldots=\delta^{k} H_{0}(x)=\delta^{k} 1$.
(ii) Combining (i) and the integration by part (I.1.15) yields $\mathbb{E}\left[H_{p}(N) H_{q}(N)\right]=$ $\mathbb{E}\left[H_{p}(N) \delta H_{q-1}(N)\right]=p \mathbb{E}\left[H_{p-1}(N) H_{q-1}(N)\right]$. The claim now follows by induction.
(iii) By (ii), it follows that the family is orthonormal in $L^{2}(\gamma)$. A standard approximation argument shows that monomials $\left(x^{n}: n \geq 0\right)$ are dense in $L^{2}(\gamma)$. The desired conclusion then follows when expanding Hermite polynomials in the basis of monomials (see for instance [NP12a, p.19]).
(iv) Since $f_{t}(x):=e^{x t} \in L^{2}(\gamma)$ for every $t$, in view of point (iii), we can expand $e^{x t}=\sum_{k \geq 0} \frac{a_{k}}{k!} H_{k}(x)$, where $a_{k}=\mathbb{E}\left[e^{t N} H_{k}(N)\right]$. These coefficients can be computed directly via (I.1.15),

$$
\mathbb{E}\left[e^{t N} H_{k}(N)\right]=\mathbb{E}\left[e^{t N} \delta H_{k-1}(N)\right]=t \mathbb{E}\left[e^{t N} H_{k-1}(N)\right]=\ldots=t^{k} \mathbb{E}\left[e^{t N}\right]=t^{k} e^{t^{2} / 2}
$$

where we used the Gaussian moment generating function and (i). The desired conclusion is then obtained by rearranging the factors accordingly.

The next definition introduces a particular class of Gaussian processes, indexed by Hilbert spaces. Throughout, we shall now fix a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ on which random objects are defined, as well as a real separable Hilbert space $H$, endowed with inner product $\langle\cdot, \cdot\rangle_{H}$ and associated norm $\|\cdot\|_{H}$.

Definition I.1.16. A real centred Gaussian process $X=\{X(h): h \in H\}$ on $(\Omega, \mathcal{F}, \mathbb{P})$ is called isonormal if $\mathbb{E}[X(h) X(g)]=\langle h, g\rangle_{H}$ for every for every $h, g \in H$.

It can be shown that isonormal Gaussian processes exist given a separable Hilbert space (see for instance [NP12a, Proposition 2.1.1]). Moreover, if $X$ is an isonormal Gaussian process, the associated mappings $h \mapsto X(h)$ are linear in $L^{2}(\Omega, \mathcal{F}, \mathbb{P})$. We shall from now on assume that $\mathcal{F}=\sigma(X)$ is generated by the isonormal Gaussian process $X$ and use the short-hand notation $L^{2}(\Omega, \mathcal{F}, \mathbb{P})=: L^{2}(\mathbb{P})$.

The following Theorem I.1.18 below is known as Wiener chaos decomposition and constitutes a major cornerstone of this thesis. We start by defining the Gaussian Wiener chaoses.

Definition I.1.17. Let $X$ be a isonormal Gaussian process on $H$. For every integer $k \geq 0$, we define the space $C_{k}^{X}$ as the closed linear subspace of $L^{2}(\mathbb{P})$ generated by random variables of the form $H_{k}(X(h))$ with $\|h\|_{H}=1$. By construction $C_{0}^{X}=\mathbb{R}$. We call $C_{k}^{X}$ the $k$-th Wiener chaos associated with $X$.

Theorem I.1.18. We have $L^{2}(\mathbb{P})=\bigoplus_{k \geq 0} C_{k}^{X}$, that is, every $F \in L^{2}(\mathbb{P})$ can be written as a $L^{2}(\mathbb{P})$ converging series

$$
\begin{equation*}
F=\sum_{k \geq 0} \Pi_{k}(F) \tag{I.1.18}
\end{equation*}
$$

where $\Pi_{k}: L^{2}(\mathbb{P}) \rightarrow C_{k}^{X}$ stands ${ }^{11}$ for the orthogonal projection operator associated with the $k$-th Wiener chaos of $X$.

Proof. In order to prove the claim, it suffices to show that, if $Y \in L^{2}(\mathbb{P})$ is such that $Y$ is orthogonal to $C_{k}^{X}$ for every $k \geq 0$, then $Y=0, \mathbb{P}$-almost surely. Since Wiener chaoses are spanned by Hermite polynomials, we therefore assume that $\mathbb{E}\left[Y H_{k}(X(h))\right]=0$ for every $k \geq 0$ and every $h \in H$ with $\|h\|_{H}=1$. Expanding monomials in the basis of Hermite polynomials, it is equivalent to assume that $\mathbb{E}\left[Y X(h)^{r}\right]=0$ for every $r \geq 0$, and therefore by summation, $\mathbb{E}[Y \exp (X(h))]=0$ for every $h \in H,\|h\|=1$. Applying the latter relation to $h=\sum_{k=1}^{n} a_{k} h_{k} \in H$ and exploiting the linearity of the mapping $h \mapsto X(h)$ shows that $\mathbb{E}\left[Y \exp \left(\sum_{k=1}^{n} a_{k} X\left(h_{k}\right)\right)\right]=0$ for every $n \geq 1$ and $a_{1}, \ldots, a_{n} \in \mathbb{R}$. This shows in particular that the Laplace transform on $\mathbb{R}^{n}$ associated with the measure

$$
\mu(A):=\mathbb{E}\left[Y \mathbb{1}\left[\left(X\left(h_{1}\right), \ldots, X\left(h_{n}\right)\right) \in A\right]\right], \quad A \in \mathcal{B}\left(\mathbb{R}^{n}\right)
$$

is identically zero on $\mathbb{R}^{n}$. This implies that $\mu=0$ on $\mathbb{R}^{n}$ and therefore $\mathbb{E}[Y \mid \sigma(X)]=0$, which gives the desired conclusion.

We now introduce the Ornstein-Uhlenbeck semigroup.
Definition I.1.19. For $F \in L^{2}(\mathbb{P})$ as in (I.1.18), we define the Ornstein-Uhlenbeck semigroup $\left\{P_{t}: t \geq 0\right\}$ by

$$
\begin{equation*}
P_{t} F=\sum_{k \geq 0} e^{-k t} \Pi_{k}(F) \in L^{2}(\mathbb{P}), \quad t \geq 0 \tag{I.1.19}
\end{equation*}
$$

It is easy to verify from the above definition that $\left\{P_{t}: t \geq 0\right\}$ indeed satisfies the semigroup property, that is, $P_{t} \circ P_{s}=P_{t+s}$ for $t, s \geq 0$, with $P_{0}$ being the identity operator on $L^{2}(\mathbb{P})$. From (I.1.19) we furthermore deduce that the R.H.S actually coincides with the Wiener chaos expansion of $P_{t} F$, that is, $\Pi_{k}\left(P_{t} F\right)=e^{-k t} \Pi_{k}(F)$. We will now derive a different representation of the Ornstein-Uhlenbeck sempigroup. In order to do this, we define an independent copy $X^{\prime}$ of $X$ on some probability space $\left(\Omega^{\prime}, \mathcal{F}^{\prime}, \mathbb{P}^{\prime}\right)$, in such a way that $X$ and $X^{\prime}$ are both defined on the product space $\left(\Omega \times \Omega^{\prime}, \mathcal{F} \otimes \mathcal{F}^{\prime}, \mathbb{P} \otimes \mathbb{P}^{\prime}\right)$. For a parameter $t \geq 0$, we define the auxiliary process $\left\{X^{t}(h): h \in H\right\}$ given by $X^{t}(h):=e^{-t} X(h)+$ $\sqrt{1-e^{-2 t}} X^{\prime}(h), h \in H$. It is straightforward to see that $X^{t}(h)$ is centred Gaussian and by independence

$$
\begin{aligned}
\mathbb{E}\left[X^{t}(h) X^{t}(g)\right] & =\mathbb{E}\left[\left(e^{-t} X(h)+\sqrt{1-e^{-2 t}} X^{\prime}(h)\right)\left(e^{-t} X(g)+\sqrt{1-e^{-2 t}} X^{\prime}(g)\right)\right] \\
& =e^{-2 t}\langle h, g\rangle_{H}+\left(1-e^{-2 t}\right)\langle h, g\rangle_{H}=\langle h, g\rangle_{H}
\end{aligned}
$$

for every $g, h \in H$, that is, $X^{t} \stackrel{d}{=} X$ for every fixed $t \geq 0$. Since $F \in L^{2}(\mathbb{P})$ is measurable with respect to $X$, we may write $F=\varphi(X)$ for some measurable $\varphi: \mathbb{R}^{H} \rightarrow \mathbb{R}$. The following result is known as Mehler's formula and yields a useful alternative representation of $P_{t} F$ in (I.1.19).

[^8]Proposition I.1.20. Let $F \in L^{2}(\mathbb{P})$ be as above. For every $t \geq 0$,

$$
\begin{equation*}
P_{t} F=\mathbb{E}\left[\varphi\left(X^{t}\right) \mid X\right]=\mathbb{E}^{\prime}\left[\varphi\left(X^{t}\right)\right] \tag{I.1.20}
\end{equation*}
$$

where $\mathbb{E}^{\prime}$ indicates expectation with respect to $\mathbb{P}^{\prime}$.
Proof. By means of Jensen's inequality, it is easily shown that both definitions of $P_{t}$ in (I.1.19) and (I.1.20) define linear contractions on $L^{2}(\mathbb{P})$, that is, $\left\|P_{t} F\right\|_{L^{2}(\mathbb{P})} \leq\|F\|_{L^{2}(\mathbb{P})}$. It suffices to prove that both definitions coincide on $L^{2}(\mathbb{P})$. Since the exponentials $\left\{e^{X(h)-1 / 2}: h \in H,\|h\|=1\right\}$ form a dense subset of $L^{2}(\mathbb{P})$ it is enough to consider the case $F=e^{X(h)-1 / 2}$ for $h \in H$ with $\|h\|_{H}=1$. By (I.1.19) and Proposition I.1.15 (iv) (applied with $t=1$ ), we have that $\Pi_{k}\left(P_{t} F\right)=e^{-k t} \Pi_{k}\left(e^{X(h)-1 / 2}\right)=e^{-k t}(k!)^{-1} H_{k}(X(h))$, for every $k \geq 1$. On the other hand, using (I.1.20), yields (bearing in mind the definition of $X^{t}$ )

$$
\begin{aligned}
P_{t} F & =\mathbb{E}^{\prime}\left[e^{X^{t}(h)-1 / 2}\right]=\mathbb{E}^{\prime}\left[\exp \left(e^{-t} X(h)+\sqrt{1-e^{-2 t}} X^{\prime}(h)-\frac{1}{2}\right)\right] \\
& =\exp \left(e^{-t} X(h)-\frac{1}{2}\right) \mathbb{E}^{\prime}\left[\exp \left(\sqrt{1-e^{-2 t}} X^{\prime}(h)\right)\right]=\exp \left(e^{-t} X(h)-\frac{e^{-2 t}}{2}\right)
\end{aligned}
$$

where we used the Gaussian moment generating function. Applying again Proposition I.1.15 (iv) yields, $P_{t} F=\sum_{k \geq 0}(k!)^{-1} H_{k}(X(h)) e^{-t k}$, so that $\Pi_{k}\left(P_{t} F\right)=(k!)^{-1} H_{k}(X(h)) e^{-t k}$, for every $k \geq 1$. From this we deduce that the projections on every Wiener chaos coincide for both representations of $P_{t} F$, thus finishing the proof.

Applying the action of $P_{t}$ in (I.1.19) on chaotic random variables of the form $H_{k}(X(h))$ with $\|h\|=1$, we obtain the relation

$$
\begin{equation*}
P_{t} H_{k}(X(h))=e^{-k t} H_{k}(X(h)) \tag{I.1.21}
\end{equation*}
$$

In particular, this shows that $H_{k}$ is an eigenfunction of $P_{t}$ with eigenvalue $e^{-k t}$. We now show that an appropriate application of Mehler's formula on Hermite polynomials allows one to deduce the following extension of the orthogonality identity in Proposition I.1.15 (ii).
Remark I.1.21. In Chapter III, we study generalized matrix Hermite polynomials taking matrices as arguments and introduce generalized Ornstein-Uhlenbeck operators acting on these. Therein, the overall following argument (see Proposition I.1.22) for univariate Hermite polynomials will be mimicked in a suitable fashion in order to derive the counterpart orthogonality relation for matrix-variate Hermite polynomials. Also, we obtain the matrix analog of relation (I.1.21). We refer the reader to Section III.3.3 for more details.
Proposition I.1.22. Let $(X, Y)$ be a centred Gaussian vector such that $\mathbb{E}\left[X^{2}\right]=\mathbb{E}\left[Y^{2}\right]=1$ and $\mathbb{E}[X Y]=\rho$. Then, for every $p, q \geq 0$, we have that

$$
\mathbb{E}\left[H_{p}(X) H_{q}(Y)\right]=\mathbb{1}_{p=q} p!\rho^{p}
$$

Proof. When $\rho=0, X$ and $Y$ are independent and both sides are trivially zero. Assume therefore that $\rho \neq 0$. By the covariance structure of $(X, Y)$, we have that $(X, Y) \stackrel{d}{=}\left(X, \rho X+\sqrt{1-\rho^{2}} X^{\prime}\right)$ where $X^{\prime}$ is independent of $X$. If $\rho>0$, by conditioning on $X$ and using (I.1.20), we can write

$$
\begin{aligned}
& \mathbb{E}\left[H_{p}(X) H_{q}(Y)\right]=\mathbb{E}\left[H_{p}(X) \mathbb{E}\left[H_{q}\left(\rho X+\sqrt{1-\rho^{2}} X^{\prime}\right) \mid X\right]\right] \\
& =\mathbb{E}\left[H_{p}(X) P_{\ln \left(\rho^{-1}\right)} H_{q}(X)\right]=e^{-q \ln \left(\rho^{-1}\right)} \mathbb{E}\left[H_{p}(X) H_{q}(X)\right]=\rho^{p} \mathbb{1}_{p=q} p!,
\end{aligned}
$$

where we used (I.1.21) and Proposition I.1.15 (ii). In order to prove the statement for $\rho<0$, one can proceed similarly and use that fact $X \stackrel{d}{=}-X$, as well as the symmetry relation $H_{q}(-X)=(-1)^{q} H_{q}(X)$.

## I.1.2.2 Multiple integrals and Malliavin operators

In this section, we introduce the so-called Mallivin operators on a Gaussian space. We consider an isonormal Gaussian process $X=\{X(h): h \in H\}$ indexed by a real separable Hilbert space $H$. We write $\mathcal{S}$ for the class of smooth random variables, that is, elements of the type $f\left(X\left(h_{1}\right), \ldots, X\left(h_{m}\right)\right), m \geq 1$ for some smooth function $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$ having partial derivatives with polynomial growth. Since $\mathcal{S}$ contains elements of the form $H_{k}(X(h))$, it is dense in $L^{q}(\mathbb{P})$ for every $q \geq 1$. We shall start by fixing some more notation, that will be used throughout.

Notation I.1.23. (On Hilbert spaces)

- For a separable Hilbert space $H$ and an integer $r \geq 0$, we write $H^{\otimes r}$ (resp. $H^{\odot r}$ ) to indicate the r-th (resp. symmetric) tensor product of $H$, with the convention that $H^{\otimes 1}=H^{\odot 1}=H$ and $H^{\otimes 0}=H^{\odot 0}=\mathbb{R}$.
- Let $\left(e_{j}: j \geq 1\right)$ be a orthonormal basis of $H$. For $h=\sum_{i_{1}, \ldots, i_{p} \geq 1} u\left(i_{1}, \ldots, i_{p}\right) e_{i_{1}} \otimes \ldots \otimes e_{i_{p}} \in H^{\otimes p}$, we denote by $\widetilde{h} \in H^{\odot p}$ its symmetrization given by ${ }^{12}$

$$
\tilde{h}=\frac{1}{p!} \sum_{\sigma \in \Im_{p}} \sum_{i_{1}, \ldots, i_{p} \geq 1} u\left(i_{1}, \ldots, i_{p}\right) e_{i_{\sigma(1)}} \otimes \ldots \otimes e_{i_{\sigma(p)}}
$$

where $\mathfrak{S}_{p}$ stands for the symmetric group of $\{1, \ldots, p\}$. Furthermore, for basis elements $f=$ $e_{i_{1}} \otimes \ldots \otimes e_{i_{p}} \in H^{\otimes p}, g=e_{j_{1}} \otimes \ldots \otimes e_{j_{q}} \in H^{\otimes q}$ and an integer $r=0, \ldots, p \wedge q$, we define the $r$-th contraction $f \otimes_{r} g$ as the element of $H^{\otimes(p+q-2 r)}$ defined as $f \otimes_{0} g:=f \otimes g$ (the usual tensor product) and for $r=1, \ldots, p \wedge q$,

$$
\begin{equation*}
f \otimes_{r} g:=\left(\prod_{k=1}^{r}\left\langle e_{i_{k}}, e_{j_{k}}\right\rangle_{H}\right) e_{i_{r+1}} \otimes \ldots \otimes e_{i_{p}} \otimes e_{j_{r+1}} \otimes \ldots \otimes e_{j_{q}} \tag{I.1.22}
\end{equation*}
$$

- For a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and a Hilbert space $H$, the notation $L^{2}(\mathbb{P} ; H)$ stands for random variables $Y$ taking values in $H$ and verifying $\mathbb{E}\left[\|Y\|_{H}^{2}\right]<\infty$.

Definition I.1.24. Let $p \geq 1$ be an integer and $q \geq 1$ be a real number. For $F=f\left(X\left(h_{1}\right), \ldots, X\left(h_{m}\right)\right) \in$ $\mathcal{S}$, we denote by $D^{p} F \in L^{q}\left(\mathbb{P} ; H^{\odot p}\right)$ the $p$-th Malliavin derivative of $F$ given by

$$
D^{p} F=\sum_{i_{1}, \ldots, i_{p}=1}^{m} \frac{\partial^{p} f}{\partial x_{i_{1}} \ldots \partial x_{i_{p}}}\left(X\left(h_{1}\right), \ldots, X\left(h_{m}\right)\right) h_{i_{1}} \otimes \ldots \otimes h_{i_{p}}
$$

When $p=1$, we write $D^{1}=D$ and call $D$ the Malliavin derivative.
The operator $D^{p}: L^{q}(\mathbb{P}) \rightarrow L^{q}\left(\mathbb{P} ; H^{\odot p}\right)$ is shown to be closable; we write $\mathbb{D}_{p, q}$ to indicate the closure of $\mathcal{S}$ with respect to the norm

$$
\|F\|_{\mathbb{D}_{p, q}}=\left(\sum_{k=1}^{p} \mathbb{E}\left[\left\|D^{k} F\right\|_{H^{\otimes k}}^{q}\right]\right)^{1 / q}
$$

[^9]and call $\mathbb{D}_{p, q}$ the domain of $D^{p}$ in $L^{q}(\mathbb{P})$. The Malliavin derivative has natural properties: for instance, when $F \in \mathbb{D}_{1, q}$ for some $q \geq 1$ and $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is a sufficiently regular function (for instance $C^{1}$-smooth with bounded derivative), then $D$ enjoys the following chain rule property ([NP12a, Proposition 2.3.7])
\[

$$
\begin{equation*}
D \varphi(F)=\varphi^{\prime}(F) D F \tag{I.1.23}
\end{equation*}
$$

\]

We now define the adjoint operator of $D^{p}: L^{2}(\mathbb{P}) \rightarrow L^{2}\left(\mathbb{P} ; H^{\odot p}\right)$, called the divergence operator and denoted $\delta^{p}$. We denote by $\operatorname{Dom} \delta^{p}$ the subset of $L^{2}\left(\mathbb{P} ; H^{\odot p}\right)$ consisting of those $u$ verifying the condition that there exists a constant $C=C(u)>0$ such that

$$
\left|\mathbb{E}\left[\left\langle D^{p} F, u\right\rangle_{H^{\otimes p}}\right]\right| \leq C\|F\|_{L^{2}(\mathbb{P})}, \quad \forall F \in \mathcal{S}
$$

that is, those $u$ for which the linear functional $\tau_{u}(\bullet):=\mathbb{E}\left[\left\langle D^{p} \bullet, u\right\rangle_{H^{\otimes p}}\right]$ is continuous from $L^{2}(\mathbb{P})$ to $\mathbb{R}$. Therefore the following definition is justified by Riesz representation Theorem.

Definition I.1.25. For every $u \in \operatorname{Dom} \delta^{p}$, we define $\delta^{p}(u)$ as the unique element of $L^{2}\left(\mathbb{P} ; H^{\odot p}\right)$ verifying

$$
\begin{equation*}
\mathbb{E}\left[\left\langle D^{p} F, u\right\rangle_{H^{\otimes p}}\right]=\mathbb{E}\left[F \delta^{p}(u)\right], \quad \forall F \in \mathcal{S} \tag{I.1.24}
\end{equation*}
$$

When $p=1$, we simply write $\delta^{1}=\delta$ and call it the divergence operator ${ }^{13}$.
Now, we are in position to define the so-called multiple integrals: as we will see these objects generalize Hermite polynomials introduced above, thus being indispensable characters in modern Gaussian analysis.

Definition I.1.26. Let $p \geq 1$ be an integer and $f \in H^{\odot p}$. We define $I_{p}(f):=\delta^{p}(f)$, and call $I_{p}(f)$ the p-th multiple Wiener integral.

Using the recurrence relation for Hermite polynomials (I.1.16), it can be shown that ([NP12a, Theorem 2.7.7])

$$
\begin{equation*}
H_{k}(X(h))=I_{k}\left(h^{\otimes k}\right), \quad h \in H,\|h\|_{H}=1 \tag{I.1.25}
\end{equation*}
$$

that is, multiple Wiener integrals can be thought of as an infinite-dimensional generalization of Hermite polynomials. Here, $h^{\otimes k}$ stands for the $k$-fold tensorization of $h$ with itself. In particular, $I_{k}: H^{\otimes k} \rightarrow$ $C_{k}^{X} \subset L^{2}(\mathbb{P})$ defines a linear isometry. Using the duality relation (I.1.24), it is not difficult to prove the following isometry relation ([NP12a, Proposition 2.7.5])

$$
\begin{equation*}
\mathbb{E}\left[I_{p}(f) I_{q}(g)\right]=\mathbb{1}_{p=q} p!\langle f, g\rangle_{H^{\otimes p}}, \quad \forall f \in H^{\otimes p}, g \in H^{\otimes q} \tag{I.1.26}
\end{equation*}
$$

In particular, we deduce that $\operatorname{Var}\left[I_{p}(f)\right]=p!\|f\|_{H^{\otimes p}}^{2}$. By the above discussion, we thus have the representation $C_{k}^{X}=I_{p}\left(H^{\odot k}\right)$ for the $k$-th Wiener chaos associated with $X$. In the parlance of multiple integrals, the content of Theorem I.1.18 asserts that, for every $F \in L^{2}(\mathbb{P})$, there exist uniquely defined kernels $f_{k} \in H^{\odot k}$ such that

$$
\begin{equation*}
F=\sum_{k \geq 0} I_{k}\left(f_{k}\right) \tag{I.1.27}
\end{equation*}
$$

with $I_{0}\left(f_{0}\right)=f_{0}=\mathbb{E}[F]$. A useful property enjoyed by multiple Wiener integrals is the multiplication formula,

$$
\begin{equation*}
I_{p}(f) I_{q}(g)=\sum_{r=0}^{p \wedge q} r!\binom{p}{r}\binom{q}{r} I_{p+q-2 r}\left(f \widetilde{\otimes}_{r} g\right), \quad \forall f \in H^{\otimes p}, g \in H^{\otimes q} \tag{I.1.28}
\end{equation*}
$$

[^10]where $f \widetilde{\otimes}_{r} g$ indicates the symmetrization of the $r$-th contraction $f \otimes_{r} g \in H^{\otimes(p+q-2 r)}$. Such a formula implies that the product of two chaotic random variables $I_{p}(f)$ and $I_{q}(g)$ is an element living in the orthogonal sum of all the Wiener chaoses of order not exceeding $p+q$.

A further central property possessed by multiple integrals is the following hypercontractivity property, [NP12a, Theorem 2.7.2]. For every integer $p \geq 1$ and real number $q \geq 2$,

$$
\begin{equation*}
\left\|I_{p}(f)\right\|_{L^{q}(\mathbb{P})} \leq c(p, q)\left\|I_{p}(f)\right\|_{L^{2}(\mathbb{P})}, \quad \forall f \in H^{\odot p} \tag{I.1.29}
\end{equation*}
$$

where $c(p, q)=(q-1)^{p / 2}$. Essentially, it means that on a fixed Wiener chaos, all $L^{p}(\mathbb{P})$ norms are equivalent. We finish this part on multiple integrals by the following remark, justifying their name.

Remark 1.1.27. Let $H=L^{2}([0, T], \mathcal{B}([0, T]), d t)$, and consider a standard Brownian motion $W=$ $\{W(t): t \geq 0\}$ started from zero. We can realize $W$ as the isonormal Gaussian process $X$ indexed by $H$ via $W(t) \stackrel{d}{=} X\left(\mathbb{1}_{[0, t]}\right)$. In this specific framework, an appropriate approximation argument shows that the $p$-th multiple integral $I_{p}(f), f \in H^{\odot p}$ with respect to $X$ coincides with the multiple Wiener-Itô integral with respect to $W$

$$
I_{p}(f)=\int_{[0, T]^{p}} f\left(t_{1}, \ldots, t_{p}\right) d W_{t_{1}} \ldots d W_{t_{p}}
$$

This representation justifies the name of multiple integrals.
We now define two further Malliavin operators.
Definition I.1.28. Let $F \in L^{2}(\mathbb{P})$ be as in (I.1.18). We say that $F \in \operatorname{Dom} L$ if $\sum_{k \geq 1} k^{2} \mathbb{E}\left[\Pi_{k}(F)^{2}\right]<\infty$ and if so, we set

$$
\begin{equation*}
L F=\sum_{k \geq 1}(-k) \Pi_{k}(F), \quad L^{-1} F=\sum_{k \geq 1}(-k)^{-1} \Pi_{k}(F) \tag{I.1.30}
\end{equation*}
$$

As previously mentioned for the Ornstein-Uhlenbeck semigroup, we see that (I.1.30) implies that $\Pi_{k}(L F)=-k \Pi_{k}(F)$ and $\Pi_{k}\left(L^{-1} F\right)=(-k)^{-1} \Pi_{k}(F)$, respectively. In particular, for $F \in C_{k}^{X}$ we observe that $L F=-k F$, that is $C_{k}^{X}=\operatorname{ker}(L+k \mathbf{I})$, where $\mathbf{I}$ stands for the identity operator on $L^{2}(\mathbb{P})$. Using the chaotic expansion of $P_{t} F$ in (I.1.19), it can be shown that $L$ is the infinitesimal generator of $\left\{P_{t}: t \geq 0\right\}$, that is $L F=\lim _{t \rightarrow 0} \frac{P_{t} F-F}{t}$ in $L^{2}(\mathbb{P})$ (see for instance [Nua95, Proposition 1.4.2]). The operator $L^{-1}$ is called the pseudo-inverse of $L$, in view of the relation

$$
L L^{-1} F=\sum_{k \geq 1}(-k)^{-1} L \Pi_{k}(F)=\sum_{k \geq 1}(-k)^{-1}(-k) \Pi_{k}(F)=\sum_{k \geq 1} \Pi_{k}(F)=F-\mathbb{E}[F] .
$$

The following remarkable result yields an explicit connection between the Malliavin operators $D, \delta$ and $L$ (see [NP12a, Proposition 2.8.8]), and has as a by-product a particularly beautiful integration by parts formula (see [NP12a, Theorem 2.9.1]) . Such an intrinsic relation lies at the core of Stein-Malliavin calculus and yields a starting point to deal with a number of quantitative limit theorems that we will present in the next section.

Theorem I.1.29. (i) $F \in \operatorname{Dom} L$ if and and only if $F \in \mathbb{D}_{1,2}$ and $D F \in \operatorname{Dom} \delta$, and $L F=-\delta D F$.
(ii) For $F, G \in \mathbb{D}_{1,2}$ and a $C^{1}$-smooth function $g: \mathbb{R} \rightarrow \mathbb{R}$ with bounded derivative, we have

$$
\begin{equation*}
\mathbb{E}[F g(G)]=\mathbb{E}[F] \mathbb{E}[g(G)]+\mathbb{E}\left[g^{\prime}(G)\left\langle D G,-D L^{-1} F\right\rangle_{H}\right] \tag{I.1.31}
\end{equation*}
$$

Proof. (i) Using the Wiener chaos expansion (I.1.27) and the fact that the spaces $C_{k}^{X}$ are dense in $L^{2}(\mathbb{P})$, it suffices to consider the case where $F=I_{k}(f)$ for some $f \in H^{\odot k}$ and $k \geq 1$. On the one hand, we then have $L F=-k F$. On the other hand, $-\delta(D F)=-\delta\left(k I_{k-1}(f)\right)=-k \delta\left(I_{k-1}(f)\right)=-k F$, where we used that $D I_{r}(f)=r I_{r-1}(f)$ and $\delta I_{r}(f)=I_{r+1}(f)$ for $r \geq 1$.
(ii) Using the fact that $L L^{-1} F=F-\mathbb{E}[F]$, we can write

$$
\begin{aligned}
& \mathbb{E}[(F-\mathbb{E}[F]) g(G)]=\mathbb{E}\left[L\left(L^{-1} F\right) g(G)\right]=\mathbb{E}\left[\delta\left(-D L^{-1} F\right) g(G)\right] \\
& =\mathbb{E}\left[\left\langle D g(G),-D L^{-1} F\right\rangle_{H}\right]=\mathbb{E}\left[g^{\prime}(G)\left\langle D G,-D L^{-1} F\right\rangle_{H}\right],
\end{aligned}
$$

where we used the conclusion of (i), the duality relation (I.1.24) and the chain rule property (I.1.23).

## I.1.2.3 Fourth moment theorems

In this section, we present the so-called Fourth Moment Theorems, which - roughly speaking - consist in a series of statements asserting that, for sequences of chaotic random variables $F_{n}$, their convergence in distribution to a Gaussian random variable $N$ is guaranteed by the sole convergence of the fourth moment of $F_{n}$ to that of $N$. In this respect, fourth moment theorems provide a radical simplification of the classical method of moments for proving probabilistic limit theorems. Since its derivation in 2005 by Nualart and Peccati, fourth moment theorems have become a popular and efficient tool to deal with central limit theorems on Wiener chaoses. An updated list with a countless number of works dealing with applications around the Fourth Moment Theorem can be found on the website
https://sites.google.com/site/malliavinstein/home
maintained by Ivan Nourdin.
We recall that for a random variable $Y \in L^{p}(\mathbb{P})$ for every $p \geq 1$, the sequence of cumulants $\left\{\kappa_{p}(F): p=1,2, \ldots\right\}$ is defined by the relation

$$
\log \mathbb{E}[\exp (i t Y)]=\sum_{p \geq 1} \kappa_{p}(Y) \frac{(i t)^{p}}{p!}, \quad t \in \mathbb{R}
$$

in such a way that $\kappa_{1}(Y)=\mathbb{E}[Y], \kappa_{2}(Y)=\operatorname{Var}[Y]$, etc.
The following theorem is due to Nualart and Peccati in 2005 ([NP05]) and Nualart and Ortiz-Latorre in 2008 ([NOL08]). It gives a set of equivalent conditions characterizing convergence in law of a sequence of multiple Wiener integrals to a Gaussian random variable. Their proof is based on the use of the multiplication formulae (I.1.28) for multiple Wiener integrals and the Dambis-Dubins-Schwarz Theorem (see for instance [RY99, Chapter 5]) to transform $F_{n}$ into a suitable time-changed Brownian motion. The equivalence between (i) and (v) was proven by Nualart and Ortiz-Latorre in [NOL08] using techniques from Malliavin calculus. A somewhat different and more general approach was initiated by Ledoux in [Led12], where normal approximations of sequences of eigenfunctions associated with Markov chaoses are studied from a spectral view point. We refer the reader to [ACP14] and [AMMP16] for further works in this direction. We refer the reader to Notation I.1.23 for the definition of contraction operators on Hilbert spaces.

Theorem I.1.30. Let $\left\{F_{n}: n \geq 1\right\}$ be a sequence of random variables $F_{n}=I_{p}\left(f_{n}\right)$ for some $p \geq 2$ and $f_{n} \in H^{\odot p}$ such that $\operatorname{Var}\left[F_{n}\right] \rightarrow \sigma^{2}$ as $n \rightarrow \infty$. Let $N \sim \mathcal{N}\left(0, \sigma^{2}\right)$. As $n \rightarrow \infty$, the following assertions are equivalent:
(i) $F_{n} \xrightarrow{d} N$
(ii) $\mathbb{E}\left[F_{n}^{4}\right] \rightarrow \mathbb{E}\left[N^{4}\right]=3 \sigma^{4}$ (or equivalently $\kappa_{4}\left(F_{n}\right) \rightarrow \kappa_{4}(N)=0$ )
(iii) $\left\|f_{n} \widetilde{\otimes}_{r} f_{n}\right\|_{H^{\otimes(2 p-2 r)}} \rightarrow 0$ for every $r=1, \ldots, p-1$
(iv) $\left\|f_{n} \otimes_{r} f_{n}\right\|_{H^{\otimes(2 p-2 r)}} \rightarrow 0$ for every $r=1, \ldots, p-1$
(v) $\operatorname{Var}\left[\left\|D F_{n}\right\|_{H}^{2}\right] \rightarrow 0$.

The following multi-dimensional generalization of Theorem I.1.30 is due to Peccati and Tudor, see [PT05].

Theorem I.1.31. Let $d \geq 2$ be an integer. Let $\left\{\mathbf{F}_{n}: n \geq 1\right\}$ be a sequence of vector-valued random variables $\mathbf{F}_{n}=\left(F_{n}^{1}, \ldots, F_{n}^{d}\right)$ such that for every $k=1, \ldots, d, F_{n}^{k}=I_{p_{k}}\left(f_{n}^{k}\right)$ for some $p_{k} \geq 1$ and $f_{n}^{k} \in H^{\odot p_{k}}$. Assume that the covariance matrix $\Sigma_{n}$ of $F_{n}$ satisfies $\Sigma_{n}(i, j)=\mathbb{E}\left[F_{n}^{i} F_{n}^{j}\right] \rightarrow \sigma(i, j)$ as $n \rightarrow \infty$ for every $i, j=1, \ldots$, . Let $\mathbf{N}=\left(N^{1}, \ldots, N^{d}\right) \sim \mathcal{N}_{d}(0, \Sigma)$, where $\Sigma(i, j):=\sigma(i, j)$. As $n \rightarrow \infty$, we have

$$
\left(\mathbf{F}_{n} \xrightarrow{d} \mathbf{N}\right) \Longleftrightarrow\left(F_{n}^{k} \xrightarrow{d} N^{k}, \quad \forall k=1, \ldots, d\right) .
$$

In particular, the above statement allows to deduce that, for a sequence of random vectors with chaotic components, marginal convergence in distribution is equivalent to their joint convergence. By virtue of Theorem I.1.30, the condition in the R.H.S above can equivalently be replaced with any of the statements (ii)-(v) in Theorem I.1.30. Such a structural phenomenon enjoyed by Wiener chaoses constitutes a further motivation of their study.
Quantitative versions. We point out that several quantitative versions of the above statements have been established. In order to state some of these, we introduce three probability metrics. Consider the classes of functions

$$
\begin{aligned}
\mathscr{H}_{\mathrm{W}} & :=\left\{h: \mathbb{R} \rightarrow \mathbb{R}:\left\|h^{\prime}\right\|_{\infty} \leq 1\right\} \\
\mathscr{H}_{\mathrm{Kol}} & :=\left\{h(x)=\mathbb{1}_{(-\infty, z]}(x): z \in \mathbb{R}\right\} \\
\mathscr{H}_{\mathrm{TV}} & :=\left\{h(x)=\mathbb{1}_{B}(x): B \in \mathcal{B}(\mathbb{R})\right\} .
\end{aligned}
$$

For random variables $X, Y$, we define $d_{\mathrm{U}}(X, Y):=\sup \left\{|\mathbb{E}[h(X)-h(Y)]|: h \in \mathscr{H}_{\mathrm{U}}\right\}$, called Wasserstein $(\mathrm{U}=\mathrm{W})$, Kolmogorov $(\mathrm{U}=\mathrm{Kol})$, and total variation $(\mathrm{U}=\mathrm{TV})$ distance, respectively. It is a known fact that the topology of these three distances is strictly stronger than the topology induced by convergence in distribution, that is, whenever $\left\{X_{n}: n \geq 1\right\}$ is a sequence of random variables such that $X_{n} \xrightarrow{d} X_{\infty}$ as $n \rightarrow \infty$, then $d_{\mathrm{U}}\left(X_{n}, X_{\infty}\right) \rightarrow 0$ for every $\mathrm{U} \in\{\mathrm{W}, \mathrm{Kol}, \mathrm{TV}\}$ (see for instance [NP12a, Proposition C.3.1]). The following theorem (see [NP12a, Theorem 5.2.6]) collects quantitative estimates for the three above distances whenever $X$ is a random variable belonging to a fixed Wiener chaos and the target random variable $X_{\infty}$ is centred Gaussian.

Theorem I.1.32. Let $p \geq 2$ be an integer and $F=I_{p}(f)$ for $f \in H^{\odot p}$ such that $\operatorname{Var}[F]=\sigma^{2}>0$. Let $N \sim \mathcal{N}\left(0, \sigma^{2}\right)$. Then, for every $\mathrm{U} \in\{\mathrm{W}, \mathrm{Kol}, \mathrm{TV}\}$, we have that

$$
d_{\mathrm{U}}(F, N) \leq C_{\mathrm{U}} \sqrt{\frac{p-1}{3 p} \kappa_{4}(F)}
$$

where $C_{\mathrm{W}}=\sigma^{-1} \sqrt{2 / \pi}, C_{\mathrm{Kol}}=\sigma^{-2}, C_{\mathrm{TV}}=2 \sigma^{-2}$.

The following theorem (see [NP12a, Theorem 6.1.1]) is quantitative $d$-dimensional analog in Wasserstein distance when $\mathbf{F}$ is a sufficiently regular random vector. Here, for a matrix $\mathcal{M} \in \mathcal{M}_{d \times d}(\mathbb{R})$, we denote by $\|M\|_{o p}:=\sup \{\|M y\|:\|y\|=1\}$ its operator norm. Also, $d_{\mathrm{W}}$ stands for the Wasserstein distance between vector-valued random variables, defined similarly as above.

Theorem I.1.33. Let $d \geq 2$ be an integer and $\mathbf{F}=\left(F^{1}, \ldots, F^{d}\right)$ be a centred random vector such that $F^{k} \in \mathbb{D}_{1,4}$ for every $k=1, \ldots, d$. For some positive definite symmetric matrix $\Sigma \in \mathcal{M}_{d \times d}(\mathbb{R})$, we let $\mathbf{N} \sim \mathcal{N}_{d}(0, \Sigma)$. Then,

$$
d_{\mathrm{W}}(\mathbf{F}, \mathbf{N}) \leq \sqrt{d}\left\|\Sigma^{-1}\right\|_{o p}\|\Sigma\|_{o p}^{1 / 2} \sqrt{\sum_{i, j=1}^{d} \mathbb{E}\left[\left(\Sigma(i, j)-\left\langle D F^{j},-D L^{-1} F^{i}\right\rangle\right)^{2}\right]}
$$

## I. 2 Main contributions of the thesis

In this section, we take a closer look to what the main contributions of this thesis are. We shall present some of our main findings in a somewhat informal and simplified way, as further technical background will be needed in order to make formulations more precise. For complete formulations and thorough expositions, we refer the reader to the respective chapters.

Let us briefly motivate and situate our contributions in the literature. Chapters II-V deal with the growing line of research on random Gaussian Laplace eigenfunctions on manifolds. Such a research domain finds its roots in various areas of mathematics and mathematical physics, and roughly originates from an experimental observation due to the musician and physicist Chladni at the end of the 18-th century. He observed that when exciting a vibrating metal plate with sand on it with his violin, produced a number of curious geometric patterns, known as Chladni figures. These figures were later observed to correspond to zero sets of Laplace eigenfunctions (see for instance [GK12]). Gaussian Laplace eigenfunctions are typically obtained as random linear combinations of square integrable basis elements of the manifold, when the coefficients are normal random variables. Many questions of interest are assigned to their study, taking vast and diverse directions, ranging from local to global considerations. Typically, local quantities can be investigated in small areas and then glued together to recover their full behaviour. Such quantities include for instance geometric measures of level sets, Euler characteristics, or critical points, see for instance [EF16, EL16, NPR19, KKW13, DNPR19, Wig10, Wig12] and references therein. Global geometric quantities include the study of connected components of zero sets, and require different techniques, see for instance [NS09, NS16, GW11] and references therein for some works in this direction. We also refer the reader to [Ale96, BG17, BM18] for some representative works on percolation theory associated with random eigenfunctions. Several explicit models of Gaussian Laplace eigenfunctions are studied in the literature, a pivotal role being played by spherical harmonics on the sphere, Arithmetic Random Waves on the torus, and Berry's random waves, see for instance [Wig10, MPRW16, MRW20, KKW13, DNPR19, Cam19, NPR19, PV20] for a selected collection of works on these models. In [Zel09], the authors introduce monochromatic random waves on smooth compact manifolds, for which it is shown that Berry's random field is the scaling limit, see for instance [CH20] and [DNPR20].

In this thesis, we will mainly focus on local geometric aspects associated with two explicit models of Gaussian Laplace eigenfunctions, namely Arithmetic Random Waves on the torus (Chapter II and partially Chapter III), and Berry's Random Plane Waves (Chapter IV and also Chapter V for Berry's random field in higher dimensions), focussing on the geometric measure of their nodal sets. Our investigations are essentially motivated by the fact that Berry's model of random eigenfunctions are conjectured to be a good modeling for deterministic eigenfunctions on Riemannian manifolds (see for instance [Ber77] and also
[CH20, DNPR20] for universality results), thus providing a basis for a global understanding of related models of Laplace eigenfunctions.

The last chapter of this thesis discusses some aspects of optimal convergence rates in Gamma approximations, and is related to Stein's method for probabilistic approximations. We refer the reader to Chapter VI (and references therein) for an introduction to Stein's method for normal and Gamma approximations.

## Chapter II: Nodal Sets of Arithmetic Random Waves

This chapter deals with the study of Arithmetic Random Waves (ARW) on the three-dimensional torus, a model of Laplace eigenfunctions first introduced in [ORW08, RW08] by Oravecz, Rudnick, and Wigman on tori of arbitrary dimension. These can be defined as

$$
T_{n}(x)=\frac{1}{\sqrt{\mathcal{N}_{n}}} \sum_{\lambda \in \Lambda_{n}} a_{\lambda} \exp (2 \pi i\langle\lambda, x\rangle), \quad x \in \mathbb{T}^{3}, \quad n \in S_{3}
$$

where the coefficients $\left\{a_{\lambda}: \lambda \in \Lambda_{n}\right\}$ are complex Gaussian random variables and independent except for the relation $a_{\lambda}=\overline{a_{-\lambda}}$. Here $S_{3}$ denotes the set of integers that are representable as a sum of three integers squares, and the summation is over all vectors $\lambda=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ such that $\|\lambda\|=n$, with cardinality $\mathcal{N}_{n}$. It follows from the spectral analysis on the torus that the eigenvalues (or energies) of the negative Laplacian $-\Delta$ are written as $E_{n}:=4 \pi^{2} n$, where $n \in S_{3}$ is an integer representable as the sum of three integer squares. The definition of $T_{n}$ implies that, $\mathbb{P}$-almost surely, $T_{n}$ verifies the equation $\Delta T_{n}+4 \pi^{2} n T_{n}=0$. Equivalently, $T_{n}$ can be shown to be a smooth centred Gaussian field on the torus. The existing literature on the three-dimensional torus focuses on the asymptotic study (as $n \rightarrow \infty$ ) of the nodal set $Z_{n}$ of $T_{n}$ and its associated two-dimensional geometric measure $\mathcal{A}_{n}:=\mathcal{H}_{2}\left(Z_{n}\right)$, that is the nodal surface of $Z_{n}$. In [BM19], Benatar and Maffucci derive an exact universal asymptotic behaviour for its variance, namely as $n \rightarrow \infty$,

$$
\operatorname{Var}\left[\mathcal{A}_{n}\right]=\frac{n}{\mathcal{N}_{n}^{2}}\left(\frac{32}{375}+O\left(n^{-1 / 28+o(1)}\right)\right)
$$

The limiting distribution of the normalized nodal surface was subsequently addressed by Cammarota in [Cam19], where the following non-Gaussian, universal limit theorem was established in the high-energy regime:

$$
\frac{\mathcal{A}_{n}-\mathbb{E}\left[\mathcal{A}_{n}\right]}{\sqrt{\operatorname{Var}\left[\mathcal{A}_{n}\right]}} \xrightarrow{d} \frac{1}{\sqrt{10}} \cdot\left(5-\chi^{2}(5)\right)
$$

where $\chi^{2}(5)$ denotes a chi-squared random variable with 5 degrees of freedom. Our main goal is to extend these findings to the geometric measures associated with zero sets of multiple independent ARW. In order to achieve this task, we consider three independent copies $T_{n}^{(1)}, T_{n}^{(2)}, T_{n}^{(3)}$ of $T_{n}$ and define the $\ell$-dimensional Gaussian field

$$
\mathbf{T}_{n}^{(\ell)}:=\left\{\mathbf{T}_{n}^{(\ell)}(x):=\left(T_{n}^{(1)}(x), \ldots, T_{n}^{(\ell)}(x)\right): x \in \mathbb{T}^{3}\right\}, \quad \ell=1,2,3
$$

and its nodal measure

$$
L_{n}^{(\ell)}:=\mathcal{H}_{3-\ell}\left(\bigcap_{i=1}^{\ell}\left(T_{n}^{(i)}\right)^{-1}(0)\right)
$$

where $\mathcal{H}_{k}$ indicates the $k$-dimensional Hausdorff measure. Our main result is Theorem I.2.1 below, providing the exact mean, the asymptotic variance and the subsequent second order probabilistic fluctuations
of the properly rescaled nodal volumes. Specified to the case $\ell=1$, our findings recover the main results of [BM19] and [Cam19]. For integers $1 \leq \ell \leq k$, we set

$$
\alpha(\ell, k):=\frac{(k)_{\ell} \kappa_{k}}{(2 \pi)^{\ell / 2} \kappa_{k-\ell}}
$$

where $(k)_{\ell}:=k!/(k-\ell)!$ and $\kappa_{k}:=\frac{\pi^{k / 2}}{\Gamma(1+k / 2)}$ stands for the volume of the unit ball in $\mathbb{R}^{k}$. Recall that $E_{n}:=4 \pi^{2} n$.

Theorem I.2.1. (see Theorem II.1.1) Let the above notation prevail. Then the following holds:
(i) (Expected nodal volume) For every $n \in S_{3}$,

$$
\mathbb{E}\left[L_{n}^{(\ell)}\right]=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \frac{\alpha(\ell, 3)}{(2 \pi)^{\ell / 2}}
$$

(ii) (Universal asymptotic nodal variance) As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\operatorname{Var}\left[L_{n}^{(\ell)}\right] \sim\left(c_{n}^{(\ell)}\right)^{2}\left(\ell \cdot \frac{1}{250}+\frac{\ell(\ell-1)}{2} \cdot \frac{76}{375}\right), \quad c_{n}^{(\ell)}=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \frac{2}{(2 \pi)^{\ell / 2}} \frac{\alpha(\ell, 3)}{\mathcal{N}_{n}}
$$

(iii) (Universal asymptotic distribution of the nodal volume) As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\widetilde{L_{n}^{(\ell)}}:=\frac{L_{n}^{(\ell)}-\mathbb{E}\left[L_{n}^{(\ell)}\right]}{\sqrt{\operatorname{Var}\left[L_{n}^{(\ell)}\right]}} \xrightarrow{d}\left(\ell \cdot \frac{1}{250}+\frac{\ell(\ell-1)}{2} \cdot \frac{76}{375}\right)^{-1 / 2} Y^{(\ell)} M^{(\ell)}\left(Y^{(\ell)}\right)^{T}
$$

where $Y^{(\ell)} \sim \mathcal{N}_{\ell(9 \ell-4)}\left(0, \mathbf{I}_{\ell(9 \ell-4)}\right)$ is a $\ell(9 \ell-4)$-dimensional standard Gaussian vector and $M^{(\ell)} \in$ $\mathcal{M}_{\ell(9 \ell-4) \times \ell(9 \ell-4)}(\mathbb{R})$ is the deterministic matrix given by

$$
M^{(\ell)}=\frac{-1}{50} \mathbf{I}_{5 \ell} \oplus \frac{-1}{25} \mathbf{I}_{\frac{5 \ell(\ell-1)}{2}} \oplus \frac{1}{25} \mathbf{I}_{\frac{5 \ell(\ell-1)}{2}} \oplus \frac{1}{50} \mathbf{I}_{\frac{5 \ell(\ell-1)}{2}} \oplus \frac{-1}{6} \mathbf{I}_{\frac{3 \ell(\ell-1)}{2}}
$$

Here, for two matrices $M_{1}$ and $M_{2}$, we indicate by $M_{1} \oplus M_{2}$ their direct sum.
Our analysis for proving Theorem I.2.1 relies on an intrinsic preliminary study of the Wiener-Itô chaos expansion of abstract random elements of the form (see Definition II.2.1)

$$
J\left(\mathbf{G}, W ; u^{(\ell)}\right):=\int_{Z} \prod_{i=1}^{\ell} \delta_{u_{i}}\left(G^{(i)}(z)\right) \cdot W(z) \mu(d z), \quad u^{(\ell)}:=\left(u_{1}, \ldots, u_{\ell}\right) \in \mathbb{R}^{\ell}
$$

where $(Z, \mathscr{Z}, \mu)$ is some finite measurable space, $\mathbf{G}$ is a centred $\ell$-dimensional Gaussian field with i.i.d coordinates $G^{(i)}, i=1, \ldots, \ell$ and $W=\{W(z): z \in Z\}$ is some other random field, which is not necessarily Gaussian. As usual, $\delta_{a}$ denotes the Dirac mass at $a$. Our motivation to study such an object comes from the Area/Co-Area formulae (see Proposition I.1.11), as we shall prove that, both in $L^{2}(\mathbb{P})$ and $\mathbb{P}$-almost surely, $L_{n}^{(\ell)}=J\left(\mathbf{G}, W ; u^{(\ell)}\right)$, where $\mathbf{G}=\mathbf{T}_{n}^{(\ell)}$ and $W(z)$ is the square root of the Gramian determinant of the Jacobian matrix of $\mathbf{T}_{n}^{(\ell)}$ computed at $z$. Let us introduce further notation needed in order to state our main result: For every $i=1, \ldots, \ell$, let

$$
\mathbf{X}^{(i)}=\left\{\mathbf{X}^{(i)}(z):=\left(X_{0}^{(i)}(z), X_{1}^{(i)}(z), \ldots, X_{k}^{(i)}(z)\right): z \in Z\right\}
$$

be a $(k+1)$-dimensional standard Gaussian field. For $z \in Z$, we write $\mathbf{X}_{\star}^{(i)}(z)$ to indicate the vector $\left(X_{1}^{(i)}(z), \ldots, X_{k}^{(i)}(z)\right)$ and write

$$
\mathbf{X}_{\star}(z):=\left\{X_{j}^{(i)}(z):(i, j) \in[\ell] \times[k]\right\} \in \mathcal{M}_{\ell \times k}(\mathbb{R})
$$

for the $\ell \times k$ matrix whose $i$-th row is given by $\mathbf{X}_{\star}^{(i)}(z)$. If $\ell \geq 2$, for every $i_{1} \neq i_{2} \in[\ell]$, we assume that the random fields $\mathbf{X}^{\left(i_{1}\right)}$ and $\mathbf{X}^{\left(i_{2}\right)}$ are stochastically independent.

The following theorem provides explicit expressions of chaotic projections onto Wiener chaos of order 0,1 and 2 (denoted by $\left.\operatorname{proj}_{q}(\cdot)\right)$ associated with $\left\{\mathbf{X}^{(1)}, \ldots, \mathbf{X}^{(\ell)}\right\}$ of the random variable $J:=J\left(\mathbf{G}, W ; u^{(\ell)}\right)$ defined above in the setting where

$$
\mathbf{G}=\left\{\left(X_{0}^{(1)}(z), \ldots, X_{0}^{(\ell)}(z)\right): z \in Z\right\}, \quad W=\left\{\Phi_{\ell, k}\left(\mathbf{X}_{\star}(z)\right): z \in Z\right\}
$$

and $\Phi_{\ell, k}: \mathbb{R}^{\ell \times k} \rightarrow \mathbb{R}_{+}$is a certain matrix-variate function verifying a number of appropriate conditions (see Assumption A in Definition II. 2.2 for precise requirements ${ }^{14}$ ). We set $\mathbb{E}\left[\Phi_{\ell, k}\left(\mathbf{X}_{\star}(z)\right)\right]=: \alpha_{\ell, k}$ and define the numerical quantities for $i=1, \ldots, \ell$

$$
D^{(i)}:=\frac{1}{k} \sum_{j=1}^{k} \int_{Z} X_{j}^{(i)}(z)^{2} \mu(d z)-\int_{Z} X_{0}^{(i)}(z)^{2} \mu(d z), \quad m^{(i)}:=\int_{Z} X_{0}^{(i)}(z) \mu(d z)
$$

Theorem I.2.2. (see Theorem II.2.5) Let the above setting prevail. Then, writing $\gamma(z):=\frac{1}{\sqrt{2 \pi}} e^{-z^{2} / 2}$, we have
(i) (Projection formulae)

$$
\begin{gathered}
\operatorname{proj}_{0}(J)=\mathbb{E}[J]=\alpha_{\ell, k} \cdot \prod_{i=1}^{\ell} \gamma\left(u_{i}\right), \quad \operatorname{proj}_{1}(J)=\alpha_{\ell, k} \cdot \prod_{i=1}^{\ell} \gamma\left(u_{i}\right) \cdot \sum_{i=1}^{\ell} m^{(i)} u_{i} \\
\operatorname{proj}_{2}(J)=\frac{\alpha_{\ell, k}}{2} \cdot \prod_{i=1}^{\ell} \gamma\left(u_{i}\right) \cdot \sum_{i=1}^{\ell}\left(u_{i}^{2} \int_{Z}\left(X_{0}^{(i)}(z)^{2}-1\right) \mu(d z)+D^{(i)}\right)
\end{gathered}
$$

(ii) (Abstract cancellation) If $u_{i}=D^{(i)}=0$ for every $i \in[\ell]$, then

$$
\operatorname{proj}_{0}(J)=\mathbb{E}[J]=\frac{\alpha_{\ell, k}}{(2 \pi)^{\ell / 2}}, \quad \operatorname{proj}_{2 q+1}(J)=\operatorname{proj}_{2}(J)=0, \quad q \geq 0
$$

Specializing the content of part (ii) of Theorem I. 2.2 to the setting of Gaussian Laplace eigenfunctions on manifolds without boundary yields an abstract reproduction of Berry's cancellation phenomenon first observed in [Ber02] and widely discussed in the literature, see for instance [Wig10, MR21, KKW13, DNPR 19, MPRW16, NPR19, Cam19] for works on related models.

Applying the above to our study of nodal sets of multiple Arithmetic Random Waves, we are able to prove that $D^{(i)}$ vanishes for every $i=1, \ldots, \ell$, showing that $\operatorname{proj}_{2}\left(L_{n}^{(\ell)}\right)=\operatorname{proj}_{2 q+1}\left(L_{n}^{(\ell)}\right)=0$ for every $q \geq 0$. A direct investigation of the fourth-Wiener chaos as well as higher-order chaotic projections associated with $L_{n}^{(\ell)}$ allows us to show that as $n \rightarrow \infty$,

$$
\widetilde{L_{n}^{(\ell)}}=\frac{\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)}{\sqrt{\operatorname{Var}\left[\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)\right]}}+o_{\mathbb{P}}(1)
$$

where $o_{\mathbb{P}}(1)$ is a sequence of random variables converging to zero in probability. The above displayed relation implies that the probabilistic behaviour of $L_{n}^{(\ell)}$ is characterized by the one of its projection onto the fourth Wiener chaos. A subsequent explicit expression of the fourth-order chaotic projection in terms of $T_{n}$ and its derivatives then allows to establish the exact form of its limiting distribution.

[^11]An important by-product of our analysis is the following deterministic continuity result for nodal volumes associated with vector-valued functions on the torus. Such a result generalizes the findings of [APP18], where the authors consider the case of real-valued functions. Here $E=C^{1}\left(\mathbb{T}^{d}, \mathbb{R}^{k}\right)$ denotes the set of $C^{1}$ real vector-valued functions on the $d$-dimensional torus $\mathbb{T}^{d}, Z_{K}\left(F_{n}\right)$ denotes the zeros of $F_{n}$ lying in a compact subset $K \subset \mathbb{T}^{d}$ and vol stands for the $(d-k)$-dimensional Hausdorff measure of $Z_{K}\left(F_{n}\right)$.

Theorem I.2.3. (see Theorem II.D.3) Let $\left(F_{n}\right)_{n \geq 1} \subset E$ and $F \in E$ be such that $F$ is non-degenerate on a compact $K \subset \mathbb{T}^{d}$ and $F_{n} \rightarrow F$ in the $C^{1}$ topology on $K$ as $n \rightarrow \infty$. Then, as $n \rightarrow \infty$,

$$
\operatorname{vol}\left(Z_{K}\left(F_{n}\right)\right) \rightarrow \operatorname{vol}\left(Z_{K}(F)\right)
$$

## Chapter III: Matrix-Hermite Polynomials and Random Determinants

In this chapter, we consider matrix-Hermite polynomials defined in terms of zonal polynomials, a collection of symmetric polynomials in the eigenvalues of the matrix variable. Matrix-Hermite polynomials, introduced in [Hay69], are indexed by partitions of integers and can be defined in a number of equivalent ways, one of them being for instance Rodrigues formula

$$
H_{\kappa}^{(\ell, n)}(X) \gamma^{(\ell, n)}(X)=4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} C_{\kappa}\left(\partial X \partial X^{T}\right) \gamma^{(\ell, n)}(X), \quad \kappa \vdash k
$$

where $\gamma^{(\ell, n)}$ indicates the Gaussian density of dimension $\ell \times n, C_{\kappa}$ denotes the zonal polynomial corresponding to the partition $\kappa$ and $\partial X$ is a matrix of differentials. Here we use the notation $\kappa \vdash k$ to indicate that $\kappa$ is a partition of an integer $k \geq 0$. By fruitfully exploiting the one-dimensional Rodrigues formula in (I.1.17) for classical Hermite polynomials, we can prove the following result, thus providing explicit formulae for the projection coefficients associated with the Wiener chaos expansion of random variables depending on the eigenvalues of $X X^{T}$. Here $\mu_{X}$ denotes the spectral measure of $X X^{T}$ associated with a Gaussian matrix $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$ and $L^{2}\left(\mu_{X}\right):=L^{2}\left(\Omega, \sigma\left(\mu_{X}\right), \mathbb{P}\right)$ indicates the closed subspace of $L^{2}(\mathbb{P})$ of those random variables that are measurable with respect to $\mu_{X}$. For a random variable $F$, we denote by the $\operatorname{proj}\left(F \mid C_{k}^{X}\right)$ the projection of $F$ on the $k$-th Wiener chaos associated with $X$.

Theorem I.2.4. (see Theorem III.3.2) For integers $1 \leq \ell \leq n$, let $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$ and write $\mathbf{X}=\operatorname{Vec}(X)$ for its vectorization. Then, for every integer $k \geq 0$ and every partition $\kappa \vdash k$, we have that $H_{\kappa}^{(\ell, n)}(X)$ is an element of the $2 k$-th Wiener chaos $C_{2 k}^{\mathbf{X}}$ associated with $\mathbf{X}$ and for every $F \in L^{2}\left(\mu_{X}\right)$,

$$
\operatorname{proj}\left(F \mid C_{2 k}^{\mathbf{X}}\right)=\sum_{\kappa \vdash k} \widehat{F}(\kappa) H_{\kappa}^{(\ell, n)}(X),
$$

where $\widehat{F}(\kappa)$ is given by

$$
\widehat{F}(\kappa):=\left(4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right)\right)^{-1} \int_{\mathbb{R}^{\ell \times n}} F(X) H_{\kappa}^{(\ell, n)}(X) \gamma^{(\ell, n)}(X)(d X)
$$

In particular, we have that $\operatorname{proj}\left(F \mid C_{2 k+1}^{\mathbf{X}}\right)=0$. Moreover, if $F(X)=f_{0}\left(X X^{T}\right)$ is a radial function, then

$$
\begin{equation*}
\widehat{F}(\kappa)=\frac{1}{2^{n \ell / 2} \Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{(-2)^{k}}{k!C_{\kappa}\left(\mathbf{I}_{\ell}\right)} \int_{\mathcal{P}_{\ell}(\mathbb{R})} f_{0}(R) L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} R\right) \operatorname{etr}\left(-2^{-1} R\right) \operatorname{det}(R)^{\frac{n-\ell-1}{2}} v(d R) \tag{I.2.1}
\end{equation*}
$$

where $\operatorname{etr}(A):=\exp (\operatorname{tr}(A)), L_{\kappa}^{(\gamma)}$ denotes the generalized Laguerre polynomial of order $\gamma>-1$ associated with the partition $\kappa$ and $v(d R)$ is the Lebesgue measure on the space of $\ell \times \ell$ positive definite matrices $\mathcal{P}_{\ell}(\mathbb{R})$.

Formula (I.2.1) is particularly useful when the integral in the R.H.S is explicitly computable and is based on the use of the instrinsic relation

$$
\gamma_{\kappa} \cdot L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(X X^{T}\right)=H_{\kappa}^{(\ell, n)}(\sqrt{2} X), \quad \gamma_{\kappa}:=(-2)^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1}
$$

linking matrix-variate Hermite polynomials and generalized Laguerre polynomials. In view of our applications dealing with certain geometric functionals of random fields, our particular interest of spectral random variables are random Gramian determinants of the type $\operatorname{det}\left(X X^{T}\right)^{1 / 2}$. Such a quantity notably appears in the Area/Co-Area formula (see Proposition I.1.11) for integral representations of geometric measures of level sets. In the following theorem, we provide explicit formulae for projection coefficients $\widehat{F}(\kappa ; \Sigma)$ associated with such radial determinants in the case where the rows of the underlying Gaussian matrix are i.i.d Gaussian vectors with covariance matrix $\Sigma$, and show that they admit a geometric interpretation in terms of intrinsic volumes.

Theorem I.2.5. (see Theorem III.3.6) For integers $1 \leq \ell \leq n$ and $\Sigma \in \mathbb{R}^{n \times n}$ positive-definite symmetric, let $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \Sigma\right)$. Then, for $F(X)=\operatorname{det}\left(X X^{T}\right)^{1 / 2}$, we have

$$
\widehat{F}(\kappa ; \Sigma)=\frac{(-2)^{k}}{\operatorname{det}(\Sigma)^{\ell k} k!}\left(\frac{n}{2}\right)_{\kappa} \sum_{s=0}^{k} \sum_{\sigma \vdash s}\binom{\kappa}{\sigma}(-1)^{s} \frac{\left(\frac{n+1}{2}\right)_{\sigma}}{\left(\frac{n}{2}\right)_{\sigma}} \cdot \frac{(n)_{\ell}}{(2 \pi)^{\ell / 2}}\binom{n}{\ell}^{-1} V_{\ell}\left(\mathcal{E}_{\Sigma}\right)
$$

where $V_{\ell}\left(\mathcal{E}_{\Sigma}\right)$ stand for the $\ell$-th intrinsic volume of the ellipsoid $\mathcal{E}_{\Sigma}$ associated with the covariance matrix $\Sigma$. In particular, for $\kappa=(0)$,

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{det}\left(X X^{T}\right)^{1 / 2}\right]=\frac{(n)_{\ell}}{(2 \pi)^{\ell / 2}}\binom{n}{\ell}^{-1} V_{\ell}\left(\mathcal{E}_{\Sigma}\right) \tag{I.2.2}
\end{equation*}
$$

We point out that formula (I.2.2) has been established by Kabluchko and Zaporozhets [ZK12]. Therefore, the content of Theorem I.2.5 can be seen as a generalization of their results to arbitrary projection coefficients associated with matrix-variate Hermite polynomials. As a by-product of such a result, we are able to establish the following new identity for computing intrinsic volumes of ellipsoids

$$
V_{\ell}\left(\mathcal{E}_{\Sigma}\right)=\binom{n}{\ell} \frac{\kappa_{n}}{\kappa_{n-\ell}} \operatorname{det}(\Sigma)^{-\ell / 2} \int_{O(n, \ell)} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2} \tilde{\mu}(d U), \quad 1 \leq \ell \leq n
$$

where $\kappa_{k}$ is the volume of the $k$-dimensional unit ball and the integration in the R.H.S is with respect to the Haar probability measure on the Stiefel manifold $O(n, \ell)$ of $\ell$-frames in $\mathbb{R}^{n}$.

In a second part of this chapter, we introduce a suitable collection of operators on matrix spaces via a generalized Mehler-type formula, whose definition is amenable to that of the classical Ornstein-Uhlenbeck semigroup on the real line,

$$
\begin{equation*}
O_{t ; A}^{(\ell, n)} f(X)=\mathbb{E}\left[\int_{O(n)} f\left(X H e^{-t A}+X_{0}\left(\mathbf{I}_{n}-e^{-2 t A}\right)^{1 / 2}\right) \tilde{\mu}(d H) \mid X\right], \quad t \geq 0 \tag{I.2.3}
\end{equation*}
$$

Here, the expectation is taken with respect to $X_{0} \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right), A \in \mathbb{R}^{n \times n}$ is a diagonal matrix with non-negative entries, $e^{t A}$ denotes the matrix exponential of $A$, and $\tilde{\mu}$ is the Haar probability measure on the orthogonal group $O(n)$. Such a relation is analogous to the classical Mehler's formula for the univariate Ornstein-Uhlenbeck semigroup $\left\{P_{t}: t \geq 0\right\}$ (see Proposition I.1.20). The following result characterizes the action of the operator $O_{t ; A}^{(\ell, n)}$ on the class of matrix-variate Hermite polynomials, showing in particular that, as for classical Hermite polynomials and the semigroup $P_{t}$, matrix-variate Hermite polynomials are eigenfunctions of $O_{t ; A}^{(\ell, n)}$. Let $\Pi(\ell, n)$ denote the class of matrix-variate functions that are right-invariant by rotations, that is, $f: \mathbb{R}^{\ell \times n} \rightarrow \mathbb{R}$ such that $f(X O)=f(X)$ for every orthogonal matrix $O \in O(n)$.

Theorem I.2.6. (see Theorem III.3.10) For every diagonal matrix $A=\operatorname{diag}\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n \times n}$ such that $a_{1}, \ldots, a_{n} \geq 0$, every integer $k \geq 0$ and every partition $\kappa \vdash k$, we have that

$$
\begin{equation*}
O_{t ; A}^{(\ell, n)} H_{\kappa}^{(\ell, n)}(X)=\frac{C_{K}\left(e^{-2 t A}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} H_{\kappa}^{(\ell, n)}(X) \tag{I.2.4}
\end{equation*}
$$

In particular, the family $\left\{O_{t ; A}^{(\ell, n)}: t \geq 0\right\}$ is a semigroup on the class $\Pi(\ell, n)$ if and only if $a_{1}=\ldots=a_{n}=$ a. More precisely, in this case, $O_{t ; A}^{(\ell, n)}$ coincides with $P_{a t}^{(\ell n)}$ on the class $\Pi(\ell, n)$.

Exploiting the above result and the generalized Mehler's formula in (I.2.3), allows us to prove the following extended orthogonality relation for matrix-variate Hermite polynomials.

Theorem I.2.7. (see Theorem III.3.12) Let $X, X_{0} \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$ be independent and $R$ be a deterministic matrix of dimension $n \times n$. Let $Y \stackrel{d}{=} X R+X_{0}\left(\mathbf{I}_{n}-R^{2}\right)^{1 / 2}$ in distribution. Then, for every integers $k, l \geq 0$ and every partitions $\kappa \vdash k, \sigma \vdash l$, we have

$$
\begin{equation*}
\mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}(Y)\right]=\mathbb{1}_{\kappa=\sigma} \cdot 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(R^{2}\right) \frac{C_{\kappa}\left(\mathbf{I}_{\ell}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} \tag{I.2.5}
\end{equation*}
$$

We finish this chapter by applying our results to the study of the total variation of multiple independent Arithmetic Random Waves $\mathbf{T}_{n}^{(\ell)}$ on the three-torus (as considered in Chapter II)

$$
\begin{equation*}
\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \int_{\mathbb{T}^{3}} \Phi\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z \tag{I.2.6}
\end{equation*}
$$

Here $\Phi(M):=\sqrt{\operatorname{det}\left(M M^{T}\right)}$ and $\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)$ denotes the normalized Jacobian matrix of $\mathbf{T}_{n}^{(\ell)}$. We characterize the asymptotic probabilistic behaviour of the random variable in (I.2.6) by providing its exact mean, an asymptotic law for its variance and subsequent second-order Gaussian fluctuations for the suitably normalized total variation $\widehat{\mathbf{V}}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)$.
Theorem I.2.8. (see Theorem III.3.17) Let the above notation prevail.
(i) (Expected total variation) For every $n \in S_{3}$, we have

$$
\mathbb{E}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)\right]=\left(\frac{E_{n}}{3}\right)^{\ell / 2} 2^{\ell / 2} \frac{\Gamma_{\ell}(2)}{\Gamma_{\ell}\left(\frac{3}{2}\right)}
$$

(ii) (Asymptotic variance) As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)\right]=\left(\frac{E_{n}}{3}\right)^{\ell} 2^{\ell} \frac{\Gamma_{\ell}(2)^{2}}{\Gamma_{\ell}\left(\frac{3}{2}\right)^{2}} \frac{\ell}{2 \mathcal{N}_{n}}\left(1+O\left(n^{-1 / 28+o(1)}\right)\right)
$$

(iii) (Central Limit Theorem) As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\widehat{\mathbf{V}}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right):=\frac{\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)-\mathbb{E}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)\right]}{\sqrt{\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)\right]}} \xrightarrow{d} \mathcal{N}(0,1)
$$

where $\xrightarrow{d}$ denotes convergence in distribution.
Our proof of Theorem I.2.8 is based on the expansion of the total variation in matrix-Hermite polynomials by means of Theorem I.2.4. In particular, we are able to prove that its high-energy behaviour is fully characterized by the fluctuations of its second chaotic projection, entailing the asymptotic Gaussianity.

## Chapter III: Weak convergence of Berry's nodal length process

In this chapter, we study the nodal length associated with zero sets of the two-dimensional Berry random wave $B_{E}$ with parameter $E>0$, that is, the unique stationary and isotropic Gaussian field verifying the equation $\Delta B_{E}+4 \pi^{2} E B_{E}=0$. Such a model was already studied in seminal works by Berry [Ber02, Ber77] and later by Nourdin, Peccati and Rossi [NPR19] and Peccati, Vidotto [PV20], confirming Berry's observations, see also [KW18, BCW17, CH20, DNPR20] for further works. In [NPR19] and [PV20], the authors prove one-dimensional Central Limit Theorems and multidimensional extensions for the nodal length restricted to planar domains, and in particular deduce that, in the high-energy limit, the normalized nodal length process

$$
X_{E}=\left\{X_{E}\left(t_{1}, t_{2}\right):=\sqrt{\frac{512 \pi}{\log E}}\left(\mathscr{L}_{E}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)-\mathbb{E}\left[\mathscr{L}_{E}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)\right]\right):\left(t_{1}, t_{2}\right) \in[0,1]^{2}\right\}
$$

(where $\mathscr{L}_{E}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)$ indicates the nodal length of $B_{E}$ restricted to the rectangle $\left.\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)$ converges in the sense of finite-dimensional distributions to a standard two-parameter Wiener sheet on $[0,1]^{2}$, thus suggesting a functional limit theorem for $X_{E}$. There are multiple motivations for studying such weak convergence result, typically giving access to a number of new limit theorems of semi-local type, involving for instance suprema of normalized nodal length processes, which provide global indicators for the discrepancy between the nodal length and its mean. The installment of a general functional limit theorem for $X_{E}$ was however not successful in [PV20], motivated by technical difficulties when dealing with second chaotic projections associated with $X_{E}$. The goal of this chapter is to overcome these difficulties by studying these components in detail. In the following theorem, we derive variance estimates and a multi-dimensional Central Limit Theorem for the second chaotic projections.

Theorem I.2.9. (see Theorem IV.1.4) For every $\mathbf{t}=\left(t_{1}, t_{2}\right) \in[0,1]^{2}$, we set $\mathcal{D}_{\mathbf{t}}:=\left[0, t_{1}\right] \times\left[0, t_{2}\right]$ with boundary $\partial \mathcal{D}_{\mathbf{t}}$ and let

$$
Y_{E}(\mathbf{t}):=\frac{\mathscr{L}_{E}[2]\left(\mathcal{D}_{\mathbf{t}}\right)}{\sqrt{\operatorname{Var}\left[\mathscr{L}_{E}[2]\left(\mathcal{D}_{\mathbf{t}}\right)\right]}}
$$

For every integer $d \geq 1$ and every collection of $\mathbf{t}_{1}, \ldots, \mathbf{t}_{d} \in[0,1]^{2}$, we have that, as $E \rightarrow \infty$

$$
\left(Y_{E}\left(\mathbf{t}_{1}\right), \ldots, Y_{E}\left(\mathbf{t}_{d}\right)\right) \xrightarrow{d} Z \sim \mathcal{N}_{d}(0, \Sigma)
$$

where $Z$ is a centred d-dimensional Gaussian vector with covariance matrix $\Sigma=\{\Sigma(i, j): i, j=1, \ldots, d\}$ given by the relation

$$
\Sigma(i, j)=\frac{\lambda\left(\partial \mathcal{D}_{\mathbf{t}_{i}}, \partial \mathcal{D}_{\mathbf{t}_{j}}\right)}{\sqrt{\lambda\left(\partial \mathcal{D}_{\mathbf{t}_{i}}, \partial \mathcal{D}_{\mathbf{t}_{i}}\right) \lambda\left(\partial \mathcal{D}_{\mathbf{t}_{j}}, \partial \mathcal{D}_{\mathbf{t}_{j}}\right)}}
$$

where $\lambda\left(\partial \mathcal{D}_{\mathbf{t}_{i}}, \partial \mathcal{D}_{\mathbf{t}_{j}}\right)$ denotes the signed length of $\partial \mathcal{D}_{\mathbf{t}_{i}} \cap \partial \mathcal{D}_{\mathbf{t}_{j}}$.
The proof of Theorem I.2.9 is based on a preliminary study of random variables taking the form (see Definition IV.1.17)

$$
\phi_{E}(C)=\frac{1}{8 \pi \sqrt{2 E}} \int_{C} B_{E}(x)\left\langle\nabla B_{E}(x), \mathrm{n}_{C}(x)\right\rangle d x
$$

where $C$ is a polygonal curve, $d x$ indicates one-dimensional Hausdorff measure on $C$ and $n_{C}$ denotes the unit normal vector to $C$ computed at $x$. Such a definition is motivated by the expression of the second chaotic projections associated with the nodal length. For such random variables, we derive the following result, yielding asymptotic dependence structures and subsequent second-order results.

Theorem I.2.10. (see Theorem IV.1.20 and Theorem IV.1.21) For polygonal curves $C_{1}$ and $C_{2}$, we have that, as $E \rightarrow \infty$,

$$
\operatorname{Cov}\left[\phi_{E}\left(C_{1}\right), \phi_{E}\left(C_{2}\right)\right]=\frac{\lambda\left(C_{1}, C_{2}\right)}{16 \pi^{2} \sqrt{E}}+o\left(\frac{1}{\sqrt{E}}\right),
$$

where $\lambda\left(C_{1}, C_{2}\right)$ denotes the signed length of the $C_{1} \cap C_{2}$. Furthermore, writing $\widetilde{\phi}_{E}\left(C_{1}\right):=4 \pi E^{1 / 4} \phi_{E}\left(C_{1}\right)$, we have that, for every integer $d \geq 1$ and every collection of polygonal curves $C_{1}, \ldots, C_{d}$

$$
\left(\widetilde{\phi}_{E}\left(C_{1}\right), \ldots, \widetilde{\phi}_{E}\left(C_{d}\right)\right) \xrightarrow{d} \mathcal{N}_{d}(0, \Sigma)
$$

where $\Sigma=\{\Sigma(i, j): i, j=1, \ldots, d\}$ is the $d \times d$ matrix defined by

$$
\Sigma(i, j):=\lambda\left(C_{i}, C_{j}\right), \quad i, j=1, \ldots, d
$$

In particular, specializing the findings of Theorem I.2.9 to the family of concentric squares $R_{t}:=$ $[1 / 2-t, 1 / 2-t]^{2}, 0<t<1 / 2$ centred at the point $(1 / 2,1 / 2)$, yields that the limit of $Y_{E}$ is a total disorder process, that is, a Gaussian process whose linear span contains an uncountable collection of i.i.d standard Gaussian random variables. Total disorder processes appear as the limiting object in a number of works dealing with Random Matrix Theory or Mathematical Physics, see for instance [Leb83, Wie02, DE01, HNY08, Sel92] for such a collection of works.
Corollary I.2.11. (see Corollary IV.1.5) The limiting process of $\left\{Y_{E}(\mathbf{t}): \mathbf{t} \in[0,1]^{2}\right\}$ is a total disorder process.

Combining the above results with a suitable tightness criterion by Davydov and Zitikis [DZ08] for proving weak convergence of processes on $[0,1]^{d}$ with some moment estimates for suprema of Gaussian fields, we are able to prove that the second chaotic projections of $X_{E}$ converge weakly to zero in the Skorohod space $\mathbf{D}_{2}=D\left([0,1]^{2}, \mathbb{R}\right)$.
Corollary I.2.12. (see Corollary IV.1.6) As $E \rightarrow \infty$, the process $\left\{X_{E}[2](\mathbf{t}): \mathbf{t} \in[0,1]^{2}\right\}$ converges weakly to zero in $\mathbf{D}_{2}$.

In view of the above results for second chaotic projections, in order to prove a weak convergence result, we study the higher-order projections associated with $X_{E}$. Based on a chaining argument inspired by works by Dehling, Taqqu [DT89] and Marinucci, Wigman [MW11] in the framework of empirical processes associated with certain underlying Gaussian fields and spherical harmonics on the sphere, we are able to prove a weak convergence result for a discretized version of the nodal length. More precisely, for an integer $K \geq 1$ and a partition of the unit square into squares of side length $2^{-K}$, we define the discretized nodal length by

$$
\mathscr{L}_{E}^{K}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right):=\mathscr{L}_{E}\left(\left[0, p_{i_{1, K}\left(t_{1}\right)}(K)\right] \times\left[0, p_{i_{2, K}\left(t_{2}\right)}(K)\right]\right)
$$

where $p_{i_{1, K}\left(t_{1}\right)}(K)$ and $p_{i_{2, K}\left(t_{2}\right)}(K)$ are the coordinates of the partition point which are closest to $t_{1}$ and $t_{2}$, respectively. We denote by $X_{E}^{K}$ its normalized version

$$
X_{E}^{K}(\mathbf{t})=\sqrt{\frac{512 \pi}{\log E}}\left(\mathscr{L}_{E}^{K}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)-\mathbb{E}\left[\mathscr{L}_{E}^{K}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)\right]\right)
$$

For the residue term formed by higher-order projections associated with $X_{E}^{K}$, we prove the uniform convergence result.

Theorem I.2.13. (see Theorem IV.1.8) Let $\{K(E): E>0\}$ be a numerical sequence such that $K(E) \rightarrow \infty$ and $K(E)=o\left((\log E)^{1 / 10}\right)$ as $E \rightarrow \infty$. Then, for every $\varepsilon>0$,

$$
\mathbb{P}\left\{\sup _{\mathbf{t} \in[0,1]^{2}}\left|R_{E}^{K(E)}(\mathbf{t})\right|>\varepsilon\right\} \rightarrow 0
$$

Combining Theorem I.2.13 with Corollary I.2.12 and the fact that the fourth chaotic projections of $X_{E}$ converge weakly to a standard Wiener sheet (thanks to the main findings of [PV20]), we deduce the following functional limit theorem in the high-energy regime for the discretized nodal length process.

Corollary I.2.14. (see Corollary IV.1.9) Let $\{K(E): E>0\}$ be a numerical sequence such that $K(E) \rightarrow$ $\infty$ and $K(E)=o\left((\log E)^{1 / 10}\right)$ as $E \rightarrow \infty$. Then, as $E \rightarrow \infty$, the normalized process $X_{E}^{K(E)}$ converges weakly to a standard Wiener sheet $\mathbf{W}$ on $[0,1]^{2}$ in $\mathbf{D}_{2}$.

The weak convergence result formulated above allows us to have access to a number of novel limit theorem, dealing for instance with suprema of discretized nodal length processes. The following statement gives an explicit expression for the asymptotic distribution function of the supremum over the boundary of the unit square of the discretized nodal length.

Corollary I.2.15. (see CorollaryIV.1.11) Let $\{K(E): E>0\}$ be a numerical sequence such that $K(E) \rightarrow$ $\infty$ and $K(E)=o\left((\log E)^{1 / 10}\right)$ as $E \rightarrow \infty$. Then, for every $z \in \mathbb{R}$, we have that, as $E \rightarrow \infty$,

$$
\mathbb{P}\left\{\sup _{\mathbf{t} \in \partial[0,1]^{2}}\left|X_{E}^{K(E)}(\mathbf{t})\right| \leq z\right\} \rightarrow \mathbb{P}\left\{\sup _{\mathbf{t} \in \partial[0,1]^{2}}|\mathbf{W}(\mathbf{t})| \leq z\right\}=1-3 \Phi(-z)+e^{4 z^{2}} \Phi(-3 z)
$$

where $\Phi(z):=\mathbb{P}\{N \leq z\}, N \sim \mathcal{N}(0,1)$.
Our difficulties to extend such a functional limit theorem from $X_{E}^{K(E)}$ to $X_{E}$ emerge in the planar chaining argument, presented in order to prove Theorem I.2.13, the essential difficulty being that the mean of the nodal length grows exponentially faster than the logarithmic normalization factor.

Furthermore, combining our results on the second Wiener chaos with a hypercontractivity argument on Wiener chaoses, allows us to deduce the following weak convergence result for the truncated nodal length process of increasing degree,

$$
X_{E}(\mathbf{t} ; N):=\sum_{q=1}^{N} X_{E}[2 q](\mathbf{t})
$$

Corollary I.2.16. (see Corollary IV.1.15) Let $N(E)=\log _{5}(\log E)$. Then, as $E \rightarrow \infty$, the process $\left\{X_{E}(\mathbf{t} ; N(E)): \mathbf{t} \in[0,1]^{2}\right\}$ converges weakly to a standard Wiener sheet $\mathbf{W}$ on $[0,1]^{2}$ in $\mathbf{D}_{2}$.

## Chapter V: Non-linear functionals of d-dimensional Berry's random fields

In this chapter, we consider the $d$-dimensional Berry Random Wave model and investigate the high-energy behaviour as $E \rightarrow \infty$ of non-linear random variables taking the form

$$
Z_{E}(d, q ; \mathcal{D}):=\int_{\mathcal{D}} H_{q}\left(B_{E}^{(d)}(x)\right) d x, \quad \mathcal{D} \subset \mathbb{R}^{d}
$$

where $q$ and $d$ are integers, $B_{E}^{(d)}$ stands for the Berry random field in $\mathbb{R}^{d}$, and $H_{q}$ is the $q$-th Hermite polynomial on the real line. Our motivation for studying such a type of random variables comes from the Wiener-Itô chaos expansion of geometric measures associated with level sets of the $B_{E}^{(d)}$. Indeed, the
random variables $Z_{E}(d, q ; \mathcal{D})$ appear as a typical element in the projection on the $q$-th Wiener chaos of these geometric measures. In Theorem I.2.17 below, we provide asymptotic variance estimates for the random variable $Z_{E}(d, q ; \mathcal{D})$, whenever $q$ and $d$ are elements of the set

$$
S:=\{(d, q): d \geq 2, q \geq 3\} \backslash\{(2,3),(3,3)\}
$$

Our reason for omitting certain pairs from the set $S$ above originates from some technical difficulties arising when trying to optimally bound the contribution of some residual terms and is addressed in Remark V.1.3.

Theorem I.2.17. (see Theorem V.1.1) Let $(d, q) \in S . I f(d, q)=(2,4)$, we have that, as $E \rightarrow \infty$,

$$
\operatorname{Var}\left[Z_{E}(d, q ; \mathcal{D})\right] \sim \frac{9}{\pi^{3}} \operatorname{vol}_{2}(\mathcal{D}) \frac{\log E}{E}
$$

whereas, if $(d, q) \neq(2,4)$, we have that, as $E \rightarrow \infty$

$$
\operatorname{Var}\left[Z_{E}(d, q ; \mathcal{D})\right] \sim \alpha(d ; q) \frac{1}{E^{d / 2}}
$$

where

$$
\begin{equation*}
\alpha(d ; q):=\operatorname{vol}_{d}(\mathcal{D}) q!d \kappa_{d}(2 \pi)^{-\frac{q}{2}(d-2)} \int_{0}^{\infty} d \psi J_{\frac{d-2}{2}}(2 \pi \psi)^{q} \psi^{(d-1)\left(1-\frac{q}{2}\right)+\frac{q}{2}} \tag{I.2.7}
\end{equation*}
$$

with $\kappa_{d}$ denoting the volume of the unit ball in $\mathbb{R}^{d}$ and $\operatorname{vol}_{d}(\mathcal{D})$ the $d$-dimensional volume of $\mathcal{D}$.
Our result shows that $(d, q)=(2,4)$ is the only pair of integers leading to logarithmic variance fluctuations, thus recovering the findings of Nourdin, Peccati and Rossi in [NPR19]. Furthermore, it becomes clear that, whenever $(d, q) \neq(2,4)$, the variance is always of lower order $E^{-d / 2}$. Such an observation is particularly interesting when $d \geq 3$ is fixed: indeed, in this case, our results conjecturally hint to the fact that the projections of the geometric measure of level sets associated with the $d$-dimensional Berry random wave model are all of same order, thus not resulting in a dominance principle as is observed for instance in dimension two and on the related model of Arithmetic Random Waves in dimensions two and three (see Chapter II). Our arguments for proving Theorem I.2.17 rely on the asymptotic study of moments of Bessel functions.

In view of Theorem I.2.17, we consider the normalized random variables $\widetilde{Z}_{E}(d, q ; \mathcal{D}):=$ $E^{d / 4} Z_{E}(d, q ; \mathcal{D})$ for $(d, q) \neq(2,4)$ and prove the following quantitative Central Limit Theorem in Kolmogorov, total variation and Wasserstein distance. Note that, in the statement below, the exponent $d-q \frac{d-1}{2}<0$, which implies the asymptotic Gaussianity.

Theorem I.2.18. (see Theorem V.1.2) Assume that $(d, q) \in S$ is such that $(d, q) \neq(2,4)$ and let $N \sim \mathcal{N}\left(0, \alpha(d ; q)^{2}\right)$, where $\alpha(d ; q)$ is as in (I.2.7). Then, for $\mathrm{U} \in\{\mathrm{Kol}, \mathrm{TV}, \mathrm{W}\}$, we have that

$$
d_{\mathrm{U}}\left(\widetilde{Z}_{E}(d, q ; \mathcal{D}), N\right) \leq c_{1}(\log E)^{3 / 2} \sqrt{E} d-q \frac{d-1}{2}
$$

where $c_{1}$ is some absolute constant that is independent of $E$. In particular, $\widetilde{Z}_{E}(d, q ; \mathcal{D})$ converges in distribution to $N$, as $E \rightarrow \infty$.

Our findings of this chapter are to be compared with the works [MR15, MW11], where the authors present the analog study for random spherical harmonics on the unit $d$-sphere. We finish this chapter with several comments on reduction principles on Wiener chaoses and argue how our findings might be useful for deducing variance estimates for the nodal length of the $d$-dimensional Berry random field.

## Chapter VI: Optimality of convergence rates in Gamma Approximations

The last chapter of this dissertation is generally speaking about characterizations of optimal convergence rates within Stein's method for Gamma approximations. More precisely, given a suitable probability metric $d$, a sequence of random variables $\left\{F_{n}: n \geq 1\right\}$ converging in law to some target random variable $F_{\infty}$, and a strictly positive numerical sequence $\{\phi(n): n \geq 1\}$ such that $d\left(F_{n}, F_{\infty}\right) \leq \phi(n)$, one is interested in knowing whether or not $\phi(n)$ is an optimal rate of convergence for the metric $d$. Conventionally, such an optimality is detected as soon as there are positive constants $0<c_{1}<c_{2}$ such that $c_{1} \phi(n) \leq$ $d\left(F_{n}, F_{\infty}\right) \leq c_{2} \phi(n)$ is verified for sufficiently large $n$ (see in particular Definition VI.1.4). Several works on optimality of convergence rates within Steins's method have been published in the literature, see for instance [NP09b, NP15, BBNP12, Cam13] for works around normal approximations and [AEK20] for Gamma approximations.

In this manuscript, we deal with the case where $F_{\infty}=G(v)$ is a centred Gamma random variable with parameter $v$ and $d$ is the Wasserstein distance, that is, $d_{\mathrm{W}}(F, G):=\sup \{|\mathbb{E}[h(F)]-\mathbb{E}[h(G)]|: h\}$, where the supremum is taken over the class of test functions that are Lipschitz continuous with constant less than one. Furthermore we assume that each $F_{n}=I_{2}\left(f_{n}\right)$ is an element of the second Wiener chaos associated with some isonormal Gaussian process, and is such that $\mathbb{E}\left[F_{n}^{2}\right]=2 v$ and $F_{n} \xrightarrow{d} G(v)$ as $n \rightarrow \infty$. Our methodological approach is to represent $F_{n}$ as the series converging both $\mathbb{P}$-almost surely and in $L^{2}(\mathbb{P})$

$$
\begin{equation*}
F_{n}=I_{2}\left(f_{n}\right)=\sum_{j=1}^{N\left(f_{n}\right)} \lambda_{j}\left(f_{n}\right) H_{2}\left(N_{j}\right) \tag{I.2.8}
\end{equation*}
$$

where $\lambda_{j}\left(f_{n}\right)$ are the eigenvalues of a certain Hilbert-Schmidt operator associated with the kernel $f_{n}$, $N\left(f_{n}\right)$ denotes its rank and $\left(N_{j}: j \geq 1\right)$ is a sequence of i.i.d standard Gaussian random variables. As usual, $H_{2}(x)=x^{2}-1$ stands for the second Hermite polynomial. Following the route of Nourdin and Peccati in [NP09b], our strategy consists in characterizing the joint convergence of the bivariate vector $\left(F_{n}, F_{n}^{(\nu)}\right)$, where

$$
F_{n}^{(v)}=\frac{2\left(F_{n}+v\right)-\left\langle D F_{n},-D L^{-1} F_{n}\right\rangle_{H}}{\phi_{v}(n)}, \quad \phi_{v}(n):=\sqrt{\mathbb{E}\left[\left(2\left(F_{n}+v\right)-\left\langle D F_{n},-D L^{-1} F_{n}\right\rangle_{H}\right)^{2}\right]},
$$

and where $D$ and $L^{-1}$ indicate the Malliavin derivative and the pseudo-inverse of the generator of the Ornstein-Uhlenbeck semigroup, respectively. It is not difficult to prove that, whenever $F_{n}=I_{2}\left(f_{n}\right)$ then $F_{n}^{(\nu)}$ is also an element of the second Wiener chaos (see Proposition VI.2.2). Moreover, if $F_{n}=$ $I_{2}\left(f_{n}\right) \xrightarrow{d} G(v)$, we necessarily have that $v$ is an integer, and it holds that $\lambda_{j}\left(f_{n}\right) \rightarrow 1$ for $j=1, \ldots, v$ and $\lambda_{j}\left(f_{n}\right) \rightarrow 0$ for $j \geq v+1$, as $n \rightarrow \infty$ (see Proposition VI.2.11). The starting point of our analysis is the Stein bound in Wasserstein distance $d_{\mathrm{W}}\left(F_{n}, G(v)\right) \leq \max (1,2 / v) \phi_{\nu}(n)$ derived by Döbler and Peccati in [DP18]. Our main result is a partial characterization of the probabilistic fluctuations of the random variable $F_{n}^{(\nu)}$ above in the two cases where the rank $N\left(f_{n}\right)$ in (I.2.8) is finite or infinite, and can be compactly formulated as follows. Here, for numerical sequences $\left(a_{n}\right)$, $\left(b_{n}\right)$, we write $a_{n} \asymp b_{n}$ if $0<\lim \inf _{n \rightarrow \infty}\left|a_{n} / b_{n}\right| \leq \lim \sup _{n \rightarrow \infty}\left|a_{n} / b_{n}\right|<\infty$.

Theorem I.2.19. (see Theorem VI.2.5 and Theorem VI.2.6) Let the above framework prevail and define the sequences

$$
\omega(n):=\max \left\{\left|\lambda_{n, j}-1\right|: j=1, \ldots, v\right\}, \quad \vartheta(n):=\sum_{j=v+1}^{N} \lambda_{n, j}^{2} .
$$

(i) Assume $N\left(f_{n}\right)=N<\infty$ for every $n \geq 1$. Then there exist real numbers $\left\{\ell_{j}: j=1, \ldots, N\right\}$ such that $\sum_{j=1}^{v} \ell_{j}=0$ and $F_{n}^{(v)} \xrightarrow{d} \sum_{j=1}^{N} \ell_{j} H_{2}\left(N_{j}\right)$, as $n \rightarrow \infty$.
(ii) Assume $N\left(f_{n}\right) \rightarrow \infty$ and $\vartheta(n) \asymp \omega(n)$ as $n \rightarrow \infty$. Then, $F_{n}^{(v)} \xrightarrow{d} N_{0}$, where $N_{0}$ is a standard Gaussian random variable that is independent of $\left(N_{j}: j \geq 1\right)$.

We remark that part (ii) of the above statement, does not include the case where $\vartheta(n)=o(\omega(n))$. Preliminary computations show that in this case, the limiting distribution of $F_{n}^{(\nu)}$ is non Gaussian. We refer the reader to Remark VI.2.7 for more details on this.

By suitably applying the integration by part formula on a Gaussian space, our conclusions derived in the above theorem are sufficient to deduce the following corollary, showing in particular that the sequence $\left\{\phi_{v}(n): n \geq 1\right\}$ provides non-strongly optimal rates of convergence (see Definition VI.1.4). For an integer $v>0$, we define the subclass $\Sigma(v)$ of the second Wiener chaos to be the collection of all sequences $\left\{F_{n}=I_{2}\left(f_{n}\right), n \geq 1\right\}$ such that $\operatorname{Var}\left[F_{n}\right]=2 v$ for every $n \geq 1, F_{n} \xrightarrow{d} G(v)$ and verifying the conditions and (i) $N\left(f_{n}\right)=N<\infty$ for some $N \in \mathbb{N}$ or (ii) $N\left(f_{n}\right) \rightarrow \infty$ and $\vartheta(n) \asymp \omega(n)$ as $n \rightarrow \infty$.

Corollary I.2.20. (see Corolloray VI.2.8) Let the above setting prevail. Then, for every $\left\{F_{n}: n \geq 1\right\} \in$ $\Sigma(v)$ and every $h \in \operatorname{Lip}(1)$, we have that, as $n \rightarrow \infty$

$$
\frac{\mathbb{E}\left[h\left(F_{n}\right)\right]-\mathbb{E}[h(G(v))]}{\phi_{v}(n)} \rightarrow 0
$$

Whether such a phenomenon continues to hold on every fixed Wiener chaos of order greater than two is a natural question. We refer the reader to Conjecture VI.2.10 and the subsequent Section VI.2.1 for further considerations towards a more general result. A preliminary specific example on the fourth Wiener chaos, in which we detect the same phenomenon, is exposed in Section VI.2.3.

## Chapter II

## Fluctuations of nodal sets on the three-torus and abstract cancellation phenomena

In 2017, Benatar and Maffucci [BM19] established an asymptotic law for the variance of the nodal surface of arithmetic random waves on the 3-torus in the high-energy limit. In a subsequent work, Cammarota [Cam19] proved a universal non-Gaussian limit theorem for the nodal surface. In this chapter, we study the nodal intersection length and the number of nodal intersection points associated, respectively, with two and three independent arithmetic random waves of same frequency on the 3-torus. For these quantities, we compute their expected value, asymptotic variance as well as their limiting distribution. Our results are based on Wiener-Itô expansions for the volume and naturally complement the findings of Cammarota [Cam19]. At the core of our analysis lies an abstract cancellation phenomenon applicable to the study of level sets of arbitrary Gaussian random fields, that we believe has independent interest.

## II. 1 Introduction

## II.1.1 Overview

The present chapter deals with the high-energy behaviour of the nodal set associated with arithmetic random waves (ARW) on the 3-torus, $\mathbb{T}^{3}$. ARWs (first introduced in [ORW08, RW08] for tori of arbitrary dimension) are Gaussian stationary eigenfunctions of the Laplace operator on the torus. In recent years, such a model has been intensively studied, in the framework of a more general program, focussing on the high-energy behaviour of local and non-local functionals of random Laplace eigenfunctions on generic manifolds (see e.g. [CS19, SW19, Roz17, WY19, KKW13, RW08, GW17, MPRW16, DNPR19, Tod20, Tod19, PV20, DEL21]).

Our specific aim is to extend the findings of Benatar and Maffucci [BM19], that first provided an exact asymptotic variance for the nodal surface area of the nodal set of ARW on $\mathbb{T}^{3}$, and Cammarota [Cam19], that subsequently derived the limiting distribution of the normalized nodal surface area. More precisely, our goal is to study the high-energy behaviour of two further geometric quantities associated with vectors of ARWs, namely: (i) the nodal length of so-called dislocation lines of ARWs (see e.g. [Den01]), obtained when intersecting the zero sets of two independent ARWs with the same eigenvalue and (ii) the number of intersection points obtained when intersecting the zero sets of three independent ARWs with the same eigenvalue. For both quantities, we provide the exact expected value, precise variance asymptotics and second-order limit results. Our findings recover and extend the work of [Cam19]. Such a contribution
is located in a series of works exploiting Wiener chaos techniques for deriving limit results of geometric functionals associated with Gaussian fields (see e.g. [CMW16b, CMW16a, EL16, DNPR19, MPRW16, NPR19, Cam19, DEL21]). Our main source of arithmetic results, serving as building blocks for the nodal variance asymptotics, is [BM19].

An important contribution of our analysis is a detailed study of the Wiener-Itô chaos expansion associated with non-linear geometric functionals of (possibly multi-dimensional) Gaussian fields admitting an integral representation in terms of generalized Jacobians (see Appendix II.A). In particular, our findings of Section II.2.1 provide a full description of a general cancellation phenomenon that (i) explains all exact cancellations for the nodal length of Gaussian Laplace eigenfunctions on manifolds without boundary encountered so far (see e.g. [DNPR19, MRW20, MPRW16, Cam19]); (ii) contains as special cases the projection formulae (see also Appendix II.B) for nodal length and number of phase singularities of Berry's Random Wave model (see [NPR19]).

Notation. Throughout this chapter, every random object is defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. We denote by $\mathbb{E}[\cdot]$ and $\operatorname{Var}[\cdot]$ the mathematical expectation and the variance with respect to $\mathbb{P}$, respectively. Also, $\gamma(x):=(2 \pi)^{-1 / 2} e^{-x^{2} / 2}$ denotes the standard Gaussian probability density on the real line.

For sequences $\left\{A_{n}: n \geq 1\right\},\left\{B_{n}: n \geq 1\right\}$, we will use the notation $A_{n} \ll B_{n}$ or $A_{n}=O\left(B_{n}\right)$ to indicate that $\left|A_{n}\right| \leq C\left|B_{n}\right|$ for some absolute constant $C$. We write $A_{n}=o\left(B_{n}\right)$ whenever $A_{n} / B_{n} \rightarrow 0$ as $n \rightarrow \infty$. Also, we write $A_{n} \sim B_{n}$ whenever $A_{n} / B_{n} \rightarrow 1$ as $n \rightarrow \infty$. For random variables, the symbols $\stackrel{d}{=}$ and $\xrightarrow{d}$ denote equality and convergence in distribution, respectively.

For an integer $n \geq 1$, we write $[n]:=\{1, \ldots, n\}$. For $n \geq 0$, we denote by $\mathbf{I}_{n}$ the $n$-dimensional identity matrix with the convention that $\mathbf{I}_{0}:=0 \in \mathbb{R}$. For $A \in \mathcal{M}_{p \times q}(\mathbb{R})$ and $B \in \mathcal{M}_{p^{\prime} \times q^{\prime}}(\mathbb{R})$, we write

$$
A \oplus B:=\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right) \in \mathcal{M}_{\left(p+p^{\prime}\right) \times\left(q+q^{\prime}\right)}(\mathbb{R})
$$

for the direct sum of $A$ and $B$ with the convention $A \oplus \mathbf{I}_{0}:=A$ for every $A \in \mathcal{M}_{p \times q}(\mathbb{R})$.

## II.1.2 Models of ARW and relevant existing results

Let $(M, g)$ be a smooth compact Riemannian manifold and let $\Delta$ be the associated Laplace-Beltrami operator. The spectrum of $\Delta$ is purely discrete, that is: (i) there exists a non-decreasing sequence $\left\{\lambda_{j}: j \geq 0\right\}$ of non-negative eigenvalues of $-\Delta$, customarily called the energy levels of $M$, and (ii) the associated eigenfunctions $\left\{f_{j}: j \geq 0\right\}$, satisfying

$$
\begin{equation*}
\Delta f_{j}+\lambda_{j} f_{j}=0, \quad j \geq 0 \tag{II.1.1}
\end{equation*}
$$

form an $L^{2}(M)$-orthonormal system. The nodal set of $f_{j}$ is its zero set $f_{j}^{-1}(\{0\})$. In [Che76] it is shown that, except on a closed set of lower dimension, $f_{j}^{-1}(\{0\}) \subset M$ is a submanifold of codimension one. Of particular interest are quantities associated with the nodal set of $f_{j}$, such as the nodal volume, in the high-energy regime, that is, as $\lambda_{j} \rightarrow \infty$. Yau's conjecture [Yau82, Yau93] asserts that there exist constants $c_{M}, C_{M}>0$, uniquely depending on $M$, such that

$$
c_{M} \sqrt{\lambda_{j}} \leq \operatorname{vol}\left(f_{j}^{-1}(\{0\})\right) \leq C_{M} \sqrt{\lambda_{j}}
$$

with $\operatorname{vol}(\cdot)$ denoting the volume measure on $M$. This conjecture was proven for real-analytic manifolds $M$ in [DF88], whereas the lower bound is a result by [Log18] in the more general case where $M$ is smooth.

Arithmetic random waves on $\mathbb{T}^{d}$. Let us specialize the above framework to the setting of the $d$ dimensional torus. Let $d \geq 1$ be an integer, let $M=\mathbb{T}^{d}=\mathbb{R}^{d} / \mathbb{Z}^{d}=[0,1]^{d} / \sim$ denote the $d$-dimensional flat torus, and let $\Delta$ be the Laplace-Beltrami operator on it. One is interested in quantities associated with the nodal sets of real-valued random eigenfunctions of $\Delta$, i.e. random solutions $f: \mathbb{T}^{d} \rightarrow \mathbb{R}$ of (II.1.1) for some appropriate $\lambda_{j}$. It is a known fact that the eigenvalues of $-\Delta$ are positive real numbers of the form $E=E_{n}=4 \pi^{2} n$, where $n \in S_{d}$, with

$$
S_{d}:=\left\{m \geq 1: \exists\left(m_{1}, \ldots, m_{d}\right) \in \mathbb{Z}^{d}, m=m_{1}^{2}+\ldots+m_{d}^{2}\right\}
$$

that is, $n$ is an integer expressible as a sum of $d$ integer squares. For $n \in S_{d}$, we introduce the set of frequencies

$$
\Lambda_{n}:=\left\{\lambda=\left(\lambda_{1}, \ldots, \lambda_{d}\right) \in \mathbb{Z}^{d}: \lambda_{1}^{2}+\ldots+\lambda_{d}^{2}=n\right\}
$$

and write $\operatorname{card}\left(\Lambda_{n}\right)=: \mathcal{N}_{n}$ (card denoting the cardinality; note that we do not mark the dependency on $d$ ) to indicate the number of ways in which $n$ can be represented as a sum of $d$ integer squares. An $L^{2}\left(\mathbb{T}^{d}\right)$-orthonormal system for the eigenspace $\mathscr{E}\left(E_{n}\right)$ associated with $E_{n}$ is given by the complex exponentials

$$
\left\{e_{\lambda}(\cdot):=\exp (2 \pi i\langle\lambda, \cdot\rangle): \lambda \in \Lambda_{n}\right\},
$$

so that $\operatorname{dim} \mathscr{E}\left(E_{n}\right)=\operatorname{card}\left(\Lambda_{n}\right)=\mathcal{N}_{n}$. For $n \in S_{d}$, the arithmetic random wave of order $n$, denoted by $T_{n}$, is defined as the following random linear combination of complex exponentials

$$
T_{n}(x)=\frac{1}{\sqrt{\mathcal{N}_{n}}} \sum_{\lambda \in \Lambda_{n}} a_{\lambda} e_{\lambda}(x), \quad x \in \mathbb{T}^{3}
$$

where the coefficients $\left\{a_{\lambda}: \lambda \in \Lambda_{n}\right\}$ are complex $\mathcal{N}(0,1)$-distributed ${ }^{1}$ and independent except for the relation $a_{\lambda}=\overline{a_{-\lambda}}$, which makes $T_{n}$ real-valued. It is easily seen that the law of $T_{n}$ is uniquely characterized by the property of being a centred Gaussian field on $\mathbb{T}^{d}$ with covariance function

$$
\begin{equation*}
r_{n}(x, y):=\mathbb{E}\left[T_{n}(x) \cdot T_{n}(y)\right]=\frac{1}{\mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} e_{\lambda}(x-y)=: r_{n}(x-y) . \tag{II.1.2}
\end{equation*}
$$

The function $r_{n}$ depends only on the difference of the arguments, meaning that the field $\left\{T_{n}(x): x \in \mathbb{T}^{d}\right\}$ is stationary. Note that the normalization factor $\mathcal{N}_{n}^{-1 / 2}$ in the definition of $T_{n}(x)$ does not change the zero set of $T_{n}$, and appears purely for computational reasons; indeed, it implies that $r_{n}(0)=1$, that is: for every $x \in \mathbb{T}^{3}$, the variance of $T_{n}(x)$ is equal to 1 .

Equidistribution of lattice points on $\mathbb{S}^{d-1}$. The set of frequencies $\Lambda_{n}$ induces a probability measure on the unit sphere $\mathbb{S}^{d-1} \subset \mathbb{R}^{d}$, given by

$$
\mu_{n, d}:=\frac{1}{\mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} \delta_{\lambda / \sqrt{n}},
$$

where $\delta_{\lambda / \sqrt{n}}$ denotes the Dirac mass at $\lambda / \sqrt{n}$. Since the measure $\mu_{n, d}$ is compactly supported, it is determined by its Fourier coefficients

$$
\widehat{\mu_{n, d}}(k):=\int_{\mathbb{S}^{d-1}} z^{-k} \mu_{n, d}(d z), \quad k \in \mathbb{Z} .
$$

[^12]Up to rescaling its argument, the measure $\mu_{n, d}$ is the spectral measure of the Gaussian field $\left\{T_{n}(x): x \in \mathbb{T}^{d}\right\}$, as can be seen by rewriting (II.1.2) as

$$
r_{n}(x-y)=\int_{\mathbb{S}^{d-1}} \exp (2 \pi i\langle\sqrt{n} \xi, x-y\rangle) \mu_{n, d}(d \xi)
$$

The problem of angular distribution of the lattice points in dimension $d$ has been investigated by Linnik [Lin68]. A notable difference arises when comparing dimensions $d=2$ and $d=3$ : indeed, it is known that there exists a density-1 subsequence $\left\{n_{j}: j \geq 1\right\} \subset S_{2}$ such that $\mu_{n_{j}, 2}$ converges weakly to the uniform distribution on the unit circle as $\mathcal{N}_{n_{j}} \rightarrow \infty$ [EH99], but there are infinitely many other weak limits of $\left\{\mu_{n, 2}: n \in S_{2}\right\}$; such limits are referred to as attainable measures [KW17]. Instead, when $d=3$, subject to the condition $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$, the probability measures $\left\{\mu_{n, 3}: n \in S_{3}\right\}$ converge weakly to the uniform probability measure on $\mathbb{S}^{2}$ [Duk88], implying asymptotic equidistribution [DSP90]. In this context, the arithmetic condition $n \not \equiv 0,4,7(\bmod 8)$ arises naturally from the result by Gauss and Legendre asserting that $n \in S_{3}$ if and only if $n$ is not of the form $4^{a}(8 b+7)$ (see e.g. [Gro85]).

Previous work on this model. ARWs on the $d$-dimensional torus have been introduced in [ORW08], where the authors consider the Leray measure of the nodal set of ARWs and study its asymptotic variance. A quantitative Central Limit Theorem for the Leray measure on the two-dimensional torus (in the highfrequency limit) is provided in [PR18]. In [RW08], the authors take interest in the ( $d-1$ )-dimensional nodal volume of ARWs. Denoting by $Z_{n}$ the zero set of $T_{n}$ and $\mathcal{V}_{n}:=\mathcal{H}_{d-1}\left(Z_{n}\right)$ its $(d-1)$-dimensional Hausdorff measure, the expected nodal volume is shown to be a constant multiple of the square root of the energy level, that is, $\mathbb{E}\left[\mathcal{V}_{n}\right]=C_{d} \sqrt{E_{n}}$, where $C_{d}$ is an explicit constant depending only on the dimension, which is in particular consistent with Yau's conjecture. Concerning the variance of the nodal volume, the authors derive the asymptotic upper bound

$$
\operatorname{Var}\left[\mathcal{V}_{n}\right] \ll \frac{E_{n}}{\sqrt{\mathcal{N}_{n}}}, \quad \mathcal{N}_{n} \rightarrow \infty
$$

and conjecture the stronger bound $\ll E_{n} / \mathcal{N}_{n}$ to hold.
Recent developments on the two and three-dimensional torus concerning exact asymptotic laws for variances and subsequent second-order results for fluctuations of quantities associated with the nodal set of Laplacian eigenfunctions have gained great attention in the literature. We will now briefly discuss these works.

Work on the two-dimensional torus. In [KKW13], for any probability measure $\mu$ on the circle, the authors define

$$
c(\mu):=\frac{1+\hat{\mu}(4)^{2}}{512}
$$

and derive a precise asymptotic law for the variance of the nodal length $\mathcal{L}_{n}$ of ARW, namely

$$
\begin{equation*}
\operatorname{Var}\left[\mathcal{L}_{n}\right] \sim c\left(\mu_{n, 2}\right) \cdot \frac{E_{n}}{\mathcal{N}_{n}^{2}}, \quad \mathcal{N}_{n} \rightarrow \infty \tag{II.1.3}
\end{equation*}
$$

This suggests that, if $\left\{n_{j}: j \geq 1\right\} \subset S_{2}$ is a subsequence such that $\mu_{n_{j}, 2}$ converges weakly to some symmetric probability measure $\mu$ on $\mathbb{S}^{1}$, then $c\left(\mu_{n_{j}, 2}\right) \rightarrow c(\mu)$ as $\mathcal{N}_{n_{j}} \rightarrow \infty$ and hence

$$
\begin{equation*}
\operatorname{Var}\left[\mathcal{L}_{n_{j}}\right] \sim c(\mu) \cdot \frac{E_{n_{j}}}{\mathcal{N}_{n_{j}}^{2}}, \quad \mathcal{N}_{n_{j}} \rightarrow \infty \tag{II.1.4}
\end{equation*}
$$

yielding an asymptotic variance estimate with non-fluctuating order of magnitude. In particular, the order of magnitude of the variance is $E_{n} / \mathcal{N}_{n}^{2}$, which significantly improves the previously conjectured bound $E_{n} / \mathcal{N}_{n}$ in [RW08]. Such a lower order of magnitude is known as Berry's arithmetic cancellation phenomenon, which follows from the exact vanishing of the second-order projection of the Wiener-Itô expansion of the nodal length, as pointed out in [MPRW16]; such a cancellation phenomenon is not observed when dealing with non-zero level sets, in which case the variance would be commensurate to $E_{n} / \mathcal{N}_{n}$. The asymptotic estimate in (II.1.4) depends on the angular distribution of the lattice points, and is therefore referred to as a non-universal result. Second-order results of the normalized nodal length were addressed in [MPRW16], where the authors show that for a subsequence $\left\{n_{j}: j \geq 1\right\} \subset S_{2}$ such that $\left|\widehat{\mu_{n_{j}, 2}}(4)\right| \rightarrow \eta$, for some $\eta \in[0,1]$ and $\mathcal{N}_{n_{j}} \rightarrow \infty$,

$$
\frac{\mathcal{L}_{n_{j}}-\mathbb{E}\left[\mathcal{L}_{n_{j}}\right]}{\sqrt{\operatorname{Var}\left[\mathcal{L}_{n_{j}}\right]}} \stackrel{d}{\rightarrow} \frac{1}{2 \sqrt{1+\eta^{2}}}\left(2-(1+\eta) X_{1}^{2}+(1-\eta) X_{2}^{2}\right)
$$

where $\left(X_{1}, X_{2}\right)$ is a standard Gaussian vector in dimension two. In particular, this shows that the limiting probability distribution of the normalized nodal length is parametrised by $\eta \in[0,1]$, which depends on the high-energy behaviour of the spectral measures $\mu_{n, 2}$ via the fourth Fourier coefficient. This fact emphasizes that, similarly to the asymptotic law for the variance, the limiting distribution of the normalized length is also non-universal. It is easily checked that the above limiting distributions are different for distinct values of $\eta$ and non-Gaussian. A quantitative version of this limit theorem is proven in [PR18].

Phase singularities of complex ARWs on the 2-torus have been investigated in [DNPR 19]; there, the authors consider the number of intersection points of the nodal sets of two independent ARWs of same energy level. More precisely, if $T_{n}$ and $T_{n}^{\prime}$ denote two independent ARWs associated with eigenvalue $E_{n}$ and $I_{n}:=\operatorname{card}\left(T_{n}^{-1}(\{0\}) \cap T_{n}^{\prime-1}(\{0\})\right)$, the authors establish the following non-universal asymptotic law for the variance: as $\mathcal{N}_{n} \rightarrow \infty$,

$$
\operatorname{Var}\left[I_{n}\right] \sim c\left(\mu_{n, 2}\right) \cdot \frac{E_{n}^{2}}{\mathcal{N}_{n}^{2}}, \quad c\left(\mu_{n, 2}\right):=\frac{3 \widehat{\mu_{n, 2}}(4)^{2}+5}{128 \pi^{2}}
$$

Similar to the asymptotic variance of the nodal length, the variance of $I_{n}$ fluctuates due to the fact that lattice points are not necessarily asymptotically equidistributed. The following distributional limit result is also provided: for $\left\{n_{j}: j \geq 1\right\} \subset S_{2}$ such that $\left|\widehat{\mu_{n_{j}, 2}}(4)\right| \rightarrow \eta$, for some $\eta \in[0,1]$ and $\mathcal{N}_{n_{j}} \rightarrow \infty$,

$$
\frac{I_{n_{j}}-\mathbb{E}\left[I_{n_{j}}\right]}{\sqrt{\operatorname{Var}\left[I_{n_{j}}\right]}} \stackrel{d}{\rightarrow} \frac{1}{2 \sqrt{10+6 \eta^{2}}}\left(\frac{1+\eta}{2} A+\frac{1-\eta}{2} B-2(C-2)\right)
$$

where $A, B, C$ are independent random variables such that $A \stackrel{d}{=} B \stackrel{d}{=} 2 X_{1}^{2}+2 X_{2}^{2}-4 X_{3}^{2}$ and $C \stackrel{d}{=} X_{1}^{2}+X_{2}^{2}$, and ( $X_{1}, X_{2}, X_{3}$ ) is a standard Gaussian vector in dimension three.

Related works on the two-dimensional torus include the study of the volume of the nodal set intersected with a fixed reference curve [RW18], or line segment [Maf17]. In [BMW20], the authors restrict the nodal length of ARWs to shrinking balls and prove that the restricted nodal length is asymptotically fully correlated with the total nodal length. In [GW17], Granville and Wigman study the small scale distribution of the $L^{2}$-mass of Laplacian eigenfunctions. Finally, in the recent work [CMR20] the authors investigate the probabilistic fluctuations of Lipschitz-Killing curvatures in the high-frequency regime.
Work on the three-dimensional torus. Statements on the three-dimensional torus include the arithmetic relation $n \not \equiv 0,4,7(\bmod 8)$ and, unlike the two-dimensional case, they do not rely on the spectral
measures $\left\{\mu_{n, 3}: n \in S_{3}\right\}$ due to equidistribution of lattice points on the unit two-sphere. The existing literature in $d=3$ considers the nodal set $Z_{n}$ of $T_{n}$ and its two-dimensional Hausdorff measure $\mathcal{A}_{n}:=$ $\mathcal{H}_{2}\left(Z_{n}\right)$, that is the nodal surface of $Z_{n}$. In [BM19], an exact asymptotic law for the variance is provided, namely as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\begin{equation*}
\operatorname{Var}\left[\mathcal{A}_{n}\right]=\frac{n}{\mathcal{N}_{n}^{2}}\left(\frac{32}{375}+O\left(n^{-1 / 28+o(1)}\right)\right) \tag{II.1.5}
\end{equation*}
$$

Similarly to the two-dimensional case, the order of magnitude of the variance is commensurate to $E_{n} / \mathcal{N}_{n}^{2}$, which originates from the cancellation of the second chaotic projection in the Wiener chaos expansion of the nodal surface. As a consequence of the asymptotic equidistribution of lattice points on $\mathbb{S}^{2}$, the leading coefficient in front of $n / \mathcal{N}_{n}^{2}$ in (II.1.5) does not fluctuate. The limiting distribution of the normalized nodal surface was investigated in [Cam19], where the following non-Gaussian, universal result was derived: as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\frac{\mathcal{A}_{n}-\mathbb{E}\left[\mathcal{A}_{n}\right]}{\sqrt{\operatorname{Var}\left[\mathcal{A}_{n}\right]}} \xrightarrow{d} \frac{1}{\sqrt{10}} \cdot\left(5-\chi^{2}(5)\right)
$$

where $\chi^{2}(5)$ denotes a chi-squared random variable with 5 degrees of freedom. This distributional limit result is analogous to the case $d=2$ in the sense that the limiting distribution is a linear combination of independent chi-squared random variables, but does not involve any non-universality phenomenon.

Results on the intersection of nodal sets against a surface can be found in [RWY16, RW16], see also [Maf20] for a study of the intersection length obtained when intersecting nodal sets of ARWs with planes.

## II.1.3 Our main results

Let $T_{n}$ be an arithmetic random wave on $\mathbb{T}^{3}$ and $T_{n}^{(1)}, T_{n}^{(2)}, T_{n}^{(3)}$ be i.i.d. copies of $T_{n}$. Fix $\ell \in$ [3] and consider the centred $\ell$-dimensional Gaussian field

$$
\begin{equation*}
\mathbf{T}_{n}^{(\ell)}:=\left\{\mathbf{T}_{n}^{(\ell)}(x):=\left(T_{n}^{(1)}(x), \ldots, T_{n}^{(\ell)}(x)\right): x \in \mathbb{T}^{3}\right\} \tag{II.1.6}
\end{equation*}
$$

to which we associate the quantity

$$
\begin{equation*}
L_{n}^{(\ell)}\left(u^{(\ell)}\right):=\mathcal{H}_{3-\ell}\left(\bigcap_{i=1}^{\ell}\left(T_{n}^{(i)}\right)^{-1}\left(\left\{u_{i}\right\}\right)\right), \quad u^{(\ell)}=\left(u_{1}, \ldots, u_{\ell}\right) \in \mathbb{R}^{\ell} \tag{II.1.7}
\end{equation*}
$$

where, for a $k$-dimensional measurable domain $A \subset \mathbb{T}^{3}, \mathcal{H}_{k}(A)$ denotes the $k$-dimensional Haussdorff measure of $A$, that is $\left(\mathcal{H}_{2}, \mathcal{H}_{1}, \mathcal{H}_{0}\right)=$ (area, length, card). Whe denote the normalized volume by

$$
\widetilde{L_{n}^{(\ell)}}\left(u^{(\ell)}\right):=\frac{L_{n}^{(\ell)}\left(u^{(\ell)}\right)-\mathbb{E}\left[L_{n}^{(\ell)}\left(u^{(\ell)}\right)\right]}{\sqrt{\operatorname{Var}\left[L_{n}^{(\ell)}\left(u^{(\ell)}\right)\right]}}
$$

The main object of study in this chapter is the nodal volume, obtained when setting $u^{(\ell)}=0 \in \mathbb{R}^{\ell}$; we will simply write $L_{n}^{(\ell)}:=L_{n}^{(\ell)}(0), 0 \in \mathbb{R}^{\ell}$. Since $T_{n}^{(1)}, T_{n}^{(2)}$ and $T_{n}^{(3)}$ are i.i.d. copies of $T_{n}$, we have

$$
r_{n}^{(i)}(x-y):=\mathbb{E}\left[T_{n}^{(i)}(x) \cdot T_{n}^{(i)}(y)\right]=r_{n}(x-y), \quad i \in[\ell]
$$

where $r_{n}$ is as in (II.1.2).
Our main result, stated in Theorem II.1.1 below, provides exact second order results for the three quantities $L_{n}^{(1)}, L_{n}^{(2)}, L_{n}^{(3)}$, and thus contains the findings of [Cam19] in the special case $\ell=1$. The statement is divided into three parts: (i) gives the precise expected nodal volume, (ii) is an asymptotic law for the nodal variance and (iii) concerns the second-order fluctuations of the normalized version of the nodal volume.

Theorem II.1.1. Let the above notation prevail. Then the following holds:
(i) (Expected nodal volume) For every $n \in S_{3}$,

$$
\mathbb{E}\left[L_{n}^{(\ell)}\right]= \begin{cases}\frac{2 \sqrt{E_{n}}}{\sqrt{3} \pi}, & \ell=1 \\ \frac{E_{n}}{3 \pi}, & \ell=2 \\ \frac{E_{n}^{3 / 2}}{3 \sqrt{3} \pi^{2}}, & \ell=3\end{cases}
$$

(ii) (Universal asymptotic nodal variance) As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\operatorname{Var}\left[L_{n}^{(\ell)}\right] \sim \begin{cases}\frac{E_{n}}{\mathcal{N}_{n}^{2}} \cdot \frac{8}{375 \pi^{2}}, & \ell=1 \\ \frac{E_{n}^{2}}{\mathcal{N}_{n}^{2}} \cdot \frac{316}{3375 \pi^{2}}, & \ell=2 \\ \frac{E_{n}^{3}}{\mathcal{N}_{n}^{2}} \cdot \frac{62}{675 \pi^{4}}, & \ell=3\end{cases}
$$

(iii) (Universal asymptotic distribution of the nodal volume) As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\widetilde{L_{n}^{(\ell)}} \xrightarrow{d} \begin{cases}-\frac{1}{\sqrt{10}} \hat{\xi}_{1}(5), & \ell=1 \\ 5 \sqrt{\frac{15}{79}} \cdot\left(-\frac{1}{50} \hat{\xi}_{1}(10)-\frac{1}{25} \hat{\xi}_{2}(5)+\frac{1}{25} \hat{\xi}_{3}(5)+\frac{1}{50} \hat{\xi}_{4}(5)-\frac{1}{6} \hat{\xi}_{5}(3)\right), & \ell=2 \\ 5 \sqrt{\frac{2}{31}} \cdot\left(-\frac{1}{50} \hat{\xi}_{1}(15)-\frac{1}{25} \hat{\xi}_{2}(15)+\frac{1}{25} \hat{\xi}_{3}(15)+\frac{1}{50} \hat{\xi}_{4}(15)-\frac{1}{6} \hat{\xi}_{5}(9)\right), & \ell=3\end{cases}
$$

where, in each line, the symbols $\hat{\xi}_{i}\left(k_{i}\right)$ denote independent centred chi-squared random variables with $k_{i}$ degrees of freedom.

Remark II.1.2. (a) We point out that the results stated separately in Theorem II.1.1 can be written in a compact form. For integers $1 \leq \ell \leq k$, we set

$$
\begin{equation*}
\alpha(\ell, k):=\frac{(k)_{\ell} \kappa_{k}}{(2 \pi)^{\ell / 2} \kappa_{k-\ell}} \tag{II.1.8}
\end{equation*}
$$

where $(k)_{\ell}:=k!/(k-\ell)!$ and $\kappa_{k}:=\frac{\pi^{k / 2}}{\Gamma(1+k / 2)}$ stands for the volume of the unit ball in $\mathbb{R}^{k}$. Note that one can re-write

$$
\alpha(\ell, k)=\frac{\ell!\kappa_{\ell}}{(2 \pi)^{\ell / 2}}\left[\begin{array}{l}
k \\
\ell
\end{array}\right]
$$

where $\left[\begin{array}{l}k \\ \ell\end{array}\right]:=\binom{k}{\ell} \frac{\kappa_{k}}{\kappa_{k-\ell} \kappa_{\ell}}$ are the so-called flag coefficients also appearing in the Gaussian Kinematic Formaula (see for instance [AT07, Chapter 13]). Using this definition, the content of Theorem II.1.1 can be restated as follows: for every $\ell \in$ [3], one has that
(i) For every $n \in S_{3}$,

$$
\begin{equation*}
\mathbb{E}\left[L_{n}^{(\ell)}\right]=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \frac{\alpha(\ell, 3)}{(2 \pi)^{\ell / 2}} \tag{II.1.9}
\end{equation*}
$$

(ii) As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\begin{equation*}
\operatorname{Var}\left[L_{n}^{(\ell)}\right] \sim\left(c_{n}^{(\ell)}\right)^{2}\left(\ell \cdot \frac{1}{250}+\frac{\ell(\ell-1)}{2} \cdot \frac{76}{375}\right) \tag{II.1.10}
\end{equation*}
$$

where

$$
c_{n}^{(\ell)}=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \frac{2}{(2 \pi)^{\ell / 2}} \frac{\alpha(\ell, 3)}{\mathcal{N}_{n}} .
$$

(iii) As $n \rightarrow \infty, n \neq 0,4,7(\bmod 8)$,

$$
\begin{equation*}
\widetilde{L_{n}^{(\ell)}} \xrightarrow{d}\left(\ell \cdot \frac{1}{250}+\frac{\ell(\ell-1)}{2} \cdot \frac{76}{375}\right)^{-1 / 2} Y^{(\ell)} M^{(\ell)}\left(Y^{(\ell)}\right)^{T}, \tag{II.1.11}
\end{equation*}
$$

where $Y^{(\ell)} \sim \mathcal{N}_{\ell(9 \ell-4)}\left(0, \mathbf{I}_{\ell(9 \ell-4)}\right)$ is a $\ell(9 \ell-4)$-dimensional standard Gaussian vector and $M^{(\ell)} \in \mathcal{M}_{\ell(9 \ell-4) \times \ell(9 \ell-4)}(\mathbb{R})$ is the deterministic matrix given by

$$
M^{(\ell)}=\frac{-1}{50} \mathbf{I}_{5 \ell} \oplus \frac{-1}{25} \mathbf{I}_{\frac{5 \ell \ell(-1)}{2}} \oplus \frac{1}{25} \mathbf{I}_{\frac{\varepsilon \ell(\ell-1)}{2}} \oplus \frac{1}{50} \mathbf{I}_{\frac{5 \ell(\ell-1)}{2}} \oplus \frac{-1}{6} \mathbf{I}_{\frac{3 \ell \ell-1)}{2}} .
$$

For the point (iii) above, we observe that $Y^{(\ell)} M^{(\ell)}\left(Y^{(\ell)}\right)^{T}$ in (II.1.11) is a diagonal quadratic form that has the same probability distribution as

$$
-\frac{1}{50} \hat{\xi}_{1}(5 \ell)-\frac{1}{25} \hat{\xi}_{2}\left(\frac{5 \ell(\ell-1)}{2}\right)+\frac{1}{25} \hat{\xi}_{3}\left(\frac{5 \ell(\ell-1)}{2}\right)+\frac{1}{50} \hat{\xi}_{4}\left(\frac{5 \ell(\ell-1)}{2}\right)-\frac{1}{6} \hat{\xi}_{5}\left(\frac{3 \ell(\ell-1)}{2}\right)
$$

where $\left\{\hat{\xi}_{i}\left(k_{i}\right): i=1, \ldots, 5\right\}$ denote independent centred chi-squared random variables with $k_{i} \geq 0$ degrees of freedom with the convention $\hat{\xi}_{i}(0) \equiv 0$. In particular, this shows that for every $\ell \in$ [3], in the high-energy regime, the normalized nodal volume exhibits universal and non-Gaussian second-order fluctuations.

We also point out that the statements (i) and (ii) of Theorem II.1.1 are sufficient to derive a universal weak law of large numbers; it tells that the distribution of the normalized random variable $L_{n}^{(\ell)} / E_{n}^{\ell / 2}$ is asymptotically concentrated around its mean:

Corollary II.1.3. For every $\delta>0$, as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$, we have

$$
\mathbb{P}\left[\left|\frac{L_{n}^{(\ell)}}{E_{n}^{\ell / 2}}-\frac{\alpha(\ell, 3)}{3^{\ell / 2}(2 \pi)^{\ell / 2}}\right|>\delta\right]=o(1) .
$$

This immediately follows from Chebyshev's Inequality: as $n \rightarrow \infty, n \neq 0,4,7(\bmod 8)$,

$$
\mathbb{P}\left[\left|\frac{L_{n}^{(\ell)}}{E_{n}^{\ell / 2}}-\frac{\alpha(\ell, 3)}{3^{\ell / 2}(2 \pi)^{\ell / 2}}\right|>\delta\right] \leq \frac{1}{\delta^{2}} \cdot \operatorname{Var}\left[\frac{L_{n}^{(\ell)}}{E_{n}^{\ell / 2}}\right]=\frac{c_{\ell}}{\delta^{2} N_{n}^{2}}(1+o(1))=o(1),
$$

where $c_{\ell}$ is a constant only depending on $\ell$.
Remark II.1.4. (On geometric measures associated with non-zero level sets) Exploiting similar arguments used in order to prove Theorem II.1.1, it is no more difficult to study geometric quantities associated with non-zero levels. A careful analysis of the second Wiener chaotic projection in this case yields the following statements (compare with Remark II.1.2). Let $u^{(\ell)} \neq 0 \in \mathbb{R}^{\ell}$ be fixed and $\gamma_{\ell}$ denote the multivariate standard Gaussian density of dimension $\ell$. Then,
(i) For every $n \in S_{3}$

$$
\mathbb{E}\left[L_{n}^{(\ell)}\left(u^{(\ell)}\right)\right]=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \alpha(\ell, 3) \gamma_{\ell}\left(u^{(\ell)}\right) .
$$

(ii) As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\begin{equation*}
\operatorname{Var}\left[L_{n}^{(\ell)}\left(u^{(\ell)}\right)\right] \sim \frac{E_{n}^{\ell}}{\mathcal{N}_{n}} \frac{\alpha(\ell, 3)^{2}}{2 \cdot 3^{\ell}} \gamma_{\ell}\left(u^{(\ell)}\right)\left[u_{1}^{4}+\ldots+u_{\ell}^{4}\right] \tag{II.1.12}
\end{equation*}
$$

(iii) As $n \rightarrow \infty, n \not \equiv 0(\bmod 4,7,8)$, we have

$$
\begin{equation*}
\widetilde{L_{n}^{(\ell)}}\left(u^{(\ell)}\right) \xrightarrow{d} N \tag{II.1.13}
\end{equation*}
$$

where $N \sim \mathcal{N}(0,1)$.
Contrarily to the nodal case, the lower order of magnitude $E_{n}^{\ell} / \mathcal{N}_{n}$ in (II.1.12) as well as the Central Limit Theorem in (II.1.13) both originates from the dominance of the second Wiener chaos projection of $L_{n}^{(\ell)}\left(u^{(\ell)}\right)$. We refer the reader to Section II.2.2 for further details on the second-chaotic projections in the non-nodal case.

Remark II.1.5. In the two points listed below, we highlight further technical novelties appearing in the proof of Theorem II.1.1.
(a) The chaos expansions of $L_{n}^{(\ell)}$ is obtained from the Area/Co-Area formula by an approximation argument similar to those used in [KL01], where the authors discuss Gaussian limit theorems for general level functionals associated with stationary Gaussian fields with integrable covariance function. Our arguments for proving existence in $L^{2}(\mathbb{P})$ rely on the use of an adequate partition of the torus into singular and non-singular regions, see for instance [ORW08, KKW13]. To the best of our expertise, although such a route has already been effectively exploited for obtaining variance estimates for higher-order chaotic projections of nodal quantities (see [PR18, DNPR19, NPR19]), this approach for proving existence results in $L^{2}(\mathbb{P})$ for geometric functionals associated with multi-dimensional Gaussian fields appears for the first time in the literature. We also stress that the argument based on almost surely bounding the nodal length $L_{n}^{(1)}$ associated with a single ARW (see [RW08] and [Cam19]) does not apply in the case of more than one ARW, and therefore requires a different approach.
(b) In order to derive the explicit expression of the fourth-order chaotic projection of $L_{n}^{(\ell)}$, we compute the Hermite projection coefficients associated with the mapping $\mathbf{X} \mapsto \operatorname{det}\left(\mathbf{X} \mathbf{X}^{T}\right)^{1 / 2}$, where $\mathbf{X}$ is a $\ell \times 3$ matrix. In order to do this, we tackle the more general task of computing these projection coefficients in the case where $\mathbf{X}$ is a generic $\ell \times k$ matrix. Our techniques build on standard properties of the Gaussian distribution as well as Gramian determinants, and in particular recover the known results obtained in [DNPR19, Lemma 3.3].

## II.1.4 Further connection with literature

Berry's Random Wave Model. In [Ber77], Berry introduced the so-called Berry Random Wave model (BRW), that is, the unique translation-invariant centred Gaussian field $B_{j}=\left\{B_{j}(x): x \in \mathbb{R}^{2}\right\}$ on the plane with covariance function

$$
\begin{equation*}
r_{j}(x, y)=\mathbb{E}\left[B_{j}(x) \cdot B_{j}(y)\right]=J_{0}\left(\sqrt{\lambda_{j}} \cdot\|x-y\|\right)=: r_{j}(x-y), \quad(x, y) \in \mathbb{R}^{2} \times \mathbb{R}^{2} \tag{II.1.14}
\end{equation*}
$$

with $J_{0}$ denoting the Bessel function of order 0 of the first kind and $\|\cdot\|$ the Euclidean norm in $\mathbb{R}^{2}$. Berry conjectured that local aspects of the geometry of zero sets of generic high-energy Laplace eigenfunctions on a two-dimensional manifold can be modelled by the BRW. More precisely, his observation proposes
that eigenfunctions of chaotic systems locally 'behave' like a random superposition of plane waves with fixed energy. Since Berry's publication [Ber02], the study of local and non-local features associated with the geometry of nodal and (non-zero) level sets of high-energy Gaussian Laplace eigenfunctions has gained substantial consideration and different models have been studied in recent years, the case of random spherical harmonics on the 2 -sphere (see e.g. [MRW20, Ros16, Wig10, MP11]) and arithmetic random waves on the torus (see e.g. [ORW08, RW08, KKW13, Cam19, DNPR19, MPRW16]) being of particular importance. The study of BRW on $\mathbb{R}^{3}$ has been initiated in [DEL21]. Therein, the authors consider the nodal length restricted to growing cubes of the complex BRW and distinguish between isotropic and anisotropic covariance functions. In the isotropic case, they show that the limiting distribution of the nodal length is Gaussian whenever the underlying covariance function of the model is square-integrable. The proof of such a Central Limit Theorem, based on the Wiener chaos expansion of the nodal length, reveals in particular that, in this framework, all the even chaoses except the second contribute to the limit. As already mentioned, this is in stark contrast with the results presented in this chapter, based on the dominance of fourth chaos projections. Such a discrepancy can be partially explained by comparing the underlying covariance functions of the models, which is nearly monotonically decaying in the Euclidean setting and periodically oscillating on the torus. In [CH20, Zel09], the authors study monochromatic random waves on a general smooth compact manifold, that is, Gaussian linear combinations of eigenfunctions associated with eigenvalues ranging in a short interval.

Berry's Cancellation Phenomenon. Berry's cancellation phenomenon was first observed in [Ber02] for nodal sets of BRW. Using the notation introduced in (II.1.14), Berry considered the length $L_{j}(\mathcal{D})$ of the nodal lines of $B_{j}$ (Berry random wave for eigenvalue $\lambda_{j}$ ) and the number of nodal points $N_{j}(\mathcal{D})$ of the complex version of the BRW, i.e. the random field $\left\{B_{j}(x)+i B_{j}^{\prime}(x): x \in \mathbb{R}^{2}\right\}$, with $B_{j}^{\prime}$ denoting an independent copy of $B_{j}$, when both statistics are restricted to a compact domain $\mathcal{D}$. For these observables, denoting $\operatorname{area}(\mathcal{D})$ the area of $\mathcal{D}$, Berry obtained

$$
\mathbb{E}\left[L_{j}(\mathcal{D})\right]=\frac{\operatorname{area}(\mathcal{D})}{2 \sqrt{2}} \sqrt{\lambda_{j}}, \quad \mathbb{E}\left[N_{j}(\mathcal{D})\right]=\frac{\operatorname{area}(\mathcal{D})}{4 \pi} \lambda_{j}
$$

as well as variance asymptotics, as $j \rightarrow \infty$

$$
\begin{align*}
& \operatorname{Var}\left[L_{j}(\mathcal{D})\right] \sim \frac{\operatorname{area}(\mathcal{D})}{256 \pi} \log \left(\sqrt{\lambda_{j}} \sqrt{\operatorname{area}(\mathcal{D})}\right) \\
& \operatorname{Var}\left[N_{j}(\mathcal{D})\right]=\frac{11 \operatorname{area}(\mathcal{D})}{64 \pi^{3}} \lambda_{j} \log \left(\sqrt{\lambda_{j}} \sqrt{\operatorname{area}(\mathcal{D})}\right) \tag{II.1.15}
\end{align*}
$$

In [NPR19], the authors recover these results and show that the properly scaled versions of $L_{j}(\mathcal{D})$ and $N_{j}(\mathcal{D})$ satisfy a central limit theorem in the high-energy regime. Berry's cancellation phenomenon essentially concerns the order of magnitude of the asymptotic variance in (II.1.15): indeed, its logarithmic order is unexpectedly smaller than a natural prediction. Loosely speaking, such a lower order of magnitude originates from the exact cancellation of the leading term in the Kac-Rice formula for the variance. A general explanation of such a cancellation, based on the use of Wiener-chaos expansions of the nodal volumes, distilling the main ideas introduced in [MPRW16, DNPR19, NPR19] into a general principle, will be developed in the forthcoming sections.

## II.1.5 Overview

In Section II.2, we provide a general result (see Theorem II.2.5) leading to cancellation phenomena in the setting of geometric functionals associated with nodal sets of multiple independent Gaussian fields. Its proof is deferred to Appendix II.A. The proof of Theorem II.1.1 on nodal sets of arithmetic random waves on the three-torus is the content of Section II.3. Appendices II.B-II.E contain proofs of technical results needed for the proof of Theorem II.1.1.

## II. 2 Wiener Chaos and abstract cancellation phenomena

In this section, we present some general results about non-linear functionals of Gaussian fields that admit an integral representation in terms of Dirac masses and Jacobians. As discussed in Section II.2.2, this contains as special cases exact and partial cancellations discovered in [DNPR19, NPR19, MPRW16, MRW20].

## II.2.1 An abstract cancellation phenomenon

We consider a finite measurable space $(Z, \mathscr{Z}, \mu)$ such that $\mu(Z)=1$. Let $G=\{G(z): z \in Z\}$ be a real-valued centred Gaussian field indexed by $Z$. For an integer $\ell \geq 1$, let $G^{(1)}, \ldots, G^{(\ell)}$ be i.i.d. copies of $G$ and write $\mathbf{G}=\left\{\mathbf{G}(z)=\left(G^{(1)}(z), \ldots, G^{(\ell)}(z)\right): z \in Z\right\}$ to indicate the associated $\ell$-dimensional Gaussian field. Additionally, let $W=\{W(z): z \in Z\}$ be a (not necessarily Gaussian) random field indexed by $Z$. We denote by $\delta_{u}$ the Dirac mass at $u \in \mathbb{R}$. We introduce the following definition.

Definition II.2.1. For every $u^{(\ell)}:=\left(u_{1}, \ldots, u_{\ell}\right) \in \mathbb{R}^{\ell}$, we define the random variable

$$
\begin{align*}
& J\left(\mathbf{G}, W ; u^{(\ell)}\right):=\int_{Z} \prod_{i=1}^{\ell} \delta_{u_{i}}\left(G^{(i)}(z)\right) \cdot W(z) \mu(d z) \\
& :=\lim _{\varepsilon \rightarrow 0} \int_{Z}(2 \varepsilon)^{-\ell} \prod_{i=1}^{\ell} \mathbb{1}_{[-\varepsilon, \varepsilon]}\left(G^{(i)}(z)-u_{i}\right) \cdot W(z) \mu(d z) \tag{II.2.1}
\end{align*}
$$

whenever the limit exists $\mathbb{P}$-almost surely. In the case where the limit exists in $L^{p}(\mathbb{P})$ for $p \geq 1$, we say that $J\left(\mathbf{G}, W ; u^{(\ell)}\right)$ is well-defined in $L^{p}(\mathbb{P})$.

Our aim is to study the Wiener-Itô chaos expansion of $J\left(\mathbf{G}, W ; u^{(\ell)}\right)$. As we will prove later (see Lemma II.3.1), the nodal volumes $L_{n}^{(\ell)}, \ell \in[3]$ defined in (II.1.7) are obtained $\mathbb{P}$-a.s. and in $L^{2}(\mathbb{P})$ as $L_{n}^{(\ell)}=J(\mathbf{G}, W,(0, \ldots, 0))$, where $\mathbf{G}=\mathbf{T}_{n}^{(\ell)}$ is as in (II.1.6) and $W(z)$ is the square root of the Gramian determinant of the Jacobian matrix of $\mathbf{T}_{n}^{(\ell)}$ computed at $z$.

For integers $1 \leq \ell \leq k$, we use the notation $\mathbf{X}=\left\{X_{j}^{(i)}:(i, j) \in[\ell] \times[k]\right\}$ to indicate a generic element of the class $\mathcal{M}_{\ell \times k}(\mathbb{R})$ of $\ell \times k$ matrices. The following definition generalizes the notion of Gramian determinants.

Definition II.2.2. We say that a map $\Phi_{\ell, k}: \mathcal{M}_{\ell \times k}(\mathbb{R}) \rightarrow \mathbb{R}_{+}$satisfies Assumption $A$ if it satisfies the following four requirements for every $\mathbf{X} \in \mathcal{M}_{\ell \times k}(\mathbb{R})$ :
(A1) $\Phi_{\ell, k}$ is invariant under permutations of columns and rows of $\mathbf{X}$, that is,

$$
\Phi_{\ell, k}(\mathbf{X})=\Phi_{\ell, k}\left(\left\{X_{\sigma(j)}^{(i)}:(i, j) \in[\ell] \times[k]\right\}\right)=\Phi_{\ell, k}\left(\left\{X_{j}^{(\pi(i))}:(i, j) \in[\ell] \times[k]\right\}\right)
$$

for every permutation $\sigma$ of $[k]$ and $\pi$ of $[\ell]$.
(A2) $\Phi_{\ell, k}$ is positively homogeneous as a function of the rows of $\mathbf{X}$, that is, for every $c \in \mathbb{R}$ and every $i \in[\ell],|c| \Phi_{\ell, k}(\mathbf{X})=\Phi_{\ell, k}\left(\mathbf{X}^{*}\right)$, where $\mathbf{X}^{*}$ denotes the matrix obtained from $\mathbf{X}$ by multiplying the $i$-th row by $c$.
(A3) $\Phi_{\ell, k}$ is invariant under sign changes in the columns of $\mathbf{X}$, that is, for every $j \in[k], \Phi_{\ell, k}(\mathbf{X})=$ $\Phi_{\ell, k}\left(\mathbf{X}^{*}\right)$, where $\mathbf{X}^{*}$ denotes the matrix obtained from $\mathbf{X}$ by multiplying the $j$-th column by -1 .
(A4) If $\ell \geq 2, \Phi_{\ell, k}$ is invariant under row addition, that is, $\Phi_{\ell, k}(\mathbf{X})=\Phi_{\ell, k}\left(\mathbf{X}^{*}\right)$, where $\mathbf{X}^{*}$ denotes the matrix obtained from $\mathbf{X}$ by replacing its $i_{1}$-th row by the sum of its $i_{1}$-th and $i_{2}$-th row for $i_{1} \neq i_{2} \in[\ell]$.

A prototype example of a function satisfying Assumption $A$ above is given by the Gramian determinant $\Phi_{\ell, k}^{*}(\mathbf{X}):=\operatorname{det}\left(\mathbf{X} \mathbf{X}^{T}\right)^{1 / 2}$ as proved in Lemma II.B. 1 of Appendix II.B.
Remark II.2.3 (Role of Assumption A). Although in the proof of Theorem II.1.1 we apply the results of the present section only to the particular function $\Phi_{\ell, k}(\mathbf{X})=\operatorname{det}\left(\mathbf{X X}^{T}\right)^{1 / 2}$, we prefer to state our findings in the more general framework of functions verifying Assumption $A$, thus highlighting those features of the mapping $\mathbf{X} \mapsto \operatorname{det}\left(\mathbf{X} \mathbf{X}^{T}\right)^{1 / 2}$ that determine cancellation phenomena.

To state our result, we introduce the following objects:

- For every $i \in[\ell]$, let

$$
\mathbf{X}^{(i)}=\left\{\mathbf{X}^{(i)}(z):=\left(X_{0}^{(i)}(z), X_{1}^{(i)}(z), \ldots, X_{k}^{(i)}(z)\right): z \in Z\right\}
$$

be a $(k+1)$-dimensional standard Gaussian field, i.e. $\mathbf{X}^{(i)}$ is a Gaussian family and for every fixed $z \in Z$, the vector $\mathbf{X}^{(i)}(z)$ is a standard $(k+1)$-dimensional Gaussian vector, that is, its coordinates $X_{j}^{(i)}(z), j=0, \ldots, k$ are independent standard Gaussian random random variables. For $z \in Z$, we let $\mathbf{X}_{\star}^{(i)}(z):=\left(X_{1}^{(i)}(z), \ldots, X_{k}^{(i)}(z)\right)$ and write

$$
\begin{equation*}
\mathbf{X}_{\star}(z):=\left\{X_{j}^{(i)}(z):(i, j) \in[\ell] \times[k]\right\} \tag{II.2.2}
\end{equation*}
$$

for the $\ell \times k$ matrix whose $i$-th row is given by $\mathbf{X}_{\star}^{(i)}(z)$. If $\ell \geq 2$, for every $i_{1} \neq i_{2} \in[\ell]$, we assume that the random fields $\mathbf{X}^{\left(i_{1}\right)}$ and $\mathbf{X}^{\left(i_{2}\right)}$ are stochastically independent.

- For every $i \in[\ell]$, we define the quantities

$$
\begin{align*}
D^{(i)} & :=\frac{1}{k} \sum_{j=1}^{k} \int_{Z} X_{j}^{(i)}(z)^{2} \mu(d z)-\int_{Z} X_{0}^{(i)}(z)^{2} \mu(d z)  \tag{II.2.3}\\
m^{(i)} & :=\int_{Z} X_{0}^{(i)}(z) \mu(d z) \tag{II.2.4}
\end{align*}
$$

- Consider a map $\Phi_{\ell, k}: \mathcal{M}_{\ell \times k}(\mathbb{R}) \rightarrow \mathbb{R}_{+}$that satisfies Assumption $A$ of Definition II.2.2 and such that for every $z \in Z, \mathbb{E}\left[\Phi_{\ell, k}\left(\mathbf{X}_{\star}(z)\right)^{2}\right]<\infty$, and set

$$
\begin{equation*}
\mathbb{E}\left[\Phi_{\ell, k}\left(\mathbf{X}_{\star}(z)\right)\right]=: \alpha_{\ell, k} \tag{II.2.5}
\end{equation*}
$$

Our next result provides the chaotic projections onto the $q$-th Wiener chaos associated with $\left\{\mathbf{X}^{(1)}, \ldots, \mathbf{X}^{(\ell)}\right\}$ of the random variable $J\left(\mathbf{G}, W ; u^{(\ell)}\right)$ defined in Definition II.2.1 in the case where

$$
\begin{equation*}
\mathbf{G}=\left\{\left(X_{0}^{(1)}(z), \ldots, X_{0}^{(\ell)}(z)\right): z \in Z\right\}, \quad W=\left\{\Phi_{\ell, k}\left(\mathbf{X}_{\star}(z)\right): z \in Z\right\} \tag{II.2.6}
\end{equation*}
$$

Note that, for every $z \in Z, W(z)$ as defined in (II.2.6) is $\sigma(\mathbf{G})$-measurable and stochastically independent of $\mathbf{G}(z)$. Part (ii) contains a general version of the chaos cancellation phenomenon observed e.g. in [Wig10, MR21, KKW13, DNPR19, MPRW16, NPR19, Cam19]. Its proof is deferred to Appendix II.A.

Remark II.2.4. We stress here that the technical assumption requiring that $\mathbf{G}(z)$ is independent of $W(z)$ for every fixed $z \in Z$ is needed in order to deduce the Wiener chaos expansion of the the random variable $J\left(\mathbf{G}, W ; u^{(\ell)}\right)$. Indeed, exploiting this assumption, the latter will be obtained once (formally) expanding $\prod_{i=1}^{\ell} \delta_{u_{i}}\left(G^{(i)}(z)\right)$ and $W(z)$ into Hermite polynomials and then integrating the product over $Z$ (see Section II.A. 1 for more details). On the other hand, the assumption that $\mathbf{X}^{\left(i_{1}\right)}$ and $\mathbf{X}^{\left(i_{2}\right)}$ are stochastically independent as random fields is formulated for the later use in the context of nodal volumes of ARW (see in particular example (i) in Section II.2.2).

Theorem II.2.5. Assume the above setting. Then, we have:
(i) (General projection formulae) Fix $u^{(\ell)}:=\left(u_{1}, \ldots, u_{\ell}\right) \in \mathbb{R}^{\ell}$ and assume that $J\left(\mathbf{G}, W ; u^{(\ell)}\right)$ with $(\mathbf{G}, W)$ as in (II.2.6) is well-defined in $L^{2}(\mathbb{P})$ in the sense of Definition II.2.1. Writing $J=$ $J\left(\mathbf{G}, W ; u^{(\ell)}\right)$, we have, for every $q \geq 0$,

$$
\begin{equation*}
\operatorname{proj}_{q}(J)=\sum_{\substack{j_{1}, \ldots, j_{e}, r \geq 0 \\ j_{1}+\ldots+j_{\ell}+r=q}} \frac{\beta_{j_{1}}^{\left(u_{1}\right)} \cdots \beta_{j_{\ell}}^{\left(u_{\ell}\right)}}{j_{1}!\ldots j_{\ell}!} \int_{Z} \prod_{i=1}^{\ell} H_{j_{i}}\left(G^{(i)}(z)\right) \cdot \operatorname{proj}_{r}(W(z)) \mu(d z), \tag{II.2.7}
\end{equation*}
$$

where $\left\{\beta_{j}^{\left(u_{i}\right)}: j \geq 0\right\}$ denote the coefficients associated with the formal Hermite expansion of the Dirac mass $\delta_{u_{i}}$, given by

$$
\beta_{j}^{(u)}=\int_{\mathbb{R}} \delta_{u}(y) H_{j}(y) \gamma(y) d y=H_{j}(u) \gamma(u) .
$$

In particular,

$$
\begin{align*}
& \operatorname{proj}_{0}(J)=\mathbb{E}[J]=\alpha_{\ell, k} \cdot \prod_{i=1}^{\ell} \gamma\left(u_{i}\right),  \tag{II.2.8}\\
& \operatorname{proj}_{1}(J)=\alpha_{\ell, k} \cdot \prod_{i=1}^{\ell} \gamma\left(u_{i}\right) \cdot \sum_{i=1}^{\ell} m^{(i)} u_{i},  \tag{II.2.9}\\
& \operatorname{proj}_{2}(J)=\frac{\alpha_{\ell, k}}{2} \cdot \prod_{i=1}^{\ell} \gamma\left(u_{i}\right) \cdot \sum_{i=1}^{\ell}\left(u_{i}^{2} \int_{Z}\left(X_{0}^{(i)}(z)^{2}-1\right) \mu(d z)+D^{(i)}\right) . \tag{II.2.10}
\end{align*}
$$

(ii) (Abstract cancellation) If $u_{i}=D^{(i)}=0$ for every $i \in[\ell]$, then (using (II.2.5))

$$
\begin{align*}
& \operatorname{proj}_{0}(J)=\mathbb{E}[J]=\frac{\alpha_{\ell, k}}{(2 \pi)^{\ell / 2}},  \tag{II.2.11}\\
& \operatorname{proj}_{2 q+1}(J)=\operatorname{proj}_{2}(J)=0, \quad q \geq 0 . \tag{II.2.12}
\end{align*}
$$

As anticipated, we will apply Theorem II. 2.5 to the study of nodal sets of Gaussian Laplace eigenfunctions. The following section deals with two such examples.

## II.2.2 Applications to nodal sets of Gaussian Laplace eigenfunctions

We provide two examples of applications of Theorem II.2.5 dealing with nodal volumes associated with (possibly multi-dimensional) stationary Gaussian random fields that are Laplace eigenfunctions. Example (i) deals with ARWs on the $d$-dimensional torus and is effectively used in the proof of Theorem II.1.1, whereas (ii) is Berry's random wave model in $\mathbb{R}^{d}$.
(i) ARW on $\mathbb{T}^{d}$. Let $d \geq 2$ and $(Z, \mathscr{Z}, \mu)=\left(\mathbb{T}^{d}, \mathcal{B}\left(\mathbb{T}^{d}\right), d x\right)$ with $d x$ denoting the Lebesgue measure on $\mathbb{R}^{d}$. For integers $1 \leq \ell \leq d$, consider independent ARWs $T_{n}^{(1)}, \ldots, T_{n}^{(\ell)}$ on $\mathbb{T}^{d}$. By a straightforward computation, we have that, for every $i \in[\ell]$ and $j \in[d]$, the partial derivatives $\partial_{j} T_{n}^{(i)}(x)$ are centred Gaussian random variables with variance

$$
\begin{equation*}
\operatorname{Var}\left[\partial_{j} T_{n}^{(i)}(x)\right]=\frac{E_{n}}{d}, \quad n \in S_{d}, \quad x \in \mathbb{T}^{d} \tag{II.2.13}
\end{equation*}
$$

where $\partial_{j}:=\partial / \partial x_{j}$. Let $\mathbf{G}=\left\{\left(T_{n}^{(1)}(x), \ldots, T_{n}^{(\ell)}(x)\right): x \in \mathbb{T}^{d}\right\}$ and write $\tilde{\partial}_{j}:=\left(E_{n} / d\right)^{-1 / 2} \partial_{j}$ for the normalized derivatives. Denote by $\mathbf{G}_{\star}(x)$ the normalized Jacobian $\ell \times d$ matrix of $\mathbf{G}$ computed at $x \in \mathbb{T}^{d}$ and consider the random field $W=\left\{\Phi_{\ell, d}^{*}\left(\mathbf{G}_{\star}(x)\right): x \in \mathbb{T}^{d}\right\}$ where $\Phi_{\ell, d}^{*}(A)=\operatorname{det}\left(A A^{T}\right)^{1 / 2}$ for $A \in \mathcal{M}_{l \times d}(\mathbb{R})$. Then, using the Area/Co-Area formula (see Proposition I.1.11), the random variable

$$
L_{n}^{(\ell)}(d):=\left(\frac{E_{n}}{d}\right)^{\ell / 2} J(\mathbf{G}, W,(0, \ldots, 0))
$$

represents the $(d-\ell)$-dimensional volume of the zero set of $\mathbf{G}$, where $J$ is defined according to Definition II.2.1. Note that $L_{n}^{(\ell)}(3)=L_{n}^{(\ell)}, \ell=1,2,3$ as defined in (II.1.7). The continuity result in Theorem II.D. 3 shows that the nodal volume is defined $\mathbb{P}$-a.s. The fact that the random variable $L_{n}^{(1)}(d)$ is well-defined in $L^{2}(\mathbb{P})$ for $d \geq 2$ is proved in [RW08], whereas the case $(\ell, d)=(2,2)$ is proved in [DNPR19]. The remaining cases on the three-dimensional torus corresponding to $(\ell, d)=(2,3),(3,3)$ will be proved in Lemma II.3.1, the existence in $L^{2}(\mathbb{P})$ of the nodal volume for arbitrary $\ell$ and $d$ can be proved by similar arguments, for which we omit the details. Now, for every $i \in[\ell]$, the quantity $D^{(i)}$ in (II.2.3) satisfies (see also [Ros16, MPRW16])

$$
\begin{aligned}
D^{(i)} & =\frac{1}{d} \sum_{j=1}^{d} \int_{\mathbb{T}^{d}} \tilde{\partial}_{j} T_{n}^{(i)}(x)^{2} d x-\int_{\mathbb{T}^{d}} T_{n}^{(i)}(x)^{2} d x \\
& =\frac{1}{d} \int_{\mathbb{T}^{d}}\left\|\widetilde{\nabla} T_{n}^{(i)}(x)\right\|^{2} d x-\int_{\mathbb{T}^{d}} T_{n}^{(i)}(x)^{2} d x \\
& =\frac{1}{d} \int_{\mathbb{T}^{d}}\left\langle\widetilde{\nabla} T_{n}^{(i)}(x), \widetilde{\nabla} T_{n}^{(i)}(x)\right\rangle d x-\int_{\mathbb{T}^{d}} T_{n}^{(i)}(x)^{2} d x \\
& =\frac{1}{E_{n}} \int_{\mathbb{T}^{d}}\left\langle\nabla T_{n}^{(i)}(x), \nabla T_{n}^{(i)}(x)\right\rangle d x-\int_{\mathbb{T}^{d}} T_{n}^{(i)}(x)^{2} d x
\end{aligned}
$$

Using Green's first identity (see e.g. [Lee97, p.44]) and the fact that $\Delta T_{n}^{(i)}(x)=-E_{n} T_{n}^{(i)}(x)$, gives

$$
D^{(i)}=-\frac{1}{E_{n}} \int_{\mathbb{T}^{3}} T_{n}^{(i)}(x) \Delta T_{n}^{(i)}(x) d x-\int_{\mathbb{T}^{3}} T_{n}^{(i)}(x)^{2} d x=0 .
$$

In particular, we conclude from (II.2.12) that the second chaotic projection of the nodal volume $L_{n}^{(\ell)}$ is identically zero. On the other hand, if $u^{(\ell)} \neq 0 \in \mathbb{R}^{\ell}$, then, it follows from (II.2.10) that the second-order chaotic projection of $L_{n}^{(\ell)}\left(u^{(\ell)}\right)$ on the three-torus is given by (bearing in mind that $D^{(i)}=0$ for every $i \in[\ell])$

$$
\operatorname{proj}_{2}\left(L_{n}^{(\ell)}\left(u^{(\ell)}\right)\right)=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \frac{\alpha_{\ell, 3}}{2} \prod_{i=1}^{\ell} \gamma\left(u_{i}\right) \sum_{i=1}^{\ell}\left(u_{1}^{2} \int_{\mathbb{T}^{3}} H_{2}\left(T_{n}^{(i)}(x)\right) d x\right),
$$

where $H_{2}(u)=u^{2}-1$ is the second Hermite polynomial. Combining this identity with the orthogonality relation for Hermite polynomials, it is easy to obtain its asymptotic variance (compare with Remark II.1.4)

$$
\begin{aligned}
\operatorname{Var}\left[\operatorname{proj}_{2}\left(L_{n}^{(\ell)}\left(u^{(\ell)}\right)\right)\right] & =\left(\frac{E_{n}}{3}\right)^{\ell} \frac{\alpha_{\ell, 3}^{2}}{4} \prod_{i=1}^{\ell} \gamma\left(u_{i}\right)^{2} 2 \sum_{i=1}^{\ell} u_{i}^{4} \int_{\mathbb{T}^{3} \times \mathbb{T}^{3}} r_{n}(x-y)^{2} d x d y \\
& =\left(\frac{E_{n}}{3}\right)^{\ell} \frac{\alpha_{\ell, 3}^{2}}{4} \prod_{i=1}^{\ell} \gamma\left(u_{i}\right)^{2} 2 \sum_{i=1}^{\ell} u_{i}^{4} \int_{\mathbb{T}^{3}} r_{n}(z)^{2} d z \\
& =\frac{E_{n}^{\ell}}{\mathcal{N}_{n}} \frac{\alpha_{\ell, 3}^{2}}{3^{\ell} \cdot 2} \gamma_{\ell}\left(u^{(\ell)}\right)^{2}\left(u_{1}^{4}+\ldots+u_{\ell}^{4}\right),
\end{aligned}
$$

where $\gamma_{\ell}$ stands for the multivariate standard Gaussian density of dimension $\ell$ and where we used stationarity together with the fact that

$$
\int_{\mathbb{T}^{3}} r_{n}(z)^{2} d z=\int_{\mathbb{T}^{3}} \frac{1}{\mathcal{N}_{n}^{2}} \sum_{\lambda, \lambda^{\prime} \in \Lambda_{n}} e_{\lambda+\lambda^{\prime}}(z) d z=\frac{1}{\mathcal{N}_{n}^{2}} \sum_{\lambda, \lambda^{\prime} \in \Lambda_{n}} \mathbb{1}_{\lambda=-\lambda^{\prime}}=\frac{1}{\mathcal{N}_{n}},
$$

in view of the orthogonality relation

$$
\int_{\mathbb{T}^{3}} e_{\lambda+\lambda^{\prime}}(x) d x=\mathbb{1}_{\lambda=-\lambda^{\prime}}
$$

on the torus. A subsequent Central Limit Theorem for the properly normalized random variable $\operatorname{proj}_{2}\left(L_{n}^{(\ell)}\left(u^{(\ell)}\right)\right)$ can be proven by carefully investigating the term $H_{2}\left(T_{n}^{(i)}(x)\right)$. The Central Limit Theorem for the random variable $L_{n}^{(\ell)}\left(u^{(\ell)}\right)$ then follows once it is established that the second chaotic projection dominates the Wiener chaos expansion of $L_{n}^{(\ell)}\left(u^{(\ell)}\right)$. Such a proof mainly follows from the arguments that will be developped later in order to show that the fourth Wiener chaotic projection is dominant in the nodal case ${ }^{2}$.
(ii) BRW on $\mathbb{R}^{d}$. Let $1 \leq \ell \leq d$ be as above. Consider a compact convex set $\mathcal{D} \subset \mathbb{R}^{d}$ with $C^{1}$ boundary $\partial \mathcal{D}$ and such that the origin is contained in the interior of $\mathcal{D}$. Let $(Z, \mathscr{Z}, \mu)=(\mathcal{D}, \mathcal{B}(\mathcal{D}), d x)$. Write $\left\{B_{E}(x): x \in \mathcal{D}\right\}$ to indicate Berry's random wave with parameter $E>0$ restricted to $\mathcal{D}$, that is, the stationary centred Gaussian Laplace eigenfunction on $\mathbb{R}^{d}$ with covariance function (see Theorem I.1.8 ${ }^{3}$ )

$$
\mathbb{E}\left[B_{E}(x) \cdot B_{E}(y)\right]=\frac{J_{(d-2) / 2}(2 \pi \sqrt{E}\|x-y\|)}{(2 \pi \sqrt{E}\|x-y\|)^{(d-2) / 2}}, \quad x, y \in \mathcal{D}
$$

with $J_{m}$ denoting the Bessel function of order $m$ of the first kind, and energy $4 \pi^{2} E$. Consider $B_{E}^{(1)}, \ldots, B_{E}^{(\ell)}$ i.i.d. copies of $B_{E}$ and $\mathbf{G}=\left\{\left(B_{E}^{(1)}(x), \ldots, B_{E}^{(\ell)}(x)\right): x \in \mathcal{D}\right\}$. We will show below that for every $i \in[\ell]$ and $j \in[d]$,

$$
\begin{equation*}
\operatorname{Var}\left[\partial_{j} B_{E}^{(i)}(x)\right]=\frac{4 \pi^{2} E}{d}, \quad x \in \mathcal{D} \tag{II.2.14}
\end{equation*}
$$

As in Example (i), we write $\tilde{\partial}_{j}:=\left(4 \pi^{2} E / d\right)^{-1 / 2} \partial_{j}$ for the normalized derivatives and consider the random field $W=\left\{\Phi_{\ell, d}\left(\mathbf{G}_{\star}(x)\right): x \in \mathcal{D}\right\}$ with $\Phi_{\ell, d}(A)=\operatorname{det}\left(A A^{T}\right)^{1 / 2}$ for $A \in \mathcal{M}_{\ell \times d}(\mathbb{R})$. Then, the random variable

$$
L_{E}^{(\ell)}(d):=\left(\frac{4 \pi^{2} E}{d}\right)^{\ell / 2} J(\mathbf{G}, W,(0, \ldots, 0))
$$

is the nodal volume of $\mathbf{G}$. Again, by Theorem II.D.3, it is well-defined $\mathbb{P}$-a.s. The existence in $L^{2}(\mathbb{P})$ is proved in the cases $(\ell, d)=(1,2),(2,2)$ in [NPR19]. We omit the proofs for arbitrary integers $\ell$ and $d$. Arguing as in the previous example, using Green's identity, the quantity $D^{(i)}$ in (II.2.3) is equal to

$$
\begin{equation*}
D^{(i)}=\frac{1}{4 \pi^{2} E} \int_{\partial \mathcal{D}} B_{E}^{(i)}(x)\left\langle\nabla B_{E}^{(i)}(x), \mathrm{n}(x)\right\rangle d x \tag{II.2.15}
\end{equation*}
$$

[^13]where $\mathrm{n}(x)$ denotes the outward unit normal vector to $\partial \mathcal{D}$ at $x$. In particular, $D^{(i)}$ and hence the second chaotic component of $L_{E}^{(\ell)}(d)$ reduce to an integration over the boundary of $\mathcal{D}$, thus recovering the exact expression of the second Wiener chaos of $L_{E}^{(1)}(2)$ obtained in [NPR19, Lemma 4.1] for $d=2$. As already pointed out, in [DEL21], the authors study among others the nodal length restricted to growing cubes of the complex BRW on $\mathbb{R}^{3}$ corresponding to the case $(\ell, d)=(2,3)$. In particular, applying Green's formula to the expression of the second chaotic component (see [DEL21, Lemma 8]), one can proceed similarly as above to show that it reduces to a boundary integration. In Chapter IV of this thesis, we will present a careful analysis of the boundary integration appearing in the projection on the second Wiener chaos in dimension two.

Let us now prove (II.2.14). For every $i \in[\ell], j \in[d]$ and $x \in \mathcal{D}$, by isotropy, the variance is independent of the chosen point $x$, so that

$$
\operatorname{Var}\left[\partial_{j} B_{E}^{(i)}(x)\right]=\operatorname{Var}\left[\partial_{1} B_{E}^{(i)}\left(x_{0}\right)\right]
$$

where $x_{0}$ is a fixed point in $\mathcal{D}$. Therefore,

$$
\mathbb{E}\left[\int_{\mathcal{D}}\left\|\nabla B_{E}^{(i)}(x)\right\|^{2} d x\right]=d \int_{\mathcal{D}} \mathbb{E}\left[\partial_{1} B_{E}^{(i)}(x)^{2}\right] d x=d \cdot \operatorname{area}(\mathcal{D}) \cdot \operatorname{Var}\left[\partial_{1} B_{E}^{(i)}\left(x_{0}\right)\right]
$$

On the other hand, by Green's formula and the fact that $\Delta B_{E}^{(i)}(x)=-4 \pi^{2} E B_{E}^{(i)}(x)$, we have

$$
\begin{gathered}
\mathbb{E}\left[\int_{\mathcal{D}}\left\|\nabla B_{E}^{(i)}(x)\right\|^{2} d x\right]=-\int_{\mathcal{D}} \mathbb{E}\left[B_{E}^{(i)}(x) \Delta B_{E}^{(i)}(x)\right] d x+\int_{\partial \mathcal{D}} \mathbb{E}\left[B_{E}^{(i)}(x)\left\langle\nabla B_{E}^{(i)}(x), \mathrm{n}(x)\right\rangle\right] d x \\
=4 \pi^{2} E \int_{\mathcal{D}} \mathbb{E}\left[B_{E}^{(i)}(x)^{2}\right] d x+\int_{\partial \mathcal{D}} \mathbb{E}\left[B_{E}^{(i)}(x)\left\langle\nabla B_{E}^{(i)}(x), \mathrm{n}(x)\right\rangle\right] d x
\end{gathered}
$$

For the first term, since for every $x \in \mathcal{D}, B_{E}^{(i)}(x)$ has unit variance, we have

$$
\int_{\mathcal{D}} \mathbb{E}\left[B_{E}^{(i)}(x)^{2}\right] d x=\operatorname{area}(\mathcal{D})
$$

For the second term, independence of $B_{E}^{(i)}(x)$ and $\nabla B_{E}^{(i)}(x)$ for every fixed $x \in D$, together with the fact that $B_{E}^{(i)}(x)$ is centred imply that this term is zero. Combining these observations, we deduce that

$$
d \cdot \operatorname{area}(\mathcal{D}) \cdot \operatorname{Var}\left[\partial_{1} B_{E}^{(i)}\left(x_{0}\right)\right]=4 \pi^{2} E \cdot \operatorname{area}(\mathcal{D})
$$

which proves (II.2.14).
Remark II.2.6. (a) An analogous analysis as in example (i) for ARWs on $\mathbb{T}^{d}$ can be carried out for the related model of spherical harmonics on the $d$-sphere, see [MRW20] for the case of the 2 -sphere.
(b) From (II.2.10) it follows that, in the case where $D^{(i)}=0$ for every $i \in[\ell]$ (as in example (i) above), the projection on the second Wiener chaos of the random variable $J$ can be rewritten as (bearing in mind that $\mu(Z)=1$ )

$$
\operatorname{proj}_{2}(J)=\frac{\alpha_{\ell, k}}{2} \cdot \prod_{i=1}^{\ell} \gamma\left(u_{i}\right) \cdot \sum_{i=1}^{\ell} u_{i}^{2}\left\{\left\|X_{0}^{(i)}\right\|_{L^{2}(Z)}^{2}-1\right\}
$$

where $\|g\|_{L^{2}(Z)}^{2}:=\int_{Z} g(z)^{2} \mu(d z)$, (see also [MR21] and [CMR20]). In particular, the second order chaotic projection of $J$ is a linear combination of the centred square (random) norms of the fields $X_{0}^{(i)}, i \in[\ell]$. Therefore, at least heuristically, one expects that in the setting where $J$ is a geometric functional associated with the zero level (such as the random variables $L_{n}^{(\ell)}$ ), it should vanish as nodal lines do not depend on scaling factors.

## II. 3 Proof of Theorem II.1. 1

Section II.3.1 contains the proof of Theorem II.1.1: such a proof is based on a number of technical results, whose proofs and discussion are provided in Appendices II.A-II.E. The only exception to this strategy of presentation is given by Proposition II.3.3 and II.3.4: indeed, since these results follow from direct probabilistic arguments, their full proofs will be immediately provided in the forthcoming Section II.3.2.

## II.3.1 The proof

## II.3.1.1 An integral representation of $L_{n}^{(\ell)}$

The proof of Theorem II.1.1 is based on the Wiener chaos expansion of the quantities $L_{n}^{(\ell)}$ defined in (II.1.7). In order to derive this expansion, we will rigorously prove that the nodal volume $L_{n}^{(\ell)}$ is formally obtained $\mathbb{P}$-almost surely and in $L^{2}(\mathbb{P})$ as

$$
L_{n}^{(\ell)}=\int_{\mathbb{T}^{3}} \prod_{i=1}^{\ell} \delta_{0}\left(T_{n}^{(i)}(x)\right) \cdot \Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(x)\right) d x
$$

where $\Phi_{\ell, 3}^{*}(A)=\operatorname{det}\left(A A^{T}\right)^{1 / 2}$ for $A \in \mathcal{M}_{\ell \times 3}(\mathbb{R})$, and $\operatorname{jac}_{\mathbf{T}_{n}^{(\ell)}}(x)$ stands for the Jacobian matrix of $\mathbf{T}_{n}^{(\ell)}$ evaluated at $x$. More precisely, for $\varepsilon>0$, we consider the $\varepsilon$-approximations $L_{n, \varepsilon}^{(\ell)}$ of $L_{n}^{(\ell)}$ given by (compare with Definition II.2.1)

$$
L_{n, \varepsilon}^{(\ell)}:=\int_{\mathbb{T}^{3}}(2 \varepsilon)^{-\ell} \prod_{i=1}^{\ell} \mathbb{1}_{[-\varepsilon, \varepsilon]}\left(T_{n}^{(i)}(x)\right) \cdot \Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(x)\right) d x, \quad \varepsilon>0
$$

and prove the following statement.
Lemma II.3.1. For $\ell \in[3]$ and $n \in S_{3}$, the random variable $L_{n, \varepsilon}^{(\ell)}$ converges to $L_{n}^{(\ell)} \mathbb{P}$-a.s and in $L^{2}(\mathbb{P})$ as $\varepsilon \rightarrow 0$.

The proof of Lemma II.3.1 is presented in Section II.E. 2 of Appendix II.E. Note that the case $\ell=1$ has been investigated in [RW08] for arbitrary dimensions. To deal with the case $\ell=3$, one can directly adapt the proof of points (i)-(v) of Lemma 3.1 in [NPR19] for the two-dimensional torus, based on universal bounds for the number of solutions of a system of trigonometric polynomials (see e.g. [Kho91]).

The proof of the almost sure convergence relies on a deterministic continuity result for nodal volumes restricted to compact sets on the torus associated with sequences of functions converging to a nondegenerate limit in the $C^{1}$-topology (see Appendix II.D). Our proof of the $L^{2}(\mathbb{P})$ convergence takes advantage of similar techniques as those that will be exposed in the forthcoming Section II.3.1.4, based on partitioning the torus into singular and non-singular subregions. We refer the reader to this part for an overview of our strategy.

## II.3.1.2 Wiener-Itô chaos decomposition of $L_{n}^{(\ell)}$.

The statement of Lemma II.3.1 together with the fact that, for every fixed $x \in \mathbb{T}^{3}$, the random variables $\mathbf{T}_{n}^{(\ell)}(x)$ and $\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(x)$ are stochastically independent, justify the use of the general framework of Theorem II. 2.5 to this precise setting, yielding in particular an explicit expression for the chaotic decomposition of $L_{n}^{(\ell)}$. In view of Example (i) of Section II.2.2 in the case $d=3$, the quantity $D^{(i)}$ in (II.2.3) is zero for every $i \in[\ell]$. This together with the fact that we study nodal sets, implies that (in view of Theorem II.2.5 (ii)) the second-order as well as the odd-order chaoses identically vanish, yielding

$$
\begin{equation*}
L_{n}^{(\ell)}=\mathbb{E}\left[L_{n}^{(\ell)}\right]+\sum_{q \geq 2} \operatorname{proj}_{2 q}\left(L_{n}^{(\ell)}\right), \quad \ell \in[3] \tag{II.3.1}
\end{equation*}
$$

Normalized gradients. Writing $T_{n}^{\left(i_{1}\right)}(x)=\mathcal{N}_{n}^{-1 / 2} \sum_{\lambda \in \Lambda_{n}} a_{i_{1}, \lambda} e_{\lambda}(x)$ for $i_{1} \in[\ell]$, in view of (II.2.13), we introduce the scaled partial derivatives having variance 1 ,

$$
\begin{equation*}
T_{n, j}^{\left(i_{1}\right)}(x):=\tilde{\partial}_{j} T_{n}^{\left(i_{1}\right)}(x):=\sqrt{\frac{3}{E_{n}}} \partial_{j} T_{n}^{\left(i_{1}\right)}(x)=i \sqrt{\frac{3}{n \mathcal{N}_{n}}} \sum_{\lambda \in \Lambda_{n}} \lambda_{j} a_{i_{1}, \lambda} e_{\lambda}(x), \quad j \in \text { [3] } \tag{II.3.2}
\end{equation*}
$$

and adopt the same notation as in (II.2.2), that is

$$
\mathbf{T}_{n \star}^{(\ell)}(x):=\left\{T_{n, j}^{(i)}(x):(i, j) \in[\ell] \times[3]\right\} \in \mathcal{M}_{\ell \times 3}(\mathbb{R})
$$

Using the homogeneity property (A2) in Definition II.2.2 of the map $\Phi_{\ell, 3}^{*}$, it follows that

$$
\begin{equation*}
L_{n, \varepsilon}^{(\ell)}=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \int_{\mathbb{T}^{3}}(2 \varepsilon)^{-\ell} \prod_{i=1}^{\ell} \mathbb{1}_{[-\varepsilon, \varepsilon]}\left(T_{n}^{(i)}(x)\right) \cdot \Phi_{\ell, 3}^{*}\left(\mathbf{T}_{n \star}^{(\ell)}(x)\right) d x, \quad \varepsilon>0 \tag{II.3.3}
\end{equation*}
$$

Therefore, by virtue of the almost sure convergence stated in Lemma II.3.1, we can write the nodal volume as (recall Definition II.2.1)

$$
L_{n}^{(\ell)}=\left(\frac{E_{n}}{3}\right)^{\ell / 2} J\left(\mathbf{G}, W ; u^{(\ell)}\right)
$$

where

$$
\mathbf{G}=\mathbf{T}_{n}^{(\ell)}, \quad W=\left\{\Phi_{\ell, 3}^{*}\left(\mathbf{T}_{n \star}^{(\ell)}(x)\right): x \in \mathbb{T}^{3}\right\}, \quad u^{(\ell)}=(0, \ldots, 0) \in \mathbb{R}^{\ell}
$$

The following proposition gives the Wiener-Itô chaos expansion of $L_{n}^{(\ell)}$ and is a direct consequence of Theorem II.2.5.
Proposition II.3.2 (Wiener Chaos expansion of $\left.L_{n}^{(\ell)}\right)$. Fix $\ell \in$ [3]. For $n \in S_{3}$, the chaotic projections of $L_{n}^{(\ell)}$ are given by

$$
\begin{equation*}
\operatorname{proj}_{2}\left(L_{n}^{(\ell)}\right)=\operatorname{proj}_{2 q+1}\left(L_{n}^{(\ell)}\right)=0, \quad q \geq 0 \tag{II.3.4}
\end{equation*}
$$

while for $q=0$ and $q \geq 2$,

$$
\left.\begin{array}{rl}
\operatorname{proj}_{2 q}\left(L_{n}^{(\ell)}\right)=\left(\frac{E_{n}}{3}\right)^{\ell / 2} & \sum_{\substack{p_{0}^{(1)}, \ldots, p_{3}^{(1)} \geq 0 \\
p_{0}^{(1)}+\ldots+p_{3}^{(1)}+\ldots+p_{0}^{(\ell)}+\ldots+p_{3}^{(\ell)}=2 q}} \ldots \sum_{\substack{(\ell)} \ldots, p^{(\ell)} \geq 0}
\end{array} \beta_{p_{0}^{(1)} \ldots \beta_{p_{0}^{(\ell)}}}^{p_{0}^{(1)}!\ldots p_{0}^{(\ell)}!} \alpha_{3}^{(\ell)}\left\{p_{j}^{(i)}:(i, j) \in[\ell] \times[3]\right\}\right]
$$

where $\left\{\beta_{j}: j \geq 0\right\}$ and $\alpha_{3}^{(\ell)}\{\cdot\}$ are the Wiener chaos projection coefficients of $\delta_{0}$ and $\Phi_{\ell, 3}^{*}$, that is

$$
\beta_{2 j+1}=0, \quad \beta_{2 j}=\frac{H_{2 j}(0)}{\sqrt{2 \pi}}, \quad j \geq 0
$$

and

$$
\alpha_{k}^{(\ell)}\left\{p_{j}^{(i)}:(i, j) \in[\ell] \times[k]\right\}:=\frac{1}{\prod_{i=1}^{\ell} \prod_{j=1}^{k}\left(p_{j}^{(i)}\right)!} \cdot \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X}) \cdot \prod_{i=1}^{\ell} \prod_{j=1}^{k} H_{p_{j}^{(i)}}\left(X_{j}^{(i)}\right)\right], \quad k \geq \ell
$$

respectively. In particular,

$$
\begin{equation*}
\operatorname{proj}_{0}\left(L_{n}^{(\ell)}\right)=\mathbb{E}\left[L_{n}^{(\ell)}\right]=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \frac{\alpha(\ell, 3)}{(2 \pi)^{\ell / 2}} \tag{II.3.5}
\end{equation*}
$$

where

$$
\alpha(\ell, k)=\frac{(k)_{\ell} \kappa_{k}}{(2 \pi)^{\ell / 2} \kappa_{k-\ell}}
$$

is as in (II.1.8).

## II.3.1.3 Analysis of the fourth chaotic projection

Our main findings on the high-energy behaviour of the fourth-order chaotic projections $\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right), \ell \in[3]$ are contained in the next two propositions, whose proofs are presented in Section II.3.2.3:

Proposition II.3.3. For $\ell \in[3]$, as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\operatorname{Var}\left[\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)\right] \sim\left(c_{n}^{(\ell)}\right)^{2}\left(\ell \cdot \frac{1}{250}+\frac{\ell(\ell-1)}{2} \cdot \frac{76}{375}\right),
$$

where the constant $c_{n}^{(\ell)}$ is given by

$$
c_{n}^{(\ell)}:=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \frac{2}{(2 \pi)^{\ell / 2}} \frac{\alpha(\ell, 3)}{\mathcal{N}_{n}} .
$$

Proposition II.3.4. For $\ell \in[3]$, we define the normalized fourth-order chaotic component

$$
\left\{\widetilde{\operatorname{proj}_{4}}\left(L_{n}^{(\ell)}\right): n \in S_{3}\right\}:=\left\{\left(v_{n ; 4}^{(\ell)}\right)^{-1 / 2} \operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right): n \in S_{3}\right\},
$$

where $v_{n ; 4}^{(\ell)}:=\operatorname{Var}\left[\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)\right]$. As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\widetilde{\operatorname{proj}_{4}}\left(L_{n}^{(\ell)}\right) \xrightarrow{d}\left(\ell \cdot \frac{1}{250}+\frac{\ell(\ell-1)}{2} \cdot \frac{76}{375}\right)^{-1 / 2} Y^{(\ell)} M^{(\ell)}\left(Y^{(\ell)}\right)^{T},
$$

where $Y^{(\ell)} \sim \mathcal{N}_{\ell(9 \ell-4)}\left(0, \mathbf{I}_{\ell(9 \ell-4)}\right)$ and $M^{(\ell)} \in \mathcal{M}_{\ell(9 \ell-4) \times(9 \ell-4)}(\mathbb{R})$ is the deterministic matrix given by

$$
M^{(\ell)}=\frac{-1}{50} \mathbf{I}_{5 \ell} \oplus \frac{-1}{25} \mathbf{I}_{\frac{\operatorname{se\ell (\ell -1)}}{2}} \oplus \frac{1}{25} \mathbf{I}_{\frac{\varepsilon \ell(\ell-1)}{2}} \oplus \frac{1}{50} \mathbf{I}_{\frac{5 \ell(\ell-1)}{2}} \oplus \frac{-1}{6} \mathbf{I}_{\frac{3 \ell(\ell-1)}{2}} .
$$

Such results are proved as follows: In Section II.3.2.1, we provide an exact expression of the fourthorder chaotic projection of $L_{n}^{(\ell)}$. In order to achieve this, we compute the Fourier-Hermite coefficients of the function $\Phi_{\ell, 3}^{*}$ on the fourth Wiener chaos (see Proposition II.B.5). We then use the orthogonality relation for complex exponentials on the torus

$$
\begin{equation*}
\int_{\mathbb{T}^{3}} e_{\lambda}(x) d x=\mathbb{1}_{\lambda=0}, \tag{II.3.6}
\end{equation*}
$$

and rewrite each integral of multivariate Hermite polynomials evaluated at the arithmetic random waves and its gradient components by means of a useful summation rule over 4 -correlations $C_{n}(4)$ and nondegenerate 4 -correlations $\mathcal{X}_{n}(4)$ (see (II.3.13) and (II.3.14) for precise definitions).

A subsequent asymptotic analysis of $\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)$ is presented in Section II.3.2.2. This analysis is based on a multivariate Central Limit Theorem (see Proposition II.3.19) for the summands composing the explicit expression of $\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)$. Such a Central Limit Theorem, already appearing in [MPRW16, DNPR19] for the two-dimensional torus and [Cam19] for the nodal surface on the three-dimensional torus, is obtained by verifying a suitable condition characterising normal convergence of the so-called Fourth Moment Theorem (see Theorem 5.2.7 [NP12a]). Among others, we use the following asymptotic estimate bounding non-degenerate 4 -correlations on $\mathbb{T}^{3}$ (see Theorem 1.6 [BM19]):

$$
\begin{equation*}
\operatorname{card}\left(X_{n}(4)\right)=O\left(\mathcal{N}_{n}^{7 / 4+o(1)}\right), \quad n \rightarrow \infty . \tag{II.3.7}
\end{equation*}
$$

## II.3.1.4 Contribution of higher-order chaotic projections

We show that the projection on the fourth Wiener chaos of $L_{n}^{(\ell)}$ dominates the series in (II.3.1), in the sense that

$$
\widetilde{L_{n}^{(\ell)}}=\widetilde{\operatorname{proj}_{4}}\left(L_{n}^{(\ell)}\right)+o_{\mathbb{P}}(1),
$$

where $o_{\mathbb{P}}(1)$ denotes a sequence of random variables converging to zero in probability as $n \rightarrow \infty, n \neq 0,4,7$ $(\bmod 8)$. This is done by proving the following statement (see Appendix II.E):

Proposition II.3.5. For $\ell \in[3]$, as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\begin{equation*}
\operatorname{Var}\left[\sum_{q \geq 3} \operatorname{proj}_{2 q}\left(L_{n}^{(\ell)}\right)\right]=o\left(\operatorname{Var}\left[\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)\right]\right) \tag{II.3.8}
\end{equation*}
$$

The arguments for the proof of Proposition II.3.5 are based on the use of a suitable partition $\mathcal{P}(M)$ (where $M=M(n)$ is proportional to $\sqrt{E_{n}}$ ) of the torus into singular and non-singular pairs of subregions (see Definition II.E.1), following the route of [ORW08] and, later, [PR18, DNPR19]. We denote by $L_{n}^{(\ell)}(Q)$ the nodal volume restricted to a cube $Q$ and by $\operatorname{proj}_{6+}\left(L_{n}^{(\ell)}\right):=\sum_{q \geq 3} \operatorname{proj}_{2 q}\left(L_{n}^{(\ell)}\right)$ the chaotic projection of $L_{n}^{(\ell)}$ on Wiener chaoses of order at least 6 . This allows us to write the variance of higher-order chaoses as

$$
\begin{equation*}
\operatorname{Var}\left[\operatorname{proj}_{6+}\left(L_{n}^{(\ell)}\right)\right]=\sum_{\left(Q, Q^{\prime}\right) \in \mathcal{P}(M)^{2}} \operatorname{Cov}\left[\operatorname{proj}_{6_{+}}\left(L_{n}^{(\ell)}(Q)\right), \operatorname{proj}_{6_{+}}\left(L_{n}^{(\ell)}\left(Q^{\prime}\right)\right)\right] \tag{II.3.9}
\end{equation*}
$$

where the summation is over all pairs of cubes $\left(Q, Q^{\prime}\right)$ of side length $1 / M$. Splitting this sum into the singular part $\mathcal{S}$ and the non-singular part $\mathcal{S}^{c}$, we bound each of the contributions separately. For the singular part, we prove the following bound (see Section II.E. 3 of AppendixII.E):
Lemma II.3.6. For $\ell \in[3]$, as $n \rightarrow \infty, n \neq 0,4,7(\bmod 8)$, we have

$$
\left|S_{n, 1}^{(\ell)}\right|:=\left|\sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}} \operatorname{Cov}\left[\operatorname{proj}_{6+}\left(L_{n}^{(\ell)}(Q)\right), \operatorname{proj}_{6_{+}}\left(L_{n}^{(\ell)}\left(Q^{\prime}\right)\right)\right]\right|=O\left(E_{n}^{\ell} \mathcal{R}_{n}(6)\right) .
$$

Here, $\mathcal{R}_{n}(6)$ denotes the integral 6 -th moment of the covariance function $r_{n}$, see formula (II.3.12) below. We give a brief overview of the proof of Lemma II.3.6. We use the Cauchy-Schwarz inequality and translation-invariance of the model to write

$$
\begin{equation*}
\left|S_{n, 1}^{(\ell)}\right| \leq E_{n}^{3} \mathcal{R}_{n}(6) \cdot \operatorname{Var}\left[\operatorname{proj}_{6+}\left(L_{n}^{(\ell)}\left(Q_{0}\right)\right)\right], \tag{II.3.10}
\end{equation*}
$$

where we used that the number of singular pairs of cubes in the summation index is bounded by $E_{n}^{3} \mathcal{R}_{n}(6)$ and where $Q_{0}$ denotes a small cube of side length $1 / M$ around the origin. In Lemma II.C.6, we justify the use of Kac-Rice formula in $Q_{0}$, so that, writing

$$
\operatorname{Var}\left[\operatorname{proj}_{6+}\left(L_{n}^{(\ell)}\left(Q_{0}\right)\right)\right] \leq \mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0}\right)^{2}\right]
$$

one can use Kac-Rice formulae for moments (see Theorem I.1.12). Doing so, we exploit stationarity to obtain

$$
\mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0}\right)^{2}\right]=\int_{Q_{0} \times Q_{0}} K^{(\ell)}(x, y ;(0, \ldots, 0)) d x d y+\mathbb{E}\left[L_{n}^{(3)}\left(Q_{0}\right)\right] \mathbb{1}_{\ell=3}
$$

$$
\begin{equation*}
\leq \operatorname{Leb}\left(Q_{0}\right) \int_{2 Q_{0}} K^{(\ell)}(z, 0 ;(0, \ldots, 0)) d z+\frac{E_{n}^{3 / 2}}{M^{3}} \mathbb{1}_{\ell=3}, \tag{II.3.11}
\end{equation*}
$$

where $K^{(\ell)}$ is the two-point correlation function defined in (II.C.3) of Appendix II.C . Appendix II.C contains a self-contained study of the two-point correlation function; in particular, in (II.C.4), we derive an upper bound of $K^{(\ell)}$ in terms of the covariance function $r_{n}$ and its gradient, and subsequently perform a precise Taylor-type expansion near the origin of this expression (see Lemma II.C.5). Using these results then yields the estimate

$$
\mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0}\right)^{2}\right] \ll E_{n}^{-2} \mathbb{1}_{\ell=1}+E_{n}^{-1} \mathbb{1}_{\ell=2}+\mathbb{1}_{\ell=3},
$$

which combined with (II.3.10) establishes Lemma II.3.6.
Concerning the contribution to the variance of the non-singular pairs of cubes, we prove the following proposition (see Section II.E. 3 of Appendix II.E):

Lemma II.3.7. For $\ell \in[3]$, as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$, we have

$$
\left|S_{n, 2}^{(\ell)}\right|:=\left|\sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}} \operatorname{Cov}\left[\operatorname{proj}_{6_{+}}\left(L_{n}^{(\ell)}(Q)\right), \operatorname{proj}_{\sigma_{+}}\left(L_{n}^{(\ell)}\left(Q^{\prime}\right)\right)\right]\right|=O\left(E_{n}^{\ell} \mathcal{R}_{n}(6)\right) .
$$

In order to prove Lemma II.3.7, we take advantage of (i) the Wiener-Itô chaos expansion of $L_{n}^{(\ell)}$ and (ii) a particular version of diagram formula for Hermite polynomials (see Proposition II.E.3) allowing us to handle covariances of products of Hermite polynomials. The desired bound is then obtained by exploiting the fact that the summation is over non-singular pairs of cubes.

Combining the decomposition of the variance in (II.3.9) with Lemma II.3.6 and Lemma II.3.7, the proof of Proposition II.3.5 is then concluded once we derive a bound for the integral 6-th moment of $r_{n}$. In order to achieve this, we can again use the orthogonality relation for complex exponentials on the torus (II.3.6) in order to link moments of the covariance function $r_{n}$ to $m$-correlations, for $m \geq 1$,

$$
\mathcal{R}_{n}(m):=\int_{\mathbb{T}^{3}} r_{n}(z)^{m} d z=\frac{1}{\mathcal{N}_{n}^{m}} \sum_{\left(\lambda^{(1)}, \ldots, \lambda^{(m)}\right) \in \Lambda_{n}^{m}} \int_{\mathbb{T}^{3}} e_{\lambda^{(1)}+\ldots+\lambda^{(m)}}(z) d z=\frac{\operatorname{card}\left(C_{n}(m)\right)}{\mathcal{N}_{n}^{m}}
$$

Using this formula for $m=6$ together with the estimate bounding the number of 6 -correlations on $\mathbb{T}^{3}$ (Theorem 1.7 [BM19])

$$
\operatorname{card}\left(C_{n}(6)\right)=O\left(\mathcal{N}_{n}^{11 / 3+o(1)}\right), \quad n \rightarrow \infty
$$

yields

$$
\begin{equation*}
\mathcal{R}_{n}(6)=\int_{\mathbb{T}^{3}} r_{n}(z)^{6} d z=\frac{\operatorname{card}\left(C_{n}(6)\right)}{\mathcal{N}_{n}^{6}}=O\left(\mathcal{N}_{n}^{-7 / 3+o(1)}\right), \quad n \rightarrow \infty . \tag{II.3.12}
\end{equation*}
$$

Combining this with the content of Proposition II.3.3, we conclude that $E_{n}^{\ell} \mathcal{R}_{n}(6)=o\left(\operatorname{Var}\left[\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)\right]\right)$.
Remark II.3.8. As described above, we point out that the combination of the findings in Lemma II.3.6, Lemma II.3.7 and the estimate in (II.3.12) is essential in order to prove that the fourth chaotic component is dominant in the Wiener-Itô chaos decomposition of $L_{n}^{(\ell)}$. These results should be compared with the analog statements in Section 2.4 of [DNPR 19] for the study of ARW on the two-torus, and with the findings in Section 7 of [NPR19] for the somewhat similar approach in the setting of Berry random plane waves.

## II.3.1.5 Finishing the proof of Theorem II.1.1

The proof of Theorem II.1.1 is concluded as follows: Relation (II.1.9) follows from (II.3.5) and the distributional identity stated in formula (III.3.49). The asymptotic variance in Proposition II. 3.3 together with Proposition II.3.5 prove (IV.1.20). Finally, (II.1.11) follows from the limiting distribution established in Proposition II.3.4 combined with Proposition II.3.5.

## II.3.2 Complete study of the fourth chaotic component of $L_{n}^{(\ell)}$

In this section, we provide the exact expression of the fourth-order chaotic component of $L_{n}^{(\ell)}$. A subsequent asymptotic analysis of this expression serves as preparation to deriving the limiting distribution of the normalized version of $L_{n}^{(\ell)}$.

## II.3.2.1 Explicit form of $\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)$

In order to write the explicit expression of the fourth-order chaotic component of $L_{n}^{(\ell)}$, we introduce some auxiliary random variables. Fix $\ell \in$ [3].

Definition II.3.9. For $i_{1}, i_{2} \in[\ell], j, k \in[3]$ and $n \in S_{3}$, we define:

$$
\begin{aligned}
& W^{\left(i_{1}\right)}(n):=\frac{1}{\sqrt{N_{n}}} \sum_{\lambda \in \Lambda_{n}}\left(\left|a_{i_{1}, \lambda}\right|^{2}-1\right), \quad W_{j k}^{\left(i_{1}\right)}(n):=\frac{1}{n \sqrt{N_{n}}} \sum_{\lambda \in \Lambda_{n}} \lambda_{j} \lambda_{k}\left(\left|a_{i_{1}, \lambda}\right|^{2}-1\right), \\
& M^{\left(i_{1}, i_{2}\right)}(n):=\frac{1}{\sqrt{\mathcal{N}_{n}}} \sum_{\lambda \in \Lambda_{n}} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}}, \quad i_{1}<i_{2}, \ell \in\{2,3\}, \\
& M_{j}^{\left(i_{1}, i_{2}\right)}(n):=\frac{i}{\sqrt{n \mathcal{N}_{n}}} \sum_{\lambda \in \Lambda_{n}} \lambda_{j} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}}, \quad i_{1}<i_{2}, \ell \in\{2,3\}, \\
& M_{j k}^{\left(i_{1}, i_{2}\right)}(n):=\frac{1}{n \sqrt{\mathcal{N}_{n}}} \sum_{\lambda \in \Lambda_{n}} \lambda_{j} \lambda_{k} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}}, \quad i_{1}<i_{2}, \ell \in\{2,3\}, \\
& R^{\left(i_{1}, i_{2}\right)}(n):=\frac{1}{\mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}}\left|a_{i_{1}, \lambda}\right|^{2}\left|a_{i_{2}, \lambda}\right|^{2}, \quad R_{j k}^{\left(i_{1}, i_{2}\right)}(n):=\frac{1}{n^{2} \mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} \lambda_{j}^{2} \lambda_{k}^{2}\left|a_{i_{1}, \lambda}\right|^{2}\left|a_{i_{2}, \lambda}\right|^{2}, \\
& S^{\left(i_{1}, i_{2}\right)}(n):=\frac{1}{\mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} a_{i_{1}, \lambda}^{2}{\overline{a_{2}, \lambda}}^{2}, \quad S_{j k}^{\left(i_{1}, i_{2}\right)}(n):=\frac{1}{n^{2} \mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} \lambda_{j}^{2} \lambda_{k}^{2} a_{i_{1}, \lambda}^{2}{\overline{a_{2}, \lambda}}^{2}, \\
& X^{\left(i_{1}, i_{2}\right)}(n):=\frac{1}{\mathcal{N}_{n}} \sum_{\left(\lambda, \lambda^{\prime}, \lambda^{\prime \prime}, \lambda^{\prime \prime \prime}\right) \in \mathcal{X}_{n}(4)} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}}, \\
& X_{k k}^{\left(i_{1}, i_{2}\right)}(n):=\frac{1}{n \mathcal{N}_{n}} \sum_{\left(\lambda, \lambda^{\prime}, \lambda^{\prime \prime}, \lambda^{\prime \prime \prime}\right) \in \mathcal{X}_{n}(4)} \lambda_{k} \lambda_{k}^{\prime} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}}, \\
& X_{k k j j}^{\left(i_{1}, i_{2}\right)}(n):=\frac{1}{n^{2} \mathcal{N}_{n}} \sum_{\left(\lambda, \lambda^{\prime}, \lambda^{\prime \prime}, \lambda^{\prime \prime \prime}\right) \in \mathcal{X}_{n}(4)} \lambda_{k} \lambda_{k}^{\prime} \lambda_{j}^{\prime \prime} \lambda_{j}^{\prime \prime \prime} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}} .
\end{aligned}
$$

Note that $\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}=n$ implies the relations

$$
R^{\left(i_{1}, i_{2}\right)}(n)=\sum_{k, j=1}^{3} R_{j k}^{\left(i_{1}, i_{2}\right)}(n), \quad S^{\left(i_{1}, i_{2}\right)}(n)=\sum_{k, j=1}^{3} S_{j k}^{\left(i_{1}, i_{2}\right)}(n)
$$

Definition II.3.10. For $i_{1} \in[\ell]$, and $n \in S_{3}$, we set

$$
\begin{aligned}
a_{1}^{\left(i_{1}\right)}(n):=\int_{\mathbb{T}^{3}} H_{4}\left(T_{n}^{\left(i_{1}\right)}(x)\right) d x, & a_{2}^{\left(i_{1}\right)}(n):=\sum_{k=1}^{3} \int_{\mathbb{T}^{3}} H_{2}\left(T_{n}^{\left(i_{1}\right)}(x)\right) H_{2}\left(T_{n, k}^{\left(i_{1}\right)}(x)\right) d x, \\
a_{3}^{\left(i_{1}\right)}(n):=\sum_{k=1}^{3} \int_{\mathbb{T}^{3}} H_{4}\left(T_{n, k}^{\left(i_{1}\right)}(x)\right) d x, & a_{4}^{\left(i_{1}\right)}(n):=\sum_{k<j} \int_{\mathbb{T}^{3}} H_{2}\left(T_{n, k}^{\left(i_{1}\right)}(x)\right) H_{2}\left(T_{n, j}^{\left(i_{1}\right)}(x)\right) d x,
\end{aligned}
$$

and for $\ell \in\{2,3\}$ and $i_{1}<i_{2} \in[\ell], n \in S_{3}$,

$$
\begin{aligned}
b_{1}^{\left(i_{1}, i_{2}\right)}(n) & :=\int_{\mathbb{T}^{3}} H_{2}\left(T_{n}^{\left(i_{1}\right)}(x)\right) H_{2}\left(T_{n}^{\left(i_{2}\right)}(x)\right) d x \\
b_{2}^{\left(i_{1}, i_{2}\right)}(n) & :=\sum_{k=1}^{3} \int_{\mathbb{T}^{3}} H_{2}\left(T_{n}^{\left(i_{1}\right)}(x)\right) H_{2}\left(T_{n, k}^{\left(i_{2}\right)}(x)\right) d x, \\
b_{2}^{\prime\left(i_{1}, i_{2}\right)}(n) & :=\sum_{k=1}^{3} \int_{\mathbb{T}^{3}} H_{2}\left(T_{n, k}^{\left(i_{1}\right)}(x)\right) H_{2}\left(T_{n}^{\left(i_{2}\right)}(x)\right) d x, \\
b_{3}^{\left(i_{1}, i_{2}\right)}(n) & :=\sum_{k \neq j=1}^{3} \int_{\mathbb{T}^{3}} H_{2}\left(T_{n, k}^{\left(i_{1}\right)}(x)\right) H_{2}\left(T_{n, j}^{\left(i_{2}\right)}(x)\right) d x, \\
b_{4}^{\left(i_{1}, i_{2}\right)}(n) & :=\sum_{k=1}^{3} \int_{\mathbb{T}^{3}} H_{2}\left(T_{n, k}^{\left(i_{1}\right)}(x)\right) H_{2}\left(T_{n, k}^{\left(i_{2}\right)}(x)\right) d x, \\
b_{5}^{\left(i_{1}, i_{2}\right)}(n) & :=\sum_{k<j} \int_{\mathbb{T}^{3}} T_{n, k}^{\left(i_{1}\right)}(x) T_{n, j}^{\left(i_{1}\right)}(x) T_{n, k}^{\left(i_{2}\right)}(x) T_{n, j}^{\left(i_{2}\right)}(x) d x .
\end{aligned}
$$

$\underline{\text { Spectral correlations on } \mathbb{T}^{3} \text {. For } n \in S_{3} \text { and an integer } m \geq 1 \text {, we introduce the set of } m \text {-correlations on }}$ the torus,

$$
\begin{equation*}
C_{n}(m):=\left\{\left(\lambda^{(1)}, \ldots, \lambda^{(m)}\right) \in \Lambda_{n}^{m}: \lambda^{(1)}+\ldots+\lambda^{(m)}=0\right\} \tag{II.3.13}
\end{equation*}
$$

and the set of non-degenerate $m$-correlations

$$
\begin{equation*}
X_{n}(m):=\left\{\left(\lambda^{(1)}, \ldots, \lambda^{(m)}\right) \in C_{n}(m): \forall I \subsetneq[m], \sum_{i \in I} \lambda^{(i)} \neq 0\right\} \subsetneq C_{n}(m) \tag{II.3.14}
\end{equation*}
$$

Recall that $\operatorname{card}\left(C_{n}(4)\right)=3 \mathcal{N}_{n}^{2}-3 \mathcal{N}_{n}+\operatorname{card}\left(X_{n}(4)\right)$, which is in accordance with the following summation rule (see (3.6) in [Cam19])

$$
\begin{align*}
& \sum_{\left(\lambda, \lambda^{\prime}, \lambda^{\prime \prime}, \lambda^{\prime \prime \prime}\right) \in C_{n}(4)}=\sum_{\substack{\lambda=-\lambda^{\prime} \\
\lambda^{\prime \prime}=-\lambda^{\prime \prime \prime}}}+\sum_{\substack{\lambda=-\lambda^{\prime \prime} \\
\lambda^{\prime}=-\lambda^{\prime \prime \prime}}}+\sum_{\substack{\lambda=-\lambda^{\prime \prime \prime} \\
\lambda^{\prime}=-\lambda^{\prime \prime}}}-\sum_{\lambda=-\lambda^{\prime}=\lambda^{\prime \prime}=-\lambda^{\prime \prime \prime}}-\sum_{\lambda=\lambda^{\prime}=-\lambda^{\prime \prime}=-\lambda^{\prime \prime \prime}}+\sum_{\lambda=-\lambda^{\prime}=-\lambda^{\prime \prime}=\lambda^{\prime \prime \prime}}+\sum_{\left(\lambda, \lambda^{\prime}, \lambda^{\prime \prime}, \lambda^{\prime \prime \prime}\right) \in \lambda_{n}(4)} .
\end{align*}
$$

In the sequel, we will write $\left(\lambda, \lambda^{\prime}, \lambda^{\prime \prime}, \lambda^{\prime \prime \prime}\right)=\left(\lambda^{(1)}, \lambda^{(2)}, \lambda^{(3)}, \lambda^{(4)}\right)$ for elements in $C_{n}(4)$ and $X_{n}(4)$ and use the following abbreviations

$$
\sum_{\lambda}:=\sum_{\lambda \in \Lambda_{n}}, \quad \sum_{C_{n}(4)}:=\sum_{\left(\lambda, \lambda^{\prime}, \lambda^{\prime \prime}, \lambda^{\prime \prime \prime}\right) \in C_{n}(4)}, \quad \sum_{X_{n}(4)}:=\sum_{\left(\lambda, \lambda^{\prime}, \lambda^{\prime \prime}, \lambda^{\prime \prime \prime}\right) \in X_{n}(4)} .
$$

The following lemma is a generalization of Lemma 4.5 in [Cam19] (obtained for $\ell=1$ ) applying to the setting of multiple independent arithmetic random waves. These formulae follow by carefully applying the summation rule (II.3.15).

Lemma II.3.11. Fix $\ell \in$ [3]. For every $i_{1}, i_{2} \in[\ell]$ and every $j, k \in$ [3], the following formulae hold:

$$
\begin{align*}
& \sum_{C_{n}(4)} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}}=\sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2} \sum_{\lambda}\left|a_{i_{2}, \lambda}\right|^{2}+2\left(\sum_{\lambda} a_{i_{1}, \lambda} \overline{a_{i_{2}}, \lambda}\right)^{2} \\
& -2 \sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2}\left|a_{i_{2}, \lambda}\right|^{2}-\sum_{\lambda} a_{i_{1}, \lambda}^{2}{\overline{a_{i_{2}, \lambda}}}^{2}+\sum_{X_{n}(4)} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}},  \tag{II.3.16}\\
& \sum_{C_{n}(4)} \lambda_{k}^{\prime \prime} \lambda_{k}^{\prime \prime \prime} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}}=-\sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2} \sum_{\lambda} \lambda_{k}^{2}\left|a_{i_{2}, \lambda}\right|^{2}+2\left(\sum_{\lambda} \lambda_{k} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}}\right)^{2} \\
& +2 \sum_{\lambda} \lambda_{k}^{2}\left|a_{i_{1}, \lambda}\right|^{2}\left|a_{i_{2}, \lambda}\right|^{2}-\sum_{\lambda} \lambda_{k}^{2} a_{i_{1}, \lambda}^{2}{\overline{a_{2}, \lambda}}^{2}+\sum_{X_{n}(4)} \lambda_{k}^{\prime \prime} \lambda_{k}^{\prime \prime \prime} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}},  \tag{II.3.17}\\
& \sum_{C_{n}(4)} \lambda_{k} \lambda_{k}^{\prime} \lambda_{j}^{\prime \prime} \lambda_{j}^{\prime \prime \prime} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}}=\sum_{\lambda} \lambda_{k}^{2}\left|a_{i_{1}, \lambda}\right|^{2} \sum_{\lambda} \lambda_{j}^{2}\left|a_{i_{2}, \lambda}\right|^{2} \\
& +2\left(\sum_{\lambda} \lambda_{k} \lambda_{j} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}}\right)^{2}-2 \sum_{\lambda} \lambda_{k}^{2} \lambda_{j}^{2}\left|a_{i_{1}, \lambda}\right|^{2}\left|a_{i_{2}, \lambda}\right|^{2}-\sum_{\lambda} \lambda_{k}^{2} \lambda_{j}^{2} a_{i_{1}, \lambda}^{2}{\overline{a_{i_{2}, \lambda}}}^{2} \\
& +\sum_{X_{n}(4)} \lambda_{k} \lambda_{k}^{\prime} \lambda_{j}^{\prime \prime} \lambda_{j}^{\prime \prime \prime} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}},  \tag{II.3.18}\\
& \sum_{C_{n}(4)} \lambda_{k} \lambda_{j}^{\prime} \lambda_{k}^{\prime \prime} \lambda_{j}^{\prime \prime \prime} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}}=\sum_{\lambda} \lambda_{k} \lambda_{j}\left|a_{i_{1}, \lambda}\right|^{2} \sum_{\lambda} \lambda_{k} \lambda_{j}\left|a_{i_{2}, \lambda}\right|^{2} \\
& +\sum_{\lambda} \lambda_{k}^{2} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}} \sum_{\lambda} \lambda_{j}^{2} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}}+\left(\sum_{\lambda} \lambda_{k} \lambda_{j} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}}\right)^{2}-2 \sum_{\lambda} \lambda_{k}^{2} \lambda_{j}^{2}\left|a_{i_{1}, \lambda}\right|^{2}\left|a_{i_{2}, \lambda}\right|^{2} \\
& -\sum_{\lambda} \lambda_{k}^{2} \lambda_{j}^{2} a_{i_{1}, \lambda}^{2}{\overline{a_{i_{2}, \lambda}}}^{2}+\sum_{X_{n}(4)} \lambda_{k} \lambda_{j}^{\prime} \lambda_{k}^{\prime \prime} \lambda_{j}^{\prime \prime \prime} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}} . \tag{II.3.19}
\end{align*}
$$

The next two lemmas express the random variables introduced in Definition II.3.10 in terms of the quantities defined in Definition II.3.9. The following expansions have been proved in Lemma 4.4 of [Cam19].

Lemma II.3.12. Fix $\ell \in$ [3]. For every $i_{1} \in[\ell]$, we have
(i) $a_{1}^{\left(i_{1}\right)}(n)=\frac{3}{\mathcal{N}_{n}}\left(W^{\left(i_{1}\right)}(n)^{2}-R^{\left(i_{1}, i_{1}\right)}(n)+\frac{1}{3} X^{\left(i_{1}, i_{1}\right)}(n)\right)$
(ii) $a_{2}^{\left(i_{1}\right)}(n)=\frac{3}{\mathcal{N}_{n}}\left(W^{\left(i_{1}\right)}(n)^{2}-R^{\left(i_{1}, i_{1}\right)}(n)-\sum_{k=1}^{3} X_{k k}^{\left(i_{1}, i_{1}\right)}(n)\right)$
(iii) $a_{3}^{\left(i_{1}\right)}(n)=\frac{27}{\mathcal{N}_{n}} \sum_{k=1}^{3}\left(W_{k k}^{\left(i_{1}\right)}(n)^{2}-R_{k k}^{\left(i_{1}, i_{1}\right)}(n)+\frac{1}{3} X_{k k k k}^{\left(i_{1}, i_{1}\right)}(n)\right)$
(iv) $a_{4}^{\left(i_{1}\right)}(n)=\frac{9}{\mathcal{N}_{n}} \sum_{k<j}\left(W_{k k}^{\left(i_{1}\right)}(n) W_{j j}^{\left(i_{1}\right)}(n)+2 W_{k j}^{\left(i_{1}\right)}(n)^{2}-3 R_{k j}^{\left(i_{1}, i_{1}\right)}(n)+X_{k k j j}^{\left(i_{1}, i_{1}\right)}(n)\right)$

The next lemma deals with mixed expressions containing indices $i_{1}<i_{2}$.
Lemma II.3.13. Fix $\ell \in\{2,3\}$. For every $i_{1}<i_{2} \in[\ell]$, we have
(i) $b_{1}^{\left(i_{1}, i_{2}\right)}(n)=\frac{1}{N_{n}}\left(W^{\left(i_{1}\right)}(n) W^{\left(i_{2}\right)}(n)+2 M^{\left(i_{1}, i_{2}\right)}(n)^{2}-2 R^{\left(i_{1}, i_{2}\right)}(n)-S^{\left(i_{1}, i_{2}\right)}(n)+X^{\left(i_{1}, i_{2}\right)}(n)\right)$
(ii) $b_{2}^{\left(i_{1}, i_{2}\right)}(n)=b_{2}^{\prime\left(i_{2}, i_{1}\right)}(n)=\frac{3}{\mathcal{N}_{n}}\left(W^{\left(i_{1}\right)}(n) W^{\left(i_{2}\right)}(n)+2 \sum_{k=1}^{3} M_{k}^{\left(i_{1}, i_{2}\right)}(n)^{2}-2 R^{\left(i_{1}, i_{2}\right)}(n)+S^{\left(i_{1}, i_{2}\right)}(n)-\right.$ $\left.\sum_{k=1}^{3} X_{k k}^{\left(i_{1}, i_{2}\right)}(n)\right)$
(iii) $b_{3}^{\left(i_{1}, i_{2}\right)}(n)=\frac{9}{N_{n}} \sum_{k \neq j=1}^{3}\left(W_{k k}^{\left(i_{1}\right)}(n) W_{j j}^{\left(i_{2}\right)}(n)+2 M_{k j}^{\left(i_{1}, i_{2}\right)}(n)^{2}-2 R_{k j}^{\left(i_{1}, i_{2}\right)}(n)-S_{k j}^{\left(i_{1}, i_{2}\right)}(n)+X_{k k j j}^{\left(i_{1}, i_{2}\right)}(n)\right)$
(iv) $b_{4}^{\left(i_{1}, i_{2}\right)}(n)=\frac{9}{N_{n}} \sum_{k=1}^{3}\left(W_{k k}^{\left(i_{1}\right)}(n) W_{k k}^{\left(i_{2}\right)}(n)+2 M_{k k}^{\left(i_{1}, i_{2}\right)}(n)^{2}-2 R_{k k}^{\left(i_{1}, i_{2}\right)}(n)-S_{k k}^{\left(i_{1}, i_{2}\right)}(n)+X_{k k k k}^{\left(i_{1}, i_{2}\right)}(n)\right)$
(v) $b_{5}^{\left(i_{1}, i_{2}\right)}(n)=\frac{9}{\mathcal{N}_{n}} \sum_{k<j}\left(W_{k j}^{\left(i_{1}\right)}(n) W_{k j}^{\left(i_{2}\right)}(n)+M_{k k}^{\left(i_{1}, i_{2}\right)}(n) M_{j j}^{\left(i_{1}, i_{2}\right)}(n)+M_{k j}^{\left(i_{1}, i_{2}\right)}(n)^{2}-2 R_{k j}^{\left(i_{1}, i_{2}\right)}(n)-\right.$ $\left.S_{k j}^{\left(i_{1}, i_{2}\right)}(n)+X_{k k j j}^{\left(i_{1}, i_{2}\right)}(n)\right)$
Proof. Let $\ell \in\{2,3\}$ be fixed. For (i), by (II.3.16), we have

$$
\begin{aligned}
b_{1}^{\left(i_{1}, i_{2}\right)}(n)= & \int_{\mathbb{T}^{3}} H_{2}\left(T_{n}^{\left(i_{1}\right)}(x)\right) H_{2}\left(T_{n}^{\left(i_{2}\right)}(x)\right) d x \\
= & \int_{\mathbb{T}^{3}}\left(T_{n}^{\left(i_{1}\right)}(x)^{2} T_{n}^{\left(i_{2}\right)}(x)^{2}-T_{n}^{\left(i_{1}\right)}(x)^{2}-T_{n}^{\left(i_{2}\right)}(x)^{2}+1\right) d x \\
= & \frac{1}{\mathcal{N}_{n}^{2}} \sum_{C_{n}(4)} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}}-\frac{1}{\mathcal{N}_{n}} \sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2}-\frac{1}{\mathcal{N}_{n}} \sum_{\lambda}\left|a_{i_{2}, \lambda}\right|^{2}+1 \\
= & \frac{1}{\mathcal{N}_{n}^{2}} \sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2} \sum_{\lambda}\left|a_{i_{2}, \lambda}\right|^{2}+\frac{2}{\mathcal{N}_{n}^{2}}\left(\sum_{\lambda} a_{i_{1}, \lambda} \overline{a_{i 2}, \lambda}\right)^{2}-\frac{2}{\mathcal{N}_{n}^{2}} \sum_{\lambda}\left|a_{i, \lambda}\right|^{2}\left|a_{i_{2}, \lambda}\right|^{2} \\
& \quad-\frac{1}{\mathcal{N}_{n}^{2}} \sum_{\lambda} a_{i_{1}, \lambda}^{2} \overline{a_{i_{2}, \lambda}}{ }^{2}+\frac{1}{\mathcal{N}_{n}^{2}} \sum_{X_{n}(4)} a_{i_{1}, \lambda} a_{i_{1}, \chi^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}} \\
& \quad-\frac{1}{\mathcal{N}_{n}} \sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2}-\frac{1}{\mathcal{N}_{n}} \sum_{\lambda}\left|a_{i_{2}, \lambda}\right|^{2}+1 .
\end{aligned}
$$

Now using the relation

$$
\begin{align*}
& \frac{1}{\mathcal{N}_{n}^{2}} \sum_{\lambda}\left(\left|a_{i_{1}, \lambda}\right|^{2}-1\right) \sum_{\lambda}\left(\left|a_{i_{2}, \lambda}\right|^{2}-1\right) \\
= & \frac{1}{\mathcal{N}_{n}^{2}} \sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2} \sum_{\lambda}\left|a_{i_{2}, \lambda}\right|^{2}-\frac{1}{\mathcal{N}_{n}} \sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2}-\frac{1}{\mathcal{N}_{n}} \sum_{\lambda}\left|a_{i_{2}, \lambda}\right|^{2}+1, \tag{II.3.20}
\end{align*}
$$

we can rewrite $b_{1}^{\left(i_{1}, i_{2}\right)}(n)$ as

$$
\begin{array}{r}
\frac{1}{\mathcal{N}_{n}^{2}} \sum_{\lambda}\left(\left|a_{i_{1}, \lambda}\right|^{2}-1\right) \sum_{\lambda}\left(\left|a_{i_{2}, \lambda}\right|^{2}-1\right)+\frac{2}{\mathcal{N}_{n}^{2}}\left(\sum_{\lambda} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}}\right)^{2} \\
-\frac{2}{\mathcal{N}_{n}^{2}} \sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2}\left|a_{i_{2}, \lambda}\right|^{2}-\frac{1}{\mathcal{N}_{n}^{2}} \sum_{\lambda} a_{i_{1}, \lambda}^{2} \overline{a_{i_{2}, \lambda}}{ }^{2}+\frac{1}{\mathcal{N}_{n}^{2}} \sum_{X_{n}(4)} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \chi^{\prime \prime}} a_{i_{2}, \chi^{\prime \prime \prime}} \\
=\frac{1}{\mathcal{N}_{n}}\left(W^{\left(i_{1}\right)}(n) W^{\left(i_{2}\right)}(n)+2 M^{\left(i_{1}, i_{2}\right)}(n)^{2}-2 R^{\left(i_{1}, i_{2}\right)}(n)-S^{\left(i_{1}, i_{2}\right)}(n)+X^{\left(i_{1}, i_{2}\right)}(n)\right) .
\end{array}
$$

Let us now prove (ii). We start by computing $\int_{\mathbb{T}^{3}} H_{2}\left(T_{n}^{\left(i_{1}\right)}(x)\right) H_{2}\left(T_{n, k}^{\left(i_{2}\right)}(x)\right) d x$ for fixed $k \in[3]$. Bearing in mind that

$$
T_{n, k}^{\left(i_{2}\right)}(x)=i \sqrt{\frac{3}{n N_{n}}} \sum_{\lambda} \lambda_{k} a_{i_{2}, \lambda} e_{\lambda}(x)
$$

and using (II.3.17), we have

$$
\int_{\mathbb{T}^{3}} H_{2}\left(T_{n}^{\left(i_{1}\right)}(x)\right) H_{2}\left(T_{n, k}^{\left(i_{2}\right)}(x)\right) d x=\int_{\mathbb{T}^{3}}\left(T_{n}^{\left(i_{1}\right)}(x)^{2} T_{n, k}^{\left(i_{2}\right)}(x)^{2}-T_{n}^{\left(i_{1}\right)}(x)^{2}-T_{n, k}^{\left(i_{2}\right)}(x)^{2}+1\right) d x
$$

$$
\begin{aligned}
& =\frac{3}{n \mathcal{N}_{n}^{2}} \sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2} \sum_{\lambda} \lambda_{k}^{2}\left|a_{i_{2}, \lambda^{\prime}}\right|^{2}-\frac{6}{n \mathcal{N}_{n}^{2}}\left(\sum_{\lambda} \lambda_{k} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}}\right)^{2} \\
& \quad-\frac{6}{n \mathcal{N}_{n}^{2}} \sum_{\lambda} \lambda_{k}^{2}\left|a_{i_{1}, \lambda}\right|^{2}\left|a_{i_{2}, \lambda}\right|^{2}+\frac{3}{n \mathcal{N}_{n}^{2}} \sum_{\lambda} \lambda_{k}^{2} a_{i_{1}, \lambda}^{2}{\overline{a_{i_{2}, \lambda}}}^{2} \\
& \quad-\frac{3}{n \mathcal{N}_{n}^{2}} \sum_{X_{n}(4)} \lambda_{k}^{\prime \prime} \lambda_{k}^{\prime \prime \prime} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}}-\frac{1}{\mathcal{N}_{n}} \sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2}-\frac{3}{n \mathcal{N}_{n}} \sum_{\lambda}\left|a_{i_{2}, \lambda}\right|^{2} \lambda_{k}^{2}+1 .
\end{aligned}
$$

Hence, summing over $k$ and using the fact that $\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}=n$ for $\lambda=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \in \Lambda_{n}$ yields

$$
\begin{aligned}
b_{2}^{\left(i_{1}, i_{2}\right)}(n)= & \frac{3}{\mathcal{N}_{n}^{2}} \sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2} \sum_{\lambda}\left|a_{i_{2}, \lambda}\right|^{2}-\frac{6}{n \mathcal{N}_{n}^{2}} \sum_{k=1}^{3}\left(\sum_{\lambda} \lambda_{k} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}}\right)^{2}-\frac{6}{\mathcal{N}_{n}^{2}} \sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2}\left|a_{i_{2}, \lambda}\right|^{2} \\
& +\frac{3}{\mathcal{N}_{n}^{2}} \sum_{\lambda} a_{i_{1}, \lambda}^{2} \overline{a_{i_{2}, \lambda}}{ }^{2}-\frac{3}{n \mathcal{N}_{n}^{2}} \sum_{k=1}^{3} \sum_{X_{n}(4)} \lambda_{k}^{\prime \prime} \lambda_{k}^{\prime \prime \prime} a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \lambda^{\prime \prime \prime}} \\
& -\frac{3}{\mathcal{N}_{n}} \sum_{\lambda}\left|a_{i_{1}, \lambda}\right|^{2}-\frac{3}{\mathcal{N}_{n}} \sum_{\lambda}\left|a_{i_{2}, \lambda}\right|^{2}+3 .
\end{aligned}
$$

Note that we can rewrite the second term as

$$
-\frac{6}{n \mathcal{N}_{n}^{2}} \sum_{k=1}^{3}\left(\sum_{\lambda} \lambda_{k} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}}\right)^{2}=\frac{6}{\mathcal{N}_{n}} \sum_{k=1}^{3}\left(\frac{i}{\sqrt{n \mathcal{N}_{n}}} \sum_{\lambda} \lambda_{k} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}}\right)^{2}=\frac{6}{\mathcal{N}_{n}} \sum_{k=1}^{3} M_{k}^{\left(i_{1}, i_{2}\right)}(n)^{2}
$$

Substituting (II.3.20) in the computation above shows that $b_{2}^{\left(i_{1}, i_{2}\right)}(n)$ is equal to

$$
\frac{3}{\mathcal{N}_{n}}\left(W^{\left(i_{1}\right)}(n) W^{\left(i_{2}\right)}(n)+2 \sum_{k=1}^{3} M_{k}^{\left(i_{1}, i_{2}\right)}(n)^{2}-2 R^{\left(i_{1}, i_{2}\right)}(n)+S^{\left(i_{1}, i_{2}\right)}(n)-\sum_{k=1}^{3} X_{k k}^{\left(i_{1}, i_{2}\right)}(n)\right)
$$

which is the desired equality. Relations (iii)-(v) can be proved by similar arguments.
Explicit expression of $\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)$. We are now in position to provide the precise expression of the fourthorder chaotic component of $L_{n}^{(\ell)}$. We introduce the following notation: We write $\mathbf{0}_{\ell} \in \mathcal{M}_{\ell \times 3}(\mathbb{R})$ for the zero-matrix; for an integer $m \geq 1$, we consider the mapping $s_{m}^{(\ell)}:([\ell] \times[3])^{m} \rightarrow \mathcal{M}_{\ell \times 3}(\mathbb{R})$ defined by

$$
s_{m}^{(\ell)}\left(\left(i_{1}, j_{1}\right), \ldots,\left(i_{m}, j_{m}\right)\right):=\left\{\mathbb{1}\left[(i, j) \in\left\{\left(i_{1}, j_{1}\right), \ldots,\left(i_{m}, j_{m}\right)\right\}\right]:(i, j) \in[\ell] \times[3]\right\}
$$

that is, $s_{m}^{(\ell)}\left(\left(i_{1}, j_{1}\right), \ldots,\left(i_{m}, j_{m}\right)\right)$ is the $\ell \times 3$ matrix whose entry is 1 at positions $\left(i_{1}, j_{1}\right), \ldots,\left(i_{m}, j_{m}\right)$ and 0 elsewhere. The following Proposition II.3.14 contains the values of all the projection coefficients $\alpha\left\{p_{j}^{(i)}:(i, j) \in[\ell] \times[3]\right\}$ appearing in the Wiener chaos expansion of $L_{n}^{(\ell)}$ in (II.3.5) and is a direct consequence of Proposition II.B. 5 applied with $\mathbf{X}=\mathbf{T}_{n \star}^{(\ell)}(z), z \in \mathbb{T}^{3}$ in the three cases $(\ell, k) \in\{(1,3),(2,3),(3,3)\}$; The exact values are entirely determined once we compute (see (II.1.8))

$$
\alpha(1,3)=\frac{4}{\sqrt{2 \pi}}, \quad \alpha(2,3)=2, \quad \alpha(3,3)=\frac{4}{\sqrt{2 \pi}}
$$

Proposition II.3.14. For every $\ell \in[3]$ and every collection of indices $I=$ $\left\{\left(i_{1}, j_{1}\right) \neq\left(i_{2}, j_{2}\right) \neq\left(i_{3}, j_{3}\right) \neq\left(i_{4}, j_{4}\right) \in[\ell] \times[3]\right\}$, we have

$$
\alpha_{3}^{(\ell)}\left\{\mathbf{0}_{\ell}\right\}=\alpha(\ell, 3)
$$

$$
\begin{aligned}
& \alpha_{3}^{(\ell)}\left\{2 s_{1}^{(\ell)}\left(\left(i_{1}, j_{1}\right)\right)\right\}=\frac{1}{2!} \frac{1}{3} \alpha(\ell, 3)=\frac{1}{6} \alpha(\ell, 3), \\
& \alpha_{3}^{(\ell)}\left\{4 s_{1}^{(\ell)}\left(\left(i_{1}, j_{1}\right)\right)\right\}=-\frac{1}{4!} \frac{1}{5} \alpha(\ell, 3)=-\frac{1}{120} \alpha(\ell, 3), \\
& \alpha_{3}^{(\ell)}\left\{2 s_{2}^{(\ell)}\left(\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right)\right)\right\}= \\
& \\
& \quad-\frac{1}{60} \alpha(\ell, 3) \mathbb{1}_{i_{1}=i_{2}} \\
& \\
& \quad+\frac{1}{60} \alpha(\ell, 3) \mathbb{1}_{i_{1} \neq i_{2}, j_{1}=j_{2}} \mathbb{1}_{\ell \in\{2,3\}} \alpha(\ell, 3) \mathbb{1}_{i_{1} \neq i_{2}, j_{1} \neq j_{2}} \mathbb{1}_{\ell \in\{2,3\}}, \\
& \alpha_{3}^{(\ell)}\left\{s_{4}^{(\ell)}\left(\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right),\left(i_{3}, j_{3}\right),\left(i_{4}, j_{4}\right)\right)\right\}=-\frac{2}{15} \alpha(\ell, k) \mathbb{1}_{I \in S} \mathbb{1}_{\ell \in\{2,3\}},
\end{aligned}
$$

where $S=\left\{\left\{\left(i_{1}, j_{1}\right),\left(i_{1}, j_{2}\right),\left(i_{2}, j_{1}\right),\left(i_{2}, j_{2}\right)\right\}: i_{1} \neq i_{2}, j_{1} \neq j_{2}\right\}$.
In particular, from Proposition II.B.5, it becomes clear that the fourth-order chaotic component of $L_{n}^{(\ell)}$ does not involve (i) any non-linear interaction of the three ARWs simultaneously (for $\ell=3$ ), and (ii) any product of odd Hermite polynomials except expressions of the form $H_{1}(\cdot) H_{1}(\cdot) H_{1}(\cdot) H_{1}(\cdot)$.

Recalling the random variables introduced in Definition II.3.10, we define the following two quantities: for $\ell \in[3]$ and $i_{1} \in[\ell]$,

$$
\begin{align*}
A_{n, \ell}^{\left(i_{1}\right)}:= & \frac{\beta_{4} \beta_{0}^{\ell-1}}{4!} \alpha_{3}^{(\ell)}\left\{\mathbf{0}_{\ell}\right\} \cdot a_{1}^{\left(i_{1}\right)}(n)+\frac{\beta_{0}^{\ell-1} \beta_{2}}{2!} \alpha_{3}^{(\ell)}\left\{2 s_{1}^{(\ell)}((1,1))\right\} \cdot a_{2}^{\left(i_{1}\right)}(n) \\
& \quad+\beta_{0}^{\ell} \alpha_{3}^{(\ell)}\left\{4 s_{1}^{(\ell)}((1,1))\right\} \cdot a_{3}^{\left(i_{1}\right)}(n) \\
& +\beta_{0}^{\ell} \alpha_{3}^{(\ell)}\left\{2 s_{2}^{(\ell)}((1,1),(1,2))\right\} \cdot a_{4}^{\left(i_{1}\right)}(n) \tag{II.3.21}
\end{align*}
$$

and for $\ell \in\{2,3\}$ and $i_{1}<i_{2} \in[\ell]$,

$$
\begin{align*}
& B_{n, \ell}^{\left(i_{1}, i_{2}\right)}:=\left(\frac{\beta_{2}}{2!}\right)^{2} \beta_{0}^{\ell-2} \alpha_{3}^{(\ell)}\left\{\mathbf{0}_{\ell}\right\} \cdot b_{1}^{\left(i_{1}, i_{2}\right)}(n)+\frac{\beta_{2} \beta_{0}^{\ell-1}}{2!} \alpha_{3}^{(\ell)}\left\{2 s_{1}^{(\ell)}((1,1))\right\} \cdot b_{2}^{\left(i_{1}, i_{2}\right)}(n) \\
&+\frac{\beta_{0}^{\ell-1} \beta_{2}}{2!} \alpha_{3}^{(\ell)}\left\{2 s_{1}^{(\ell)}((1,1))\right\} \cdot b_{2}^{\left(i_{1}, i_{2}\right)}(n) \\
&+\beta_{0}^{\ell} \alpha_{3}^{(\ell)}\left\{2 s_{2}^{(\ell)}((1,1),(2,2))\right\} \cdot b_{3}^{\left(i_{1}, i_{2}\right)}(n) \\
&+\beta_{0}^{\ell} \alpha_{3}^{(\ell)}\left\{2 s_{2}^{(\ell)}((1,1),(2,1))\right\} \cdot b_{4}^{\left(i_{1}, i_{2}\right)}(n) \\
&+\beta_{0}^{\ell} \alpha_{3}^{(\ell)}\left\{s_{4}^{(\ell)}((1,1),(1,2),(2,1),(2,2))\right\} \cdot b_{5}^{\left(i_{1}, i_{2}\right)}(n) . \tag{II.3.22}
\end{align*}
$$

Then, the fourth-order chaotic component of $L_{n}^{(\ell)}$ is given by (recall (II.3.3))

$$
\begin{equation*}
\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)=\left(\frac{E_{n}}{3}\right)^{\ell / 2}\left(\sum_{i_{1} \in[\ell]} A_{n, \ell}^{\left(i_{1}\right)}+\sum_{i_{1}<i_{2} \in[\ell]} B_{n, \ell}^{\left(i_{1}, i_{2}\right)}\right)=:\left(\frac{E_{n}}{3}\right)^{\ell / 2} \cdot S_{n}^{(\ell)} \tag{II.3.23}
\end{equation*}
$$

with the convention that $\sum_{i_{1}<i_{2} \in[\ell]}=0$ if $\ell=1$. Using (II.A.4) and Proposition II.3.14, the expressions in (IV.2.9) and (IV.2.10) simplify to

$$
A_{n, \ell}^{\left(i_{1}\right)}=\frac{2}{(2 \pi)^{\ell / 2}} \alpha(\ell, 3)\left(\frac{1}{16} a_{1}^{\left(i_{1}\right)}(n)-\frac{1}{24} a_{2}^{\left(i_{1}\right)}(n)-\frac{1}{240} a_{3}^{\left(i_{1}\right)}(n)-\frac{1}{120} a_{4}^{\left(i_{1}\right)}(n)\right)
$$

and

$$
B_{n, \ell}^{\left(i_{1}, i_{2}\right)}=\frac{2}{(2 \pi)^{\ell / 2}} \alpha(\ell, 3)\left(\frac{1}{8} b_{1}^{\left(i_{1}, i_{2}\right)}(n)-\frac{1}{24} b_{2}^{\left(i_{1}, i_{2}\right)}(n)-\frac{1}{24} b_{2}^{\prime\left(i_{1}, i_{2}\right)}(n)+\frac{1}{40} b_{3}^{\left(i_{1}, i_{2}\right)}(n)\right.
$$

$$
\left.-\frac{1}{120} b_{4}^{\left(i_{1}, i_{2}\right)}(n)-\frac{1}{15} b_{5}^{\left(i_{1}, i_{2}\right)}(n)\right) .
$$

Using the expansions in Lemma II.3.12 and the fact that $W^{\left(i_{1}\right)}(n)=\sum_{k=1}^{3} W_{k k}^{\left(i_{1}\right)}(n)$, we compute

$$
\begin{equation*}
A_{n, \ell}^{\left(i_{1}\right)}=\frac{2}{(2 \pi)^{\ell / 2}} \frac{\alpha(\ell, 3)}{\mathcal{N}_{n}}\left(-\frac{1}{40} \sum_{k<j}\left(W_{k k}^{\left(i_{1}\right)}(n)-W_{j j}^{\left(i_{1}\right)}\right)^{2}-\frac{3}{20} \sum_{k<j} W_{k j}^{\left(i_{1}\right)}(n)^{2}+\mu^{\left(i_{1}\right)}(n)\right) \tag{II.3.24}
\end{equation*}
$$

where $\mu^{\left(i_{1}\right)}(n)$ is given by

$$
\begin{equation*}
\mu^{\left(i_{1}\right)}(n)=\frac{1}{20} R^{\left(i_{1}, i_{1}\right)}(n)+\frac{1}{16} X^{\left(i_{1}, i_{1}\right)}(n)+\frac{1}{8} \sum_{k=1}^{3} X_{k k}^{\left(i_{1}, i_{1}\right)}(n)-\frac{3}{80} \sum_{k, j=1}^{3} X_{k k j j}^{\left(i_{1}, i_{i}\right)}(n) . \tag{II.3.25}
\end{equation*}
$$

Similarly, if $\ell \in\{2,3\}$, using Lemma II.3.13 together with the fact that $M^{\left(i_{1}, i_{2}\right)}(n)=\sum_{k=1}^{3} M_{k k}^{\left(i_{1}, i_{2}\right)}(n)$, yields

$$
\begin{align*}
B_{n, \ell}^{\left(i_{1}, i_{2}\right)}= & \frac{2}{(2 \pi)^{\ell / 2}} \frac{\alpha(\ell, 3)}{\mathcal{N}_{n}}\left(-\frac{1}{10} \sum_{k<j}\left(W_{k k}^{\left(i_{1}\right)}(n)-W_{j j}^{\left(i_{1}\right)}(n)\right)\left(W_{k k}^{\left(i_{2}\right)}(n)-W_{j j}^{\left(i_{2}\right)}(n)\right)\right. \\
& -\frac{3}{5} \sum_{k<j} W_{k j}^{\left(i_{1}\right)}(n) W_{k j}^{\left(i_{2}\right)}(n)+\frac{1}{10} \sum_{k=1}^{3} M_{k k}^{\left(i_{1}, i_{2}\right)}(n)^{2}-\frac{1}{20} \sum_{k \neq j} M_{k k}^{\left(i_{1}, i_{2}\right)}(n) M_{j j}^{\left(i_{1}, i_{2}\right)}(n) \\
& \left.-\frac{1}{2} \sum_{k=1}^{3} M_{k}^{\left(i_{1}, i_{2}\right)}(n)^{2}+\frac{3}{10} \sum_{k<j} M_{k j}^{\left(i_{1}, i_{2}\right)}(n)^{2}+\eta^{\left(i_{1}, i_{2}\right)}(n)\right) \tag{II.3.26}
\end{align*}
$$

where $\eta^{\left(i_{1}, i_{2}\right)}(n)$ is given by

$$
\begin{align*}
\eta^{\left(i_{1}, i_{2}\right)}(n)= & \frac{2}{5} R^{\left(i_{1}, i_{2}\right)}(n)-\frac{3}{10} S^{\left(i_{1}, i_{2}\right)}(n)+\frac{1}{8} X^{\left(i_{1}, i_{2}\right)}(n) \\
& +\frac{1}{4} \sum_{k=1}^{3} X_{k k}^{\left(i_{1}, i_{2}\right)}(n)-\frac{3}{40} \sum_{k, j=1}^{3} X_{k k j j}^{\left(i_{1}, i_{i}\right)}(n) . \tag{II.3.27}
\end{align*}
$$

## II.3.2.2 Asymptotic simplification of $\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)$

We will now lead an asymptotic study of the fourth chaotic component of $\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)$ obtained in (II.3.23). This analysis is based on a multivariate Central Limit Theorem for the summands composing the expressions of $A_{n, \ell}^{\left(i_{1}\right)}$ and $B_{n, \ell}^{\left(i_{1}, i_{2}\right)}$.

We start by recalling the following formulae (see Lemma 3.3 and Appendix C in [Cam19]), which are a consequence of the asymptotic equidistribution of lattice points projected to the unit two-sphere.
Lemma II.3.15. For every $j, k, l, m \in$ [3], we have

$$
\begin{gather*}
\frac{1}{n \mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} \lambda_{k} \lambda_{j}=\frac{1}{3} \mathbb{1}_{k=j},  \tag{II.3.28}\\
\frac{1}{n^{2} \mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} \lambda_{k} \lambda_{l} \lambda_{j} \lambda_{m}=\frac{1}{5} \mathbb{1}_{k=l=j=m}+\frac{1}{15}\left(\mathbb{1}_{k=l, j=m, k \neq j}+\mathbb{1}_{k=j, l=m, k \neq l}+\mathbb{1}_{k=m, l=j, k \neq l}\right)+\varepsilon_{n}, \tag{II.3.29}
\end{gather*}
$$

where $\varepsilon_{n}=O\left(n^{-1 / 28+o(1)}\right)$, as $n \rightarrow \infty, n \neq 0,4,7(\bmod 8)$.
For the random variables in Definition II.3.9, we prove the following asymptotic relations.

Lemma II.3.16. Fix $\ell \in[3]$. For every $i_{1}, i_{2} \in[\ell]$, the following holds as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$ :

$$
\begin{gather*}
R^{\left(i_{1}, i_{2}\right)}(n) \xrightarrow{\mathbb{P}} 2 \mathbb{1}_{i_{1}=i_{2}}+\mathbb{1}_{i_{1} \neq i_{2}},  \tag{II.3.30}\\
S^{\left(i_{1}, i_{2}\right)}(n) \xrightarrow{\mathbb{P}} 2 \mathbb{1}_{i_{1}=i_{2}},  \tag{II.3.31}\\
X^{\left(i_{1}, i_{2}\right)}(n), X_{k k}^{\left(i_{1}, i_{2}\right)}(n), X_{k k j j}^{\left(i_{1}, i_{2}\right)}(n) \xrightarrow{L^{2}(\mathbb{P})} 0 . \tag{II.3.32}
\end{gather*}
$$

Proof. We introduce the equivalence relation $\sim$ on $\Lambda_{n}$ defined by $\lambda \sim \lambda^{\prime}$ if and only if $\lambda=-\lambda^{\prime}$ and write $\Lambda_{n} / \sim$ for the set of representatives of the equivalence classes under $\sim$. Then, it follows that $\operatorname{card}\left(\Lambda_{n} / \sim\right)=\mathcal{N}_{n} / 2$ and the collections $\left\{\left|a_{i_{1}, \lambda}\right|^{2}\left|a_{i, \lambda},\right|^{2}: \lambda \in \Lambda_{n} / \sim\right\}$ resp. $\left\{a_{i_{1}, \lambda}^{2} \overline{a_{i 2}, \lambda}{ }^{2}: \lambda \in \Lambda_{n} / \sim\right\}$ are families of i.i.d. random variables with respective means

$$
\mathbb{E}\left[\left|a_{i_{1}, \lambda}\right|^{2}\left|a_{i_{2}, \lambda}\right|^{2}\right]=2 \mathbb{1}_{i_{1}=i_{2}}+\mathbb{1}_{i_{1} \neq i_{2}}, \quad \mathbb{E}\left[a_{i_{1}, \lambda}^{2}{\overline{a_{i}, \lambda}}^{2}\right]=2 \mathbb{1}_{i_{1}=i_{2}} .
$$

Thus, relations (II.3.30) and (II.3.31) follow from the Law of Large Numbers: as $n \rightarrow \infty, n \neq 0,4,7$ $(\bmod 8)$, we have

$$
R^{\left(i_{1}, i_{2}\right)}(n)=\frac{1}{\mathcal{N}_{n} / 2} \sum_{\lambda \in \Lambda_{n} / \sim}\left|a_{i_{1}, \lambda}\right|^{2}\left|a_{i_{2}, \lambda}\right|^{2} \xrightarrow{\mathbb{P}} 2 \mathbb{1}_{i_{1}=i_{2}}+\mathbb{1}_{i_{1} \neq i_{2}},
$$

and

$$
S^{\left(i_{1}, i_{2}\right)}(n)=\frac{1}{\mathcal{N}_{n} / 2} \sum_{\lambda \in \Lambda_{n} / \sim} a_{i_{1}, \lambda}^{2}{\bar{a} i_{2}, \lambda}^{2} \xrightarrow{\mathbb{P}} 2 \mathbb{1}_{i_{1}=i_{2}} .
$$

The convergences in (II.3.32) have been proved in [Cam19] in the case $i_{1}=i_{2}$. Using independence and the fact that $a_{i_{1}, \lambda}=\overline{a_{i_{1}, \lambda}}$ for every $i_{1} \in[\ell]$ and $\lambda \in \Lambda_{n}$ yields

$$
\begin{aligned}
& \mathbb{E}\left[\left|X^{\left(i_{1}, i_{2}\right)}(n)\right|^{2}\right]=\mathbb{E}\left[X^{\left(i_{1}, i_{2}\right)}(n) \overline{X^{\left(i_{1}, i_{2}\right)}(n)}\right] \\
= & \frac{1}{\mathcal{N}_{n}^{2}} \sum_{X_{n}(4)} \sum_{X_{n}(4)} \mathbb{E}\left[a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}} a_{i_{1},-\mu} a_{i_{1},-\mu^{\prime}}\right] \mathbb{E}\left[a_{i_{2}, \lambda^{\prime \prime}} a_{i_{2}, \chi^{\prime \prime \prime}} a_{i_{2},-\mu^{\prime \prime}} a_{i_{2},-\mu^{\prime \prime \prime}}\right] \\
= & \frac{1}{\mathcal{N}_{n}^{2}} \sum_{X_{n}(4)} \sum_{X_{n}(4)} \mathbb{E}\left[z_{\lambda, \chi^{\prime}, \mu, \mu^{\prime}}^{\left(i_{1}\right)}\right] \mathbb{E}\left[z_{\chi^{\prime \prime}, \lambda^{\prime \prime \prime}, \mu^{\prime \prime}, \mu^{\prime \prime \prime}}^{\left(i_{2}\right)}\right] .
\end{aligned}
$$

Let us consider the random variable $z_{\lambda, \chi^{\prime}, \mu,-\mu^{\prime}}^{\left(i_{1}\right)}$. Denote by $N$ the number of pairs of vectors that are equal in absolute value among $\left\{\lambda, \lambda^{\prime}, \mu, \mu^{\prime}\right\}$. Since we consider vectors of $X_{n}(4)$, we have that $\lambda+\lambda^{\prime} \neq 0$ and $\mu+\mu^{\prime} \neq 0$. Conditional to this observation, we claim that the only non-zero contributions of $\mathbb{E}\left[z_{\lambda, \lambda^{\prime},-\mu,-\mu^{\prime}}^{\left(i_{1}\right)}\right]$ arise when $N=2$ or $N=4$. Indeed, if $N=0$, all the vectors are distinct, so that by independence, $\mathbb{E}\left[z_{\lambda, \lambda^{\prime},-\mu,-\mu^{\prime}}^{\left(i_{1}\right)}\right]=0$. If $N=1$, then $\mathbb{E}\left[z_{\lambda, \lambda^{\prime},-\mu,-\mu^{\prime}}^{\left(i_{1}\right)}\right]$ takes one of the forms

$$
\mathbb{E}\left[\left|a_{i_{1}, s}\right|^{2}\right] \mathbb{E}\left[a_{i_{1}, t}\right] \mathbb{E}\left[a_{i_{1}, t^{\prime}}\right]=0, \quad \mathbb{E}\left[a_{i_{1}, s}^{2}\right] \mathbb{E}\left[a_{i_{1}, t}\right] \mathbb{E}\left[a_{i_{1}, t^{\prime}}\right]=0, \quad s \neq \pm t \neq \pm t^{\prime}
$$

If $N=2, \mathbb{E}\left[z_{\lambda, \lambda^{\prime},-\mu,-\mu^{\prime}}^{\left(i_{1}\right)}\right]$ is of the form

$$
\mathbb{E}\left[\left|a_{i, s}\right|^{2}\right] \mathbb{E}\left[a_{i, t}^{2}\right]=0, \quad \mathbb{E}\left[\left|a_{i 1, s}\right|^{2}\right] \mathbb{E}\left[\left|a_{i, t}\right|^{2}\right]=1, \quad \mathbb{E}\left[a_{i, s}^{2}\right] \mathbb{E}\left[a_{i, t}^{2}\right]=0, \quad s \neq \pm t
$$

If $N=3$, then $\mathbb{E}\left[z_{\lambda, \chi^{\prime},-\mu,-\mu^{\prime}}^{\left(i_{1}\right)}\right]$ is of the form

$$
\mathbb{E}\left[a_{i, s}^{3}\right] \mathbb{E}\left[a_{i, t}\right]=0, \quad \mathbb{E}\left[\left|a_{i, s}\right|^{2} \overline{a_{i, s}}\right] \mathbb{E}\left[a_{i_{1}, t}\right]=0, \quad s \neq \pm t .
$$

Finally, if $N=4$, the elements $\lambda, \lambda^{\prime}, \mu, \mu^{\prime}$ are all the same in absolute value, so that $\mathbb{E}\left[z_{\lambda, \lambda^{\prime},-\mu,-\mu^{\prime}}^{\left(i_{1}\right)}\right]$ is of the form $\mathbb{E}\left[\left|a_{i_{1}, s}\right|^{4}\right]=2$ or $\mathbb{E}\left[a_{i_{1}, s}^{4}\right]=0$. The same arguments hold for $\mathbb{E}\left[z_{\lambda^{\prime \prime}, \lambda^{\prime \prime \prime}, \mu^{\prime \prime}, \mu^{\prime \prime \prime}}^{\left(i^{\prime \prime}\right.}\right]$. Therefore, in every non-zero contributions, the vector $\left(\lambda, \lambda^{\prime}, \lambda^{\prime \prime}, \lambda^{\prime \prime \prime}\right)$ determines the choices of $\left(\mu, \mu^{\prime}, \mu^{\prime \prime}, \mu^{\prime \prime \prime}\right)$, so that

$$
\mathbb{E}\left[\left|X^{\left(i_{1}, i_{2}\right)}(n)\right|^{2}\right] \ll \frac{\operatorname{card}\left(X_{n}(4)\right)}{\mathcal{N}_{n}^{2}} \ll \frac{\mathcal{N}_{n}^{7 / 4+o(1)}}{\mathcal{N}_{n}^{2}}=o(1)
$$

as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$ in view of (II.3.7).
A multivariate Central Limit Theorem. Recalling the random variables defined in Definition II.3.9, we define the following two random vectors for $n \in S_{3}$ : for every $\ell \in[3]$ and $i_{1} \in[\ell]$,

$$
\mathbb{W}^{\left(i_{1}\right)}(n):=\left(W_{11}^{\left(i_{1}\right)}(n), W_{12}^{\left(i_{1}\right)}(n), W_{13}^{\left(i_{1}\right)}(n), W_{22}^{\left(i_{1}\right)}(n), W_{23}^{\left(i_{1}\right)}(n), W_{33}^{\left(i_{1}\right)}(n)\right) \in \mathbb{R}^{6}
$$

and, for every $\ell \in\{2,3\}$ and $i_{1}<i_{2} \in[\ell]$,

$$
\begin{gathered}
\mathbb{M}^{\left(i_{1}, i_{2}\right)}(n):=\left(M_{1}^{\left(i_{1}, i_{2}\right)}(n), M_{2}^{\left(i_{1}, i_{2}\right)}(n), M_{3}^{\left(i_{1}, i_{2}\right)}(n), M_{11}^{\left(i_{1}, i_{2}\right)}(n), M_{12}^{\left(i_{1}, i_{2}\right)}(n), M_{13}^{\left(i_{1}, i_{2}\right)}(n),\right. \\
\left.M_{22}^{\left(i_{1}, i_{2}\right)}(n), M_{23}^{\left(i_{1}, i_{2}\right)}(n), M_{33}^{\left(i_{1}, i_{2}\right)}(n)\right) \in \mathbb{R}^{9} .
\end{gathered}
$$

The covariance matrix of the vectors $\mathbb{W}^{\left(i_{1}\right)}(n)$ and $\mathbb{M}^{\left(i_{1}, i_{2}\right)}(n)$ above is computed in the following lemmas.
Lemma II.3.17. For every $n \in S_{3}, \ell \in[3]$ and every $i_{1} \in[\ell]$, the covariance matrix of $\mathbb{W}^{\left(i_{1}\right)}(n)$ is

$$
\Sigma_{\mathbb{W}(n)}=\left(\begin{array}{cccccc}
\frac{2}{5}+\varepsilon_{n} & 0 & 0 & \frac{2}{15}+\varepsilon_{n} & 0 & \frac{2}{15}+\varepsilon_{n}  \tag{II.3.33}\\
0 & \frac{2}{15}+\varepsilon_{n} & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{2}{15}+\varepsilon_{n} & 0 & 0 & 0 \\
\frac{2}{15}+\varepsilon_{n} & 0 & 0 & \frac{2}{5}+\varepsilon_{n} & 0 & \frac{2}{15}+\varepsilon_{n} \\
0 & 0 & 0 & 0 & \frac{2}{15}+\varepsilon_{n} & 0 \\
\frac{2}{15}+\varepsilon_{n} & 0 & 0 & \frac{2}{15}+\varepsilon_{n} & 0 & \frac{2}{5}+\varepsilon_{n}
\end{array}\right)
$$

where $\varepsilon_{n}=O\left(n^{-1 / 28+o(1)}\right)$, as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$.
Proof. The proof mainly follows from the relations in Lemma II.3.15, together with the fact

$$
\mathbb{E}\left[\left(\left|a_{i_{1}, \lambda}\right|^{2}-1\right)\left(\left|a_{i_{1}, \lambda^{\prime}}\right|^{2}-1\right)\right]=\mathbb{1}_{\lambda= \pm \lambda^{\prime}}
$$

The covariances of $W_{j k}^{\left(i_{1}\right)}$ for $j, k \in[3]$ have been computed in [Cam19], Appendix II.C.
Lemma II.3.18. For every $n \in S_{3}, \ell \in\{2,3\}$ and every $i_{1}<i_{2} \in[\ell]$, the covariance matrix of $\mathbb{M}^{\left(i_{1}, i_{2}\right)}(n)$ is

$$
\Sigma_{\mathbb{M}(n)}=\left(\begin{array}{ccccccccc}
\frac{1}{3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{II.3.34}\\
0 & \frac{1}{3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{3} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{5}+\varepsilon_{n} & 0 & 0 & \frac{1}{15}+\varepsilon_{n} & 0 & \frac{1}{15}+\varepsilon_{n} \\
0 & 0 & 0 & 0 & \frac{1}{15}+\varepsilon_{n} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{15}+\varepsilon_{n} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{15}+\varepsilon_{n} & 0 & 0 & \frac{1}{5}+\varepsilon_{n} & 0 & \frac{1}{15}+\varepsilon_{n} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{15}+\varepsilon_{n} & 0 \\
0 & 0 & 0 & \frac{1}{15}+\varepsilon_{n} & 0 & 0 & \frac{1}{15}+\varepsilon_{n} & 0 & \frac{1}{5}+\varepsilon_{n}
\end{array}\right)
$$

where $\varepsilon_{n}=O\left(n^{-1 / 28+o(1)}\right)$, as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$.

Proof. Similarly as in the proof of Lemma II.3.17, we use Lemma II.3.15 and the fact that, by independence

$$
\mathbb{E}\left[a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}} a_{i_{1}, \lambda^{\prime}} \overline{a_{i_{2}, \lambda^{\prime}}}\right]=\mathbb{E}\left[a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}}\right] \mathbb{E}\left[\overline{a_{i_{2}, \lambda}} \overline{a_{i_{2}, \lambda^{\prime}}}\right]=\mathbb{1}_{\lambda=-\lambda^{\prime}}
$$

Using this identity, it follows that

$$
\operatorname{Cov}\left[M_{j}^{\left(i_{1}, i_{2}\right)}(n), M_{k}^{\left(i_{1}, i_{2}\right)}(n)\right]=\mathbb{E}\left[M_{j}^{\left(i_{1}, i_{2}\right)}(n) M_{k}^{\left(i_{1}, i_{2}\right)}(n)\right]=\frac{1}{n \mathcal{N}_{n}} \sum_{\lambda} \lambda_{j} \lambda_{k}=\frac{1}{3} \mathbb{1}_{j=k}
$$

and

$$
\operatorname{Cov}\left[M_{j}^{\left(i_{1}, i_{2}\right)}(n), M_{l m}^{\left(i_{1}, i_{2}\right)}(n)\right]=\mathbb{E}\left[M_{j}^{\left(i_{1}, i_{2}\right)}(n) M_{l m}^{\left(i_{1}, i_{2}\right)}(n)\right]=\frac{i}{n \sqrt{n} \mathcal{N}_{n}} \sum_{\lambda} \lambda_{j} \lambda_{l} \lambda_{m}=0
$$

Moreover,

$$
\begin{aligned}
& \operatorname{Cov}\left[M_{j k}^{\left(i_{1}, i_{2}\right)}(n), M_{l m}^{\left(i_{1}, i_{2}\right)}(n)\right]=\mathbb{E}\left[M_{j k}^{\left(i_{1}, i_{2}\right)}(n) M_{l m}^{\left(i_{1}, i_{2}\right)}(n)\right]=\frac{1}{n^{2} \mathcal{N}_{n}} \sum_{\lambda} \lambda_{j} \lambda_{k} \lambda_{l} \lambda_{m} \\
& =\frac{1}{5} \mathbb{1}_{k=l=j=m}+\frac{1}{15}\left(\mathbb{1}_{k=l, j=m, k \neq j}+\mathbb{1}_{k=j, l=m, k \neq l}+\mathbb{1}_{k=m, l=j, k \neq l}\right)+\varepsilon_{n}
\end{aligned}
$$

which finishes the proof.
The following proposition plays a central role in the study of the fourth chaotic component of the nodal volume $L_{n}^{(\ell)}$ in the high-frequency regime. We define the limiting matrices obtained from (II.3.33) and (II.3.34):

$$
\Sigma_{\mathbb{W}}:=\lim _{n \rightarrow \infty} \Sigma_{\mathbb{W}(n)}, \quad \Sigma_{\mathbb{M}}:=\lim _{n \rightarrow \infty} \Sigma_{\mathbb{M}(n)}
$$

where for a square matrix $M_{n}=\left(m_{i j}(n)\right)$, we set $\lim _{n} M_{n}:=\left(\lim _{n} m_{i j}(n)\right)$.
Proposition II.3.19. As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$, the random vector

$$
\mathbf{V}_{1,2,3}(n):=\left(\mathbb{W}^{(1)}(n), \mathbb{W}^{(2)}(n), \mathbb{W}^{(3)}(n), \mathbb{M}^{(1,2)}(n), \mathbb{M}^{(1,3)}(n), \mathbb{M}^{(2,3)}(n)\right) \in \mathbb{R}^{45}
$$

converges in distribution to

$$
\mathbf{G}_{1,2,3}:=\left(\mathbb{G}^{(1)}, \mathbb{G}^{(2)}, \mathbb{G}^{(3)}, \mathbb{G}^{(1,2)}, \mathbb{G}^{(1,3)}, \mathbb{G}^{(2,3)}\right) \sim \mathcal{N}_{45}\left(0, \Sigma_{\mathbf{G}_{1,2,3}}\right)
$$

where

$$
\Sigma_{\mathbf{G}_{1,2,3}}=\Sigma_{\mathbb{W}} \oplus \Sigma_{\mathbb{W}} \oplus \Sigma_{\mathbb{W}} \oplus \Sigma_{\mathbb{M}} \oplus \Sigma_{\mathbb{M}} \oplus \Sigma_{\mathbb{M}} \in \mathcal{M}_{45 \times 45}(\mathbb{R})
$$

Proof. We start by showing that the covariance matrix of the vector $\mathbf{V}_{1,2,3}(n)$ has the block diagonal form

$$
\Sigma_{\mathbf{V}_{1,2,3}(n)}=\Sigma_{\mathbb{W}(n)} \oplus \Sigma_{\mathbb{W}(n)} \oplus \Sigma_{\mathbb{W}(n)} \oplus \Sigma_{\mathbb{M}(n)} \oplus \Sigma_{\mathbb{M}(n)} \oplus \Sigma_{\mathbb{M}(n)}
$$

From Lemmas II.3.17 and II.3.18 and by independence, we have

$$
\mathbb{E}\left[\left(\left|a_{i_{1}, \lambda}\right|^{2}-1\right) a_{i_{1}, \lambda^{\prime}} \overline{a_{i_{2}, \lambda^{\prime}}}\right]=\mathbb{E}\left[\left(\left|a_{i_{1}, \lambda}\right|^{2}-1\right) a_{i_{1}, \lambda^{\prime}}\right] \mathbb{E}\left[\overline{a_{i_{2}, \lambda^{\prime}}}\right]=0,
$$

and therefore $\operatorname{Cov}\left[\left(\left(\mathbb{W}^{\left(i_{1}\right)}(n)\right)_{l},\left(\mathbb{M}^{\left(i_{1}, i_{2}\right)}(n)\right)_{m}\right]=0\right.$ for every $l=1, \ldots, 6$ and $m=1, \ldots, 9$. Similarly, since for every $i_{2} \neq i_{3}$,

$$
\mathbb{E}\left[a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}} a_{i_{1}, \lambda^{\prime}} \overline{a_{i_{3}, \lambda^{\prime}}}\right]=\mathbb{E}\left[a_{i_{1}, \lambda} a_{i_{1}, \lambda^{\prime}}\right] \mathbb{E}\left[\overline{a_{i_{2}, \lambda}}\right] \mathbb{E}\left[\overline{a_{i_{3}, \lambda^{\prime}}}\right]=0
$$

we have that $\operatorname{Cov}\left[\left(\left(\mathbb{M}^{\left(i_{1}, i_{2}\right)}(n)\right)_{l},\left(\mathbb{M}^{\left(i_{1}, i_{3}\right)}(n)\right)_{m}\right]=0\right.$ for every $l, m=1, \ldots, 9$. Thus, $\mathbf{V}_{1,2,3}(n)$ is of the desired form. Furthermore, we notice that all the components $\left\{\left(\mathbf{V}_{1,2,3}(n)\right)_{l}: l=1, \ldots, 45\right\}$ of $\mathbf{V}_{1,2,3}(n)$
belong to the second Wiener chaos and that $\Sigma_{\mathbf{V}_{1,2,3}(n)} \rightarrow \Sigma_{\mathbf{G}_{1,2,3}}$ entry-wise as $n \rightarrow \infty, n \neq 0,4,7(\bmod 8)$. Thus, Theorem 6.2.3 of [NP12a] implies that, in order to prove the joint convergence to the Gaussian vector $\mathbf{G}_{1,2,3}$, it suffices to prove that the convergence holds component-wise, that is

$$
\left(\mathbf{V}_{1,2,3}(n)\right)_{l} \xrightarrow{d} \mathcal{N}\left(0,\left(\Sigma_{\mathbf{G}_{1,2,3}}\right) l l\right), \quad n \rightarrow \infty, n \not \equiv 0,4,7 \quad(\bmod 8),
$$

for every $l=1, \ldots, 45$. Using the Fourth Moment Theorem (Theorem 5.2.7, [NP12a]), this can be shown by proving that the fourth cumulant of $\left(\mathbf{V}_{1,2,3}(n)\right)_{l}$ converges to zero for every $l=1, \ldots, 45$. For the sake of completeness, we include the computations for $W_{j k}^{\left(i_{1}\right)}(n)$ with $j \neq k$ and $M^{\left(i_{1}, i_{2}\right)}(n)$ : writing $\Lambda_{n} / \sim$ for the set of all the representatives of the equivalence class of $\Lambda_{n}$ under the symmetry $\lambda \mapsto-\lambda$ and using the fact that $j \neq k$, we have

$$
W_{j k}^{\left(i_{1}\right)}(n)=\frac{1}{n \sqrt{\mathcal{N}_{n}}} \sum_{\lambda \in \Lambda_{n}} \lambda_{j} \lambda_{k}\left(\left|a_{i_{1}, \lambda}\right|^{2}-1\right)=\frac{2}{n \sqrt{\mathcal{N}_{n}}} \sum_{\lambda \in \Lambda_{n} / \sim} \lambda_{j} \lambda_{k}\left|a_{i_{1}, \lambda}\right|^{2},
$$

that is, $W_{j k}^{(i)}(n)$ is a sum of i.i.d. random variables. Moreover, for $\lambda \in \Lambda_{n} / \sim$,

$$
\left|a_{i, \lambda}\right|^{2} \stackrel{d}{=} \frac{u_{\lambda}^{2}}{2}+\frac{v_{\lambda}^{2}}{2}
$$

where $u_{\lambda} \stackrel{d}{=} v_{\lambda}$ are independent real $\mathcal{N}(0,1)$ random variables. Thus, using homogeneity and independence properties of cumulants (see e.g. [PT11]), we have, as $n \rightarrow \infty, n \neq 0,4,7(\bmod 8)$

$$
\begin{aligned}
\kappa_{4}\left(W_{j k}^{\left(i_{1}\right)}(n)\right) & =\kappa_{4}\left(\frac{2}{n \sqrt{\mathcal{N}_{n}}} \sum_{\lambda \in \Lambda_{n} / \sim} \lambda_{j} \lambda_{k}\left(\frac{u_{\lambda}^{2}}{2}+\frac{v_{\lambda}^{2}}{2}\right)\right) \\
& =\frac{2^{4}}{n^{4} \mathcal{N}_{n}^{2}} \sum_{\lambda \in \Lambda_{n} / \sim} \lambda_{j}^{4} \lambda_{k}^{4}\left(2^{-4} \kappa_{4}\left(u_{\lambda}^{2}\right)+2^{-4} \kappa_{4}\left(v_{\lambda}^{2}\right)\right) \\
& \leq \frac{1}{\mathcal{N}_{n}^{2}} \sum_{\lambda \in \Lambda_{n} / \sim}\left(\kappa_{4}\left(u_{\lambda}^{2}\right)+\kappa_{4}\left(v_{\lambda}^{2}\right)\right) \ll \frac{1}{\mathcal{N}_{n}}=o(1),
\end{aligned}
$$

where we used that $\lambda_{k}^{2} \leq n$ for every $k=1,2,3$, which implies that $\lambda_{j}^{4} \lambda_{k}^{4} \leq n^{4}$. Concerning $M^{\left(i_{1}, i_{2}\right)}(n)$, we write

$$
M^{\left(i_{1}, i_{2}\right)}(n)=\frac{1}{\sqrt{\mathcal{N}_{n}}} \sum_{\lambda \in \Lambda_{n}} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}}=\frac{2}{\sqrt{\mathcal{N}_{n}}} \sum_{\lambda \in \Lambda_{n} / \sim} a_{i_{1}, \lambda} \overline{a_{i_{2}, \lambda}} .
$$

Noting that for every $\lambda \in \Lambda_{n} / \sim$,

$$
a_{i_{1}, \lambda} \overline{a_{i 2}, \lambda} \stackrel{d}{=} \frac{\left(a_{i_{1}, \lambda}+\overline{a_{i 2}, \lambda}\right)\left(a_{i_{1}, \lambda}-\overline{a_{i 2}, \lambda}\right)}{2}=\frac{a_{i_{1}, \lambda}^{2}-\overline{a_{i_{2}, \lambda}}}{2}
$$

and using independence, we infer

$$
\begin{aligned}
& \kappa_{4}\left(M^{\left(i_{1}, i_{2}\right)}(n)\right)=\frac{2^{4}}{\mathcal{N}_{n}^{2}} \sum_{\lambda \in \Lambda_{n} / \sim} \kappa_{4}\left(a_{i_{1}, \lambda} \overline{a_{2}, \lambda}\right)=\frac{1}{\mathcal{N}_{n}^{2}} \sum_{\lambda \in \Lambda_{n} / \sim} \kappa_{4}\left(a_{i_{1}, \lambda}^{2}-{\overline{a_{2}, \lambda}}^{2}\right) \\
& =\frac{1}{\mathcal{N}_{n}^{2}} \sum_{\lambda \in \Lambda_{n} / \sim}\left(\kappa_{4}\left(a_{i, \lambda}^{2}\right)+\kappa_{4}\left({\overline{a_{i 2}, \lambda}}^{2}\right)\right) \ll \frac{1}{\mathcal{N}_{n}}=o(1),
\end{aligned}
$$

as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$. The other computations are done similarly.

The following corollary follows immediately:
Corollary II.3.20. For $\ell \in\{2,3\}$ and $i_{1}<i_{2} \in[\ell]$, as $n \rightarrow \infty, n \neq 0,4,7(\bmod 8)$, the random vector

$$
\mathbf{V}_{i_{1}, i_{2}}(n):=\left(\mathbb{W}^{\left(i_{1}\right)}(n), \mathbb{W}^{\left(i_{2}\right)}(n), \mathbb{M}^{\left(i_{1}, i_{2}\right)}(n)\right) \in \mathbb{R}^{21}
$$

converges in distribution to

$$
\mathbf{G}_{i_{1}, i_{2}}:=\left(\mathbb{G}^{\left(i_{1}\right)}, \mathbb{G}^{\left(i_{2}\right)}, \mathbb{G}^{\left(i_{1}, i_{2}\right)}\right) \sim \mathcal{N}_{21}\left(0, \Sigma_{\mathbf{G}_{i_{1}, i_{2}}}\right),
$$

where

$$
\Sigma_{\mathbf{G}_{i_{1}, i_{2}}}=\Sigma_{\mathbb{W}} \oplus \Sigma_{\mathbb{W}} \oplus \Sigma_{\mathbb{M}} \in \mathcal{M}_{21 \times 21}(\mathbb{R}) .
$$

We use the above established CLT in order to derive the limiting distribution of the fourth-order chaotic component of $L_{n}^{(\ell)}$. From Lemma II.3.16, it follows that, as $n \rightarrow \infty, n \neq 0,4,7(\bmod 8)$, the sequences in (II.3.25) and (II.3.27) satisfy

$$
\begin{equation*}
\mu^{\left(i_{1}\right)}(n)=\frac{1}{10}+o_{\mathbb{P}}(1), \quad \eta^{\left(i_{1}, i_{2}\right)}(n)=\frac{2}{5}+o_{\mathbb{P}}(1), \tag{II.3.35}
\end{equation*}
$$

where $o_{\mathbb{P}}(1)$ denotes a sequence converging to zero in probability. Now, bearing in mind the expressions (II.3.24) and (II.3.26), we define

$$
F\left(\mathbb{W}^{\left(i_{1}\right)}\right):=-\frac{1}{40} \sum_{k<j}\left(W_{k k}^{\left(i_{1}\right)}(n)-W_{j j}^{\left(i_{1}\right)}(n)\right)^{2}-\frac{3}{20} \sum_{k<j} W_{k j}^{\left(i_{1}\right)}(n)^{2}, \quad i_{1} \in[\ell]
$$

and

$$
\begin{aligned}
G\left(\mathbf{V}_{i_{1}, i_{2}}\right):= & -\frac{1}{10} \sum_{k<j}\left(W_{k k}^{\left(i_{1}\right)}(n)-W_{j j}^{\left(i_{1}\right)}(n)\right)\left(W_{k k}^{\left(i_{2}\right)}(n)-W_{j j}^{\left(i_{2}\right)}(n)\right) \\
& -\frac{3}{5} \sum_{k<j} W_{k j}^{\left(i_{1}\right)}(n) W_{k j}^{\left(i_{2}\right)}(n)+\frac{1}{10} \sum_{k=1}^{3} M_{k k}^{\left(i_{1}, i_{2}\right)}(n)^{2}-\frac{1}{20} \sum_{k \neq j} M_{k k}^{\left(i_{1}, i_{2}\right)}(n) M_{j j}^{\left(i_{1}, i_{2}\right)}(n) \\
& -\frac{1}{2} \sum_{k=1}^{3} M_{k}^{\left(i_{1}, i_{2}\right)}(n)^{2}+\frac{3}{10} \sum_{k<j} M_{k j}^{\left(i_{1}, i_{2}\right)}(n)^{2}, \quad i_{1}<i_{2} \in[\ell] .
\end{aligned}
$$

Combining these definitions with (II.3.35), leads to the asymptotic relations

$$
\begin{array}{rll}
A_{n, \ell}^{\left(i_{1}\right)} & =\frac{2}{(2 \pi)^{\ell / 2}} \frac{\alpha(\ell, 3)}{N_{n}} \cdot\left[f\left(\mathbb{W}^{\left(i_{1}\right)}(n)\right)+o_{\mathbb{P}}(1)\right], & i_{1} \in[\ell] \\
B_{n, \ell}^{\left(i, i_{2}\right)} & =\frac{2}{(2 \pi)^{\ell / 2}} \frac{\alpha(\ell, 3)}{\mathcal{N}_{n}} \cdot\left[g\left(\mathbf{V}_{i_{1}, i_{2}}(n)\right)+o_{\mathbb{P}}(1)\right], & i_{1}<i_{2} \in[\ell] \tag{II.3.37}
\end{array}
$$

where

$$
\begin{equation*}
f\left(\mathbb{W}^{\left(i_{1}\right)}(n)\right):=F\left(\mathbb{W}^{\left(i_{1}\right)}(n)\right)+\frac{1}{10}, \quad g\left(\mathbf{V}_{i_{1}, i_{2}}(n)\right):=G\left(\mathbf{V}_{i_{1}, i_{2}}(n)\right)+\frac{2}{5} . \tag{II.3.38}
\end{equation*}
$$

Plugging (II.3.36) and (II.3.37) into (II.3.23) and using the CLT in Corollary II.3.20, we obtain that, as $n \rightarrow \infty, n \neq 0,4,7(\bmod 8)$,

$$
\begin{equation*}
\left(c_{n}^{(\ell)}\right)^{-1} \cdot \operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right) \xrightarrow{d} \sum_{i_{1} \in[\ell]} f\left(\mathbb{G}^{\left(i_{1}\right)}\right)+\sum_{i_{1}<i_{2} \in[\ell]} g\left(\mathbf{G}_{i_{1}, i_{2}}\right)=: L^{(\ell)}, \tag{II.3.39}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{n}^{(\ell)}:=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \frac{2}{(2 \pi)^{\ell / 2}} \frac{\alpha(\ell, 3)}{\mathcal{N}_{n}} . \tag{II.3.40}
\end{equation*}
$$

## II.3.2.3 Proofs of Proposition II.3.3 and II.3.4

From the convergence in distribution stated in (II.3.39), we conclude that the sequence $\left\{Y_{n}^{(\ell)}:=\left(c_{n}^{(\ell)}\right)^{-1} \operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right): n \in S_{3}\right\}$ living in the fourth Wiener chaos, is tight and thus bounded in $L^{p}(\mathbb{P})$ for any $p>0$ by virtue of the hypercontractivity property of Wiener chaoses (see e.g. [NR14, Lemma 2.1]). This implies that the sequence $\left\{\left(Y_{n}^{(\ell)}\right)^{2}: n \in S_{3}\right\}$ is uniformly integrable. By Skorohod's Representation Theorem (see e.g. [Bil99, Theorem 25.6]), there exist random variables $\left\{Y_{n}^{(\ell) *}: n \in S_{3}\right\}$ and $L^{(\ell) *}$ defined on some auxiliary probability space $\left(\Omega^{*}, \mathscr{F}^{*}, \mathbb{P}^{*}\right)$, such that (i) $Y_{n}^{(\ell) *} \stackrel{d}{=} Y_{n}^{(\ell)}$ for every $n \in S_{3}$ and $L^{(\ell) *} \stackrel{d}{=} L^{(\ell)}$ and (ii) $Y_{n}^{(\ell) *} \rightarrow L^{(\ell) *}, \mathbb{P}^{*}$-a.s. as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$. Therefore we conclude that the sequence $\left\{\left(Y_{n}^{(\ell) *}\right)^{2}: n \in S_{3}\right\}$ is uniformly integrable. In particular, we infer that $\left\|Y_{n}^{(\ell)}\right\|_{L^{2}(\mathbb{P})}=\left\|Y_{n}^{(\ell) *}\right\|_{L^{2}\left(\mathbb{P}^{*}\right)} \rightarrow\left\|L^{(\ell) *}\right\|_{L^{2}\left(\mathbb{P}^{*}\right)}=\left\|L^{(\ell)}\right\|_{L^{2}(\mathbb{P})}$, i.e.

$$
\left(c_{n}^{(\ell)}\right)^{-2} \operatorname{Var}\left[\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)\right] \rightarrow \operatorname{Var}\left[L^{(\ell)}\right]
$$

as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$, or equivalently

$$
\begin{equation*}
\operatorname{Var}\left[\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)\right] \sim\left(c_{n}^{(\ell)}\right)^{2} \cdot \operatorname{Var}\left[L^{(\ell)}\right] \tag{II.3.41}
\end{equation*}
$$

as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$. Therefore, the asymptotic variance of $\operatorname{proj}_{4}\left(L_{n}^{(\ell)}\right)$ in Proposition II.3.3 and its asymptotic distribution in Proposition II.3.4 follow respectively from the variance and distribution of $L^{(\ell)}$, given in the following statement.
Proposition II.3.21. For the random variable $L^{(\ell)}$ appearing in (II.3.39), we have

$$
L^{(\ell)} \stackrel{d}{=}-\frac{1}{50} \hat{\xi}_{1}(5 \ell)-\frac{1}{25} \hat{\xi}_{2}\left(\frac{5 \ell(\ell-1)}{2}\right)+\frac{1}{25} \hat{\xi}_{3}\left(\frac{5 \ell(\ell-1)}{2}\right)+\frac{1}{50} \hat{\xi}_{4}\left(\frac{5 \ell(\ell-1)}{2}\right)-\frac{1}{6} \hat{\xi}_{5}\left(\frac{3 \ell(\ell-1)}{2}\right)
$$

where $\left\{\hat{\xi}\left(k_{i}\right): i=1, \ldots, 5\right\}$ is a family of independent centered chi-squared random variables, and therefore

$$
\operatorname{Var}\left[L^{(\ell)}\right]=\ell \cdot \frac{1}{250}+\frac{\ell(\ell-1)}{2} \cdot \frac{76}{375}
$$

Proof. The proof is based on lengthy but standard computations involving covariances of Gaussian random variables. We provide a sketch of the proof for the sake of readability. From relation (II.3.39) and the structure of the covariance matrix of $\mathbf{G}_{i_{1}, i_{2}}$ in Corollary II.3.20, it follows that

$$
\operatorname{Var}\left[L^{(\ell)}\right]=\ell \cdot \operatorname{Var}\left[f\left(\mathbb{G}^{(1)}\right)\right]+\frac{\ell(\ell-1)}{2} \cdot \operatorname{Var}\left[g\left(\mathbf{G}_{1,2}\right)\right]
$$

The variances of $f\left(\mathbb{G}^{(1)}\right)$ and $g\left(\mathbf{G}_{1,2}\right)$ are then computed using the explicit expressions of $f$ and $g$ as well as the covariance matrix $\Sigma_{\mathbf{G}_{123}}$ in (II.3.19). The probability distribution of $L^{(\ell)}$ is obtained by a standard diagonalization argument in order to express the latter in terms of independent standard Gaussian random variables, implying in particular the formula for its variance.

The proof of Propositon II.3.4 is concluded, once we note that the distribution of $L^{(\ell)}$ in Proposition II.3.21 can be written in the form $Y^{(\ell)} M^{(\ell)}\left(Y^{(\ell)}\right)^{T}$, where $Y^{(\ell)} \sim \mathcal{N}_{\ell(9 \ell-4)}\left(0, \mathbf{I}_{\ell(9 \ell-4)}\right)$ and $M^{(\ell)} \in$ $\mathcal{M}_{\ell(9 \ell-4) \times \ell(9 \ell-4)}(\mathbb{R})$ is the deterministic matrix given by

$$
M^{(\ell)}=\frac{-1}{50} \mathbf{I}_{5 \ell} \oplus \frac{-1}{25} \mathbf{I}_{\frac{5 \ell(\ell-1)}{2}} \oplus \frac{1}{25} \mathbf{I}_{\frac{5 \ell(\ell-1)}{2}} \oplus \frac{1}{50} \mathbf{I}_{\frac{5 \ell(\ell-1)}{2}} \oplus \frac{-1}{6} \mathbf{I}_{\frac{3 \ell(\ell-1)}{2}}
$$

with the convention that, $A \oplus 0=A$ for any matrix $A$.

## Appendix II.A Proof of Theorem II.2.5 and chaos expansion of level functionals

II.A. 1 Wiener-Itô chaos expansion of $J\left(\mathbf{G}, W ; u^{(\ell)}\right)$

We now provide the chaotic decomposition of the random variable $J\left(\mathbf{G}, W ; u^{(\ell)}\right)$ introduced in Definition II.2.1. Informally, the latter is obtained by multiplying the respective chaotic expansions of $\prod_{i=1}^{\ell} \delta_{u_{i}}$ and $W$ and then integrating the obtained expression over $Z$.
Formal chaotic expansion of the Dirac mass. For $u \in \mathbb{R}$, denote by $\left\{\beta_{j}^{(u)}: j \geq 0\right\}$ the Hermite coefficients of the formal expansion in Hermite polynomials of $\delta_{u}$, that is

$$
\delta_{u}(x)=\sum_{j \geq 0} \frac{\beta_{j}^{(u)}}{j!} H_{j}(x), \quad x \in \mathbb{R}
$$

where

$$
\begin{equation*}
\beta_{j}^{(u)}=\int_{\mathbb{R}} \delta_{u}(y) H_{j}(y) \gamma(y) d y=H_{j}(u) \gamma(u) . \tag{II.A.1}
\end{equation*}
$$

Approximating the Dirac mass by indicators $(2 \varepsilon)^{-1} \mathbb{1}_{[-\varepsilon, \varepsilon]}(x-u)$ for $\varepsilon>0$ and denoting by $\left\{\beta_{j}^{(u)}(\varepsilon): j \geq 0\right\}$ their associated Fourier-Hermite coefficients, the following lemma (roughly corresponding to [MPRW16, Lemma 3.4]) shows that the coefficients $\left\{\beta_{j}^{(u)}: j \geq 0\right\}$ in (II.A.1) are obtained from $\left\{\beta_{j}^{(u)}(\varepsilon): j \geq 0\right\}$ by letting $\varepsilon \rightarrow 0$.
Lemma II.A.1. For every $u \in \mathbb{R}$ and $\varepsilon>0$, the following expansion holds in $L^{2}(\gamma)$ :

$$
\frac{1}{2 \varepsilon} \mathbb{1}_{[-\varepsilon, \varepsilon]}(x-u)=\sum_{j \geq 0} \frac{\beta_{j}^{(u)}(\varepsilon)}{j!} H_{j}(x), \quad x \in \mathbb{R}
$$

where

$$
\beta_{0}^{(u)}(\varepsilon)=\frac{1}{2 \varepsilon} \int_{u-\varepsilon}^{u+\varepsilon} \gamma(y) d y,
$$

and for $j \geq 1$,

$$
\begin{equation*}
\beta_{j}^{(u)}(\varepsilon)=-\frac{1}{2 \varepsilon}\left(H_{j-1}(u+\varepsilon) \gamma(u+\varepsilon)-H_{j-1}(u-\varepsilon) \gamma(u-\varepsilon)\right) . \tag{II.A.2}
\end{equation*}
$$

In particular, for every $j \geq 0$, as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
\beta_{j}^{(u)}(\varepsilon) \rightarrow \beta_{j}^{(u)} \tag{II.A.3}
\end{equation*}
$$

For the nodal case corresponding to $u=0$, we write $\beta_{j}^{(0)}=: \beta_{j}$, and compute

$$
\beta_{2 j+1}=0, \quad \beta_{2 j}=\frac{H_{2 j}(0)}{\sqrt{2 \pi}}, \quad j \geq 0,
$$

where the first equality is a consequence of the symmetry relation $H_{k}(-x)=(-1)^{k} H_{k}(x)$. In particular, we have

$$
\begin{equation*}
\beta_{0}=\frac{1}{\sqrt{2 \pi}}, \quad \beta_{2}=-\frac{1}{\sqrt{2 \pi}}, \quad \beta_{4}=\frac{3}{\sqrt{2 \pi}} . \tag{II.A.4}
\end{equation*}
$$

The following standard proposition gives the Wiener-Itô chaos expansion of $J\left(\mathbf{G}, W ; u^{(\ell)}\right)$ defined in Definition II.2.1. Its proof is based on the expansion of $(2 \varepsilon)^{-\ell} \prod_{i=1}^{\ell} \mathbb{1}_{[-\varepsilon, \varepsilon]}\left(\bullet-u_{i}\right)$ into Hermite polynomials by means of Lemma II.A. 1 and then letting $\varepsilon \rightarrow 0$. We omit the proof.

Proposition II.A.2. Let the above setting prevail. Assume that the random field $W=\{W(z): z \in Z\}$ is such that (i) $\sup _{z \in Z} \mathbb{E}\left[W(z)^{2}\right]<\infty$, (ii) $W(z)$ is $\sigma(\mathbf{G})$-measurable for every $z \in Z$, and (iii) $W(z)$ is stochastically independent of $\left(G^{(1)}(z), \ldots, G^{(\ell)}(z)\right)$ for every $z \in Z$. Then, the random variable

$$
J_{\varepsilon}\left(\mathbf{G}, W ; u^{(\ell)}\right):=\int_{Z}(2 \varepsilon)^{-\ell} \prod_{i=1}^{\ell} \mathbb{1}_{[-\varepsilon, \varepsilon]}\left(G^{(i)}(z)-u_{i}\right) \cdot W(z) \mu(d z)
$$

is an element of $L^{2}(\mathbb{P})$ for every $\varepsilon>0$. Moreover, if $J\left(\mathbf{G}, W ; u^{(\ell)}\right)$ as in (II.2.1) is well-defined in $L^{2}(\mathbb{P})$, then for every $q \geq 0$,

$$
\begin{equation*}
\operatorname{proj}_{q}\left(J\left(\mathbf{G}, W ; u^{(\ell)}\right)\right)=\sum_{\substack{j_{1}, \ldots, j_{\ell}, r \geq 0 \\ j_{1}+\ldots+j_{\ell}+r=q}} \frac{\beta_{j_{1}}^{\left(u_{1}\right)} \cdots \beta_{j_{\ell}}^{\left(u_{\ell}\right)}}{j_{1}!\cdots j_{\ell}!} \int_{Z} \prod_{i=1}^{\ell} H_{j_{i}}\left(G^{(i)}(z)\right) \cdot \operatorname{proj}_{r}(W(z)) \mu(d z), \tag{II.A.5}
\end{equation*}
$$

where $\left\{\beta_{j}^{(u)}: j \geq 0\right\}$ denote the coefficients of the formal Hermite expansion of $\delta_{u}$ given in (II.A.1).

## II.A.1.1 Some elementary facts

Let $k \geq 1$ be an integer and $X=\left(X_{1}, \ldots, X_{k}\right)$ a standard $k$-dimensional Gaussian vector. We write $\|\cdot\|_{k}$ to indicate the Euclidean norm in $\mathbb{R}^{k}$. We will need the following standard fact.

Lemma II.A.3. The random variable $\|X\|_{k}$ is stochastically independent of $X /\|X\|_{k}$.
Proof. Let $g: \mathbb{R}^{k+1} \rightarrow \mathbb{R}$ be a bounded continuous function. Then, by passing to polar coordinates, we have

$$
\int_{\mathbb{R}^{k}} g\left(\|x\|, \frac{x}{\|x\|}\right) \gamma_{k}(x) d x=\int_{\mathbb{R}_{+} \times \mathbb{S}^{k-1}} g\left(r, \frac{u}{r}\right) r^{k-1} \frac{e^{-r^{2} / 2}}{(2 \pi)^{k / 2}} \sigma_{k}(d u)
$$

This shows that the density function of the vector $\left(\|X\|_{k}, X /\|X\|_{k}\right)$ is of the form $f_{0}(r) f_{1}(u)$, yielding independence.

For integers $1 \leq \ell \leq k$, we recall the notation introduced in (II.1.8)

$$
\alpha(\ell, k):=\frac{(k)_{\ell} \kappa_{k}}{(2 \pi)^{\ell / 2} \kappa_{k-\ell}}
$$

where $(k)_{\ell}:=k!/(k-\ell)$ ! and $\kappa_{k}:=\frac{\pi^{k / 2}}{\Gamma(1+k / 2)}$ stands for the volume of the unit ball in $\mathbb{R}^{k}$. The following lemma contains an expression of the moments of the Euclidean norm of a standard $k$-dimensional Gaussian vector.

Lemma II.A.4. For all integers $k \geq 1$ and $n \geq 1$, we have

$$
\begin{equation*}
\mathbb{E}\left[\|X\|_{k}^{n}\right]=2^{n / 2} \frac{\Gamma((k+n) / 2)}{\Gamma(k / 2)} \tag{II.A.6}
\end{equation*}
$$

In particular,

$$
\begin{align*}
& \mathbb{E}\left[\|X\|_{k}\right]=\alpha(1, k),  \tag{II.A.7}\\
& \mathbb{E}\left[\|X\|_{k}^{2}\right]=k,  \tag{II.A.8}\\
& \mathbb{E}\left[\|X\|_{k}^{3}\right]=\alpha(1, k)(k+1), \tag{II.A.9}
\end{align*}
$$

$$
\begin{align*}
& \mathbb{E}\left[\|X\|_{k}^{4}\right]=k(k+2)  \tag{II.A.10}\\
& \mathbb{E}\left[\|X\|_{k}^{5}\right]=\alpha(1, k)(k+1)(k+3) \tag{II.A.11}
\end{align*}
$$

so that

$$
\begin{equation*}
\frac{\mathbb{E}\left[\|X\|_{k}^{3}\right]}{\mathbb{E}\left[\|X\|_{k}\right]}=k+1 \tag{II.A.12}
\end{equation*}
$$

Proof. The law of the random variable $\|X\|_{k}$ is the chi-distribution with $k$ degrees of freedom, whose density is given by

$$
f(x)=\frac{1}{2^{k / 2-1} \Gamma(k / 2)} x^{k-1} e^{-x^{2} / 2}, \quad x>0
$$

Thus, it follows that, for $n \geq 1$,

$$
\mathbb{E}\left[\|X\|_{k}^{n}\right]=\int_{0}^{\infty} x^{n} f(x) d x=\frac{1}{2^{k / 2-1} \Gamma(k / 2)} \int_{0}^{\infty} x^{k+n-1} e^{-x^{2} / 2} d x
$$

Performing the change of variables $y=x^{2} / 2$ yields

$$
\mathbb{E}\left[\|X\|_{k}^{n}\right]=\frac{1}{2^{k / 2-1} \Gamma(k / 2)} \cdot 2^{(k+n) / 2-1} \Gamma((k+n) / 2)=2^{n / 2} \frac{\Gamma((k+n) / 2)}{\Gamma(k / 2)}
$$

which proves (II.A.6). The identities (II.A.7)-(II.A.11) are obtained from (II.A.6) for $n=1, \ldots, 6$ respectively, together with the relations $\Gamma(z+1)=z \Gamma(z)$ and the definition in (II.1.8).

## II.A.1.2 Wiener-Itô chaos expansion of $\Phi_{\ell, k}$

For integers $1 \leq \ell \leq k$, we consider a generic map $\Phi_{\ell, k}$ as in Definition II.2.2 and a matrix $\mathbf{X}=$ $\left\{X_{j}^{(i)}:(i, j) \in[\ell] \times[k]\right\} \in \mathcal{M}_{\ell \times k}(\mathbb{R})$ with independent standard normal entries.

The next lemma provides a characterization of the second chaotic projection associated with $\mathbf{X}$ and $\Phi_{\ell, k}(\mathbf{X})$, where we assume that $\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X})^{2}\right]<\infty$. As before, we set $\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X})\right]=$ : $\alpha_{\ell, k}$.
Lemma II.A.5. Let the above assumptions and notation prevail. Then, the following properties hold:
(i) for every $m \geq 1,\left(i_{1}, j_{1}\right), \ldots,\left(i_{m}, j_{m}\right) \in[\ell] \times[k]$ and $p_{1}, \ldots, p_{m} \in \mathbb{N}$ such that $p_{1}+\ldots+p_{m}$ is odd, we have

$$
\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X}) \prod_{a=1}^{m} H_{p_{a}}\left(X_{j_{a}}^{\left(i_{a}\right)}\right)\right]=0
$$

(ii) for every $\left(i_{1}, j_{1}\right) \neq\left(i_{2}, j_{2}\right) \in[\ell] \times[k]$, we have

$$
\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X}) X_{j_{1}}^{\left(i_{1}\right)} X_{j_{2}}^{\left(i_{2}\right)}\right]=0
$$

(iii) for every $(i, j) \in[\ell] \times[k]$, we have

$$
\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X}) H_{2}\left(X_{j}^{(i)}\right)\right]=\frac{1}{k} \alpha_{\ell, k}
$$

Proof. Let us prove (i). Writing $p_{1}+\ldots+p_{m}=r$ and using the fact that $\mathbf{X} \stackrel{d}{=}-\mathbf{X}$ together with property (A3) and the symmetry relation $H_{k}(-x)=(-1)^{k} H_{k}(x)$ for odd $k$, we have

$$
\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X}) \prod_{a=1}^{m} H_{p_{a}}\left(X_{j_{a}}^{\left(i_{a}\right)}\right)\right]=\mathbb{E}\left[\Phi_{\ell, k}(-\mathbf{X}) \prod_{a=1}^{m} H_{p_{a}}\left(-X_{j_{a}}^{\left(i_{a}\right)}\right)\right](-1)^{r} \mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X}) \prod_{a=1}^{m} H_{p_{a}}\left(X_{j_{a}}^{\left(i_{a}\right)}\right)\right]
$$

which implies the claim. Let us now prove (ii). Assume first that $\ell \geq 2$ and $i_{1} \neq i_{2}$. Let $\mathbf{X}^{*}$ be the matrix obtained from $\mathbf{X}$ by multiplying the $i_{1}$-th row by -1 . Then, $\mathbf{X} \stackrel{d}{=} \mathbf{X}^{*}$ together with (A2) applied with $c=-1$ imply

$$
J:=\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X}) X_{j_{1}}^{\left(i_{1}\right)} X_{j_{2}}^{\left(i_{2}\right)}\right]=\mathbb{E}\left[\Phi_{\ell, k}\left(\mathbf{X}^{*}\right) X_{j_{1}}^{*\left(i_{1}\right)} X_{j_{2}}^{*\left(i_{2}\right)}\right]=\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X})\left(-X_{j_{1}}^{\left(i_{1}\right)}\right) X_{j_{2}}^{\left(i_{2}\right)}\right]=-J,
$$

and therefore $J=0$. Assume now that $i_{1}=i_{2}$ (and therefore that $j_{1} \neq j_{2}$ ). Let $\mathbf{X}^{* *}$ be the matrix obtained from $\mathbf{X}$ by multiplying the $j_{1}$-th column of $\mathbf{X}$ by -1 . Then, $\mathbf{X} \stackrel{d}{=} \mathbf{X}^{* *}$ together with (A3) imply

$$
J:=\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X}) X_{j_{1}}^{\left(i_{1}\right)} X_{j_{2}}^{\left(i_{2}\right)}\right]=\mathbb{E}\left[\Phi_{\ell, k}\left(\mathbf{X}^{* *}\right) X_{j_{1}}^{* *\left(i_{1}\right)} X_{j_{2}}^{* *\left(i_{2}\right)}\right]=\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X})\left(-X_{j_{1}}^{\left(i_{1}\right)}\right) X_{j_{2}}^{\left(i_{2}\right)}\right]=-J,
$$

which yields the desired conclusion. In order to prove (iii), let $\mathbf{X}^{*}$ be the matrix obtained from $\mathbf{X}$ by multiplying the $i$-th row by $c=1 /\left\|X^{(i)}\right\|_{k}$. Then, according to Lemma II.A.3, the $i$-th row of $\mathbf{X}^{*}$ is stochastically independent of $\left\|X^{(i)}\right\|_{k}$. We have

$$
\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X}) H_{2}\left(X_{j}^{(i)}\right)\right]=\frac{1}{k} \mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X})\left\|X^{(i)}\right\|_{k}^{2}\right]-\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X})\right],
$$

so that, using (A2) and the independence mentioned above, yields

$$
\begin{aligned}
\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X}) H_{2}\left(X_{j}^{(i)}\right)\right] & =\frac{1}{k} \mathbb{E}\left[\Phi_{\ell, k}\left(\mathbf{X}^{*}\right)\left\|X^{(i)}\right\|_{k}^{3}\right]-\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X})\right] \\
& =\frac{1}{k} \frac{\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X})\right]}{\mathbb{E}\left[\left\|X^{(i)}\right\|_{k}\right]}\left[\mathbb{E}\left[\left\|X^{(i)}\right\|_{k}^{3}\right]-\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X})\right]=\frac{1}{k} \mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X})\right]=\frac{1}{k} \alpha_{\ell, k},\right.
\end{aligned}
$$

where the last equality follows from (II.A.12).
The following proposition combines Lemma II.A. 5 with the classical general formula for the chaotic projections of all order of $\Phi_{\ell, k}(\mathbf{X})$.
Proposition II.A.6. Let $\Phi_{\ell, k}: \mathcal{M}_{\ell \times k}(\mathbb{R}) \rightarrow \mathbb{R}_{+}$be as in the previous lemma. Then, for $q \geq 0$, the projection of $\Phi_{\ell, k}(\mathbf{X})$ onto the $q$-th Wiener chaos associated with $\mathbf{X}$ is given by

$$
\operatorname{proj}_{q}\left(\Phi_{\ell, k}(\mathbf{X})\right)=\sum_{\substack{\left.p_{1}^{(1)}, \ldots, p_{k}^{(1)} \geq 0 \\
p_{1}^{(1)}+\ldots+p_{k}^{(1)}+\ldots+p_{1}^{(\ell)}\right)+\ldots+p_{k}^{(\ell)}=q}} \ldots \sum_{\begin{array}{c}
p_{(\ell)}^{(\ell)}, \ldots, p^{(\ell)} \geq 0
\end{array}} \alpha_{k}^{(\ell)}\left\{p_{j}^{(i)}:(i, j) \in[\ell] \times[k]\right\} \cdot \prod_{i=1}^{\ell} \prod_{j=1}^{k} H_{p_{j}^{(i)}}\left(X_{j}^{(i)}\right),
$$

where the coefficients $\alpha_{k}^{(\ell)}\left\{p_{j}^{(i)}:(i, j) \in[\ell] \times[k]\right\}$ are given by

$$
\begin{equation*}
\alpha_{k}^{(\ell)}\left\{p_{j}^{(i)}:(i, j) \in[\ell] \times[k]\right\}:=\frac{1}{\prod_{i=1}^{\ell} \prod_{j=1}^{k}\left(p_{j}^{(i)}\right)!} \cdot \mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X}) \cdot \prod_{i=1}^{\ell} \prod_{j=1}^{k} H_{p_{j}^{(i)}}\left(X_{j}^{(i)}\right)\right] . \tag{II.A.13}
\end{equation*}
$$

In particular, we have

$$
\begin{align*}
& \operatorname{proj}_{0}\left(\Phi_{\ell, k}(\mathbf{X})\right)=\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X})\right]=\alpha_{\ell, k},  \tag{II.A.14}\\
& \operatorname{proj}_{2}\left(\Phi_{\ell, k}(\mathbf{X})\right)=\frac{\alpha_{\ell, k}}{2} \cdot \frac{1}{k} \sum_{i=1}^{\ell} \sum_{j=1}^{k}\left(\left(X_{j}^{(i)}\right)^{2}-1\right),  \tag{II.A.15}\\
& \operatorname{proj}_{2 q+1}\left(\Phi_{\ell, k}(\mathbf{X})\right)=0, \quad q \geq 0 \tag{II.A.16}
\end{align*}
$$

Proof. The formula for $\operatorname{proj}_{q}\left(\Phi_{\ell, k}(\mathbf{X})\right)$ follows from the orthogonal decomposition of $L^{2}(\mathbb{P})$. For $q=0$, we have $p_{j}^{(i)}=0$ for every $(i, j) \in[\ell] \times[k]$, so that $\operatorname{proj}_{0}\left(\Phi_{\ell, k}(\mathbf{X})\right)=\mathbb{E}\left[\Phi_{\ell, k}(\mathbf{X})\right]$. For $q=2$, in view of Lemma II.A.5, only the tuples ( $p_{j}^{(i)}:(i, j) \in[\ell] \times[k]$ ) involving exactly one 2 contribute to the projection on the second chaos and the conclusion then follows from Lemma II.A. 5 (iii). Finally, the projections onto Wiener chaoses of odd order vanish in view of Lemma II.A. 5 (i).

## II.A. 2 Proof of Theorem II.2.5

Part (i) follows from the form of the $q$-th chaotic projection of $J$ provided in (II.A.5) and Proposition II.A. 6 where the random matrix $\mathbf{X}$ is replaced with $\mathbf{X}_{\star}(z)$. Indeed, by (II.A.14) and the fact that $\mu(Z)=1$, we have

$$
\operatorname{proj}_{0}(J)=\beta_{0}^{\left(u_{1}\right)} \cdots \beta_{0}^{\left(u_{\ell}\right)} \int_{Z} \prod_{i=1}^{\ell} H_{0}\left(X_{0}^{(i)}(z)\right) \cdot \operatorname{proj}_{0}\left(\Phi_{\ell, k}\left(\mathbf{X}_{\star}(z)\right)\right) \mu(d z)=\prod_{i=1}^{\ell} \gamma\left(u_{i}\right) \cdot \alpha_{\ell, k}
$$

This proves (II.2.8). For (II.2.9), since $\operatorname{proj}_{1}\left(\Phi_{\ell, k}\left(\mathbf{X}_{\star}(z)\right)\right)=0$ by (II.A.16), we have (recalling the definition of $m^{(i)}$ in (II.2.4))

$$
\begin{aligned}
\operatorname{proj}_{1}(J) & =\sum_{i=1}^{\ell} \beta_{1}^{\left(u_{i}\right)} \prod_{\substack{j=1 \\
j \neq i}}^{\ell} \beta_{0}^{\left(u_{j}\right)} \int_{Z} H_{0}\left(X_{0}^{(j)}(z)\right) H_{1}\left(X_{0}^{(i)}(z)\right) \cdot \operatorname{proj}_{0}\left(\Phi_{\ell, k}\left(\mathbf{X}_{\star}(z)\right)\right) \mu(d z) \\
& =\sum_{i=1}^{\ell} \prod_{\substack{j=1 \\
j \neq i}}^{\ell} \gamma\left(u_{j}\right) \gamma\left(u_{i}\right) u_{i} \int_{Z} X_{0}^{(i)}(z) \cdot \alpha_{\ell, k} \mu(d z)=\prod_{j=1}^{\ell} \gamma\left(u_{j}\right) \cdot \alpha_{\ell, k} \cdot \sum_{i=1}^{\ell} m^{(i)} u_{i}
\end{aligned}
$$

Let us now turn to (II.2.10). We have

$$
\begin{aligned}
& \operatorname{proj}_{2}(J)=\sum_{i=1}^{\ell} \frac{\beta_{2}^{\left(u_{i}\right)}}{2!} \prod_{\substack{j=1 \\
j \neq i}}^{\ell} \beta_{0}^{\left(u_{j}\right)} \int_{Z} H_{0}\left(X_{0}^{(j)}(z)\right) H_{2}\left(X_{0}^{(i)}(z)\right) \cdot \operatorname{proj}_{0}\left(\Phi_{\ell, k}\left(\mathbf{X}_{\star}(z)\right)\right) \mu(d z) \\
&+\prod_{i=1}^{\ell} \beta_{0}^{\left(u_{i}\right)} \int_{Z} H_{0}\left(X_{0}^{(i)}(z)\right) \cdot \operatorname{proj}_{2}\left(\Phi_{\ell, k}\left(\mathbf{X}_{\star}(z)\right)\right) \mu(d z)
\end{aligned}
$$

Now, using $\beta_{2}^{\left(u_{i}\right)}=\gamma\left(u_{i}\right)\left(u_{i}^{2}-1\right)$ and (II.A.15) yields

$$
\begin{aligned}
\operatorname{proj}_{2}(J)= & \frac{\alpha_{\ell, k}}{2} \cdot \prod_{j=1}^{\ell} \gamma\left(u_{j}\right) \cdot \sum_{i=1}^{\ell}\left(u_{i}^{2}-1\right) \int_{Z}\left(X_{0}^{(i)}(z)^{2}-1\right) \mu(d z) \\
& +\frac{\alpha_{\ell, k}}{2} \cdot \prod_{i=1}^{\ell} \gamma\left(u_{i}\right) \int_{Z} \frac{1}{k} \sum_{i=1}^{\ell} \sum_{j=1}^{k}\left(X_{j}^{(i)}(z)^{2}-1\right) \mu(d z) \\
= & \frac{\alpha_{\ell, k}}{2} \cdot \prod_{i=1}^{\ell} \gamma\left(u_{i}\right) \cdot \sum_{i=1}^{\ell}\left\{\left(u_{i}^{2}-1\right) \int_{Z}\left(X_{0}^{(i)}(z)^{2}-1\right)+\frac{1}{k} \sum_{j=1}^{k}\left(X_{j}^{(i)}(z)^{2}-1\right) \mu(d z)\right\} \\
= & \frac{\alpha_{\ell, k}}{2} \cdot \prod_{i=1}^{\ell} \gamma\left(u_{i}\right) \cdot \sum_{i=1}^{\ell}\left\{u_{i}^{2} \int_{Z}\left(X_{0}^{(i)}(z)^{2}-1\right) \mu(d z)+D^{(i)}\right\}
\end{aligned}
$$

where we used the definition of $D^{(i)}$ in (II.2.3).
For part (ii), set $u_{i}=D^{(i)}=0$ for every $i \in[\ell]$. Then, (II.2.11) follows since $\gamma(0)=1 / \sqrt{2 \pi}$. By (II.2.10), we have that $\operatorname{proj}_{2}(J)=0$. It remains to show that $\operatorname{proj}_{2 q+1}(J)=0$ for $q \geq 0$. The fact that $\beta_{2 k+1}^{(0)}=0$ for every $k \geq 0$ implies that the expansion in (II.A.5) runs over indices $j_{1}, \ldots, j_{\ell}$ that are all even. The projection of $J$ onto Wiener chaoses of odd order is therefore of the form

$$
\operatorname{proj}_{2 q+1}(J)=\sum_{\substack{j_{1}, \ldots, j_{\ell}, r \geq 0 \\ j_{1}+\ldots+j_{\ell}+r=2 q+1}} \frac{\beta_{j_{1}}^{(0)} \cdots \beta_{j_{\ell}}^{(0)}}{j_{1}!\cdots j_{\ell}!} \int_{Z} \prod_{i=1}^{\ell} H_{j_{i}}\left(X_{0}^{(i)}(z)\right) \cdot \operatorname{proj}_{r}\left(\Phi_{\ell, k}\left(\mathbf{X}_{\star}(z)\right)\right) \mu(d z)
$$

where $j_{1}, \ldots, j_{\ell}$ are all even and $r$ is odd. The conclusion then follows from (II.A.16).

## Appendix II.B Fourier-Hermite coefficients of Gramian determinants on the fourth Wiener chaos

For integers $1 \leq \ell \leq k$ and a $\ell \times k$ matrix $\mathbf{X}$ with i.i.d. standard normal entries, we consider the function

$$
\begin{equation*}
\Phi_{\ell, k}^{*}: \mathcal{M}_{\ell \times k}(\mathbb{R}) \rightarrow \mathbb{R}_{+}, \quad \mathbf{X} \mapsto \operatorname{det}\left(\mathbf{X} \mathbf{X}^{T}\right)^{1 / 2} \tag{II.B.1}
\end{equation*}
$$

The following lemma shows that $\Phi_{\ell, k}^{*}$ defined in (II.B.1) satisfies Assumption $A$ of Definition II.2.2. In order to prove this, we recall Cauchy-Binet's identity:

$$
\begin{equation*}
\Phi_{\ell, k}^{*}(\mathbf{X})=\left[\sum_{j_{1}<\ldots<j_{\ell} \in[k]} \operatorname{det}\left(\mathbf{X}_{j_{1}, \ldots, j_{\ell}}\right)^{2}\right]^{1 / 2} \tag{II.B.2}
\end{equation*}
$$

where, for $j_{1}<\ldots<j_{\ell} \in[k]$, we denote by $\mathbf{X}_{j_{1}, \ldots, j_{\ell}} \in \mathcal{M}_{\ell \times \ell}(\mathbb{R})$ the matrix obtained from $\mathbf{X}$ by only keeping columns labeled $j_{1}, \ldots, j_{\ell}$. We refer to $\operatorname{det}\left(\mathbf{X}_{j_{1}, \ldots, j_{\ell}}\right)$ as the minors of $\mathbf{X}$.

Lemma II.B.1. The function $\Phi_{\ell, k}^{*}$ in (II.B.1) satisfies Assumption A of Definition II.2.2.
Proof. (A1) Permuting two columns multiplies some of the minors by -1 , which is absorbed by taking its square. Permuting two rows multiplies each minor by -1 , which is again absorbed by taking its square.
(A2) Let $\mathbf{X}^{*}$ denote the matrix obtained from $\mathbf{X}$ by multiplying the $i$-th row by $c \in \mathbb{R}$. Then, for every $j_{1}<\ldots<j_{\ell} \in[k]$, we have $\operatorname{det}\left(\mathbf{X}_{j_{1}, \ldots, j_{\ell}}^{*}\right)^{2}=c^{2} \operatorname{det}\left(\mathbf{X}_{j_{1}, \ldots, j_{\ell}}\right)^{2}$, so that (II.B.2) implies $\Phi_{\ell, k}^{*}\left(\mathbf{X}^{*}\right)=|c| \Phi_{\ell, k}^{*}(\mathbf{X})$.
(A3) Let $\mathbf{X}^{*}$ denote the matrix obtained from $\mathbf{X}$ by multiplying its $j$-th column by -1 . Then, $\mathbf{X}^{*}\left(\mathbf{X}^{*}\right)^{T}=$ $\mathbf{X} \mathbf{X}^{T}$, so that trivially $\Phi_{\ell, k}^{*}(\mathbf{X})=\Phi_{\ell, k}^{*}\left(\mathbf{X}^{*}\right)$.
(A4) Let $\mathbf{X}^{*}$ denote the matrix obtained from $\mathbf{X}$ by replacing its $i_{1}$-th row with the sum of its $i_{1}$-th and $i_{2}$-th row for $i_{1} \neq i_{2}$. Then, the invariance of the determinant under this operation implies that for every $j_{1}<\ldots<j_{\ell} \in[k], \operatorname{det}\left(\mathbf{X}_{j_{1}, \ldots, j_{\ell}}^{*}\right)=\operatorname{det}\left(\mathbf{X}_{j_{1}, \ldots, j_{\ell}}\right)$, so that $\Phi_{\ell, k}^{*}\left(\mathbf{X}^{*}\right)=\Phi_{\ell, k}^{*}(\mathbf{X})$.

## II.B. 1 A representation of the Gramian determinant

In the forthcoming discussion, our goal is to compute the Fourier-Hermite coefficients within the fourth Wiener chaos associated with the function $\Phi_{\ell, k}^{*}$ in (II.B.1). Our strategy goes as follows: in Lemma II.B.2, we prove a deterministic identity for Gramian determinants in terms of products of distances between subspaces generated by the matrix based on geometric observations. In Lemma II.B.3, we subsequently characterize the probability distribution of each of the factors and obtain in particular a formula for the expected value of the Gramian matrix associated with a standard Gaussian matrix. We point out that similar techniques based on factorization of Gramian determinants are used in Chapter 13 of [AT07] in order to establish the Gaussian Kinematic Formula. We refer the interested reader to this book for further details.

We start with a deterministic result. Let $v^{(1)}, \ldots, v^{(\ell)} \in \mathbb{R}^{k}$ be linearly independent vectors and $\mathbf{X}$ the $\ell \times k$ matrix whose $i$-th row is $v^{(i)}$. For $s=0, \ldots, \ell-1$, we write $\mathscr{V}_{s}:=\operatorname{span}\left\{v^{(1)}, \ldots, v^{(s)}\right\}$ to indicate the $s$-dimensional linear subspace generated by the first $s$ rows of $\mathbf{X}$ with the convention $\mathscr{V}_{0}:=\{0\}$ and denote by $p_{s}$ the projection operator onto $\mathscr{V}_{s}$. Furthermore, we set

$$
d(k-s):=\left\|v^{(s+1)}-p_{s}\left(v^{(s+1)}\right)\right\|_{k}, \quad s=0, \ldots, \ell-1
$$

that is, $d(k-s)$ is the Euclidean distance in $\mathbb{R}^{k}$ between $v^{(s+1)}$ and $\mathscr{V}_{s}$. The next lemma yields a useful representation of Gramian determinants.

Lemma II.B.2. Let the above notation prevail. Then, the map $\Phi_{\ell, k}^{*}$ in (II.B.1) admits the representation

$$
\begin{equation*}
\Phi_{\ell, k}^{*}(\mathbf{X})=\prod_{s=0}^{\ell-1} d(k-s) \tag{II.B.3}
\end{equation*}
$$

Proof. Applying the Gram-Schmidt orthogonalization process to the vectors $\left\{v^{(1)}, \ldots, v^{(\ell)}\right\}$ gives rise to a family of orthogonal vectors $\left\{w^{(1)}, \ldots, w^{(\ell)}\right\} \operatorname{such}$ that $\operatorname{span}\left\{w^{(1)}, \ldots, w^{(\ell)}\right\}=\operatorname{span}\left\{v^{(1)}, \ldots, v^{(\ell)}\right\}$. These are given recursively by $w^{(1)}=v^{(1)}$ and for $s=1, \ldots, \ell-1$,

$$
w^{(s+1)}=v^{(s+1)}-\sum_{i=1}^{s} \frac{\left\langle v^{(s+1)}, w^{(i)}\right\rangle}{\left\|w^{(i)}\right\|_{k}^{2}} w^{(i)}=v^{(s+1)}-p_{s}\left(v^{(s+1)}\right)
$$

where $\langle\cdot, \cdot\rangle$ denotes the canonical inner product in $\mathbb{R}^{d}$. Denote by $\mathbf{W}$ the $\ell \times k$ matrix with rows $w^{(1)}, \ldots, w^{(\ell)}$. There exists an orthogonal $\ell \times \ell$ matrix $P$ such that $\mathbf{W}=P \mathbf{X}$, which implies that $\mathbf{W} \mathbf{W}^{T}=P \mathbf{X} \mathbf{X}^{T} P^{T}$, so that $\Phi_{\ell, k}^{*}(\mathbf{W})=\Phi_{\ell, k}^{*}(\mathbf{X})$. As the rows of $\mathbf{W}$ are mutually orthogonal, we have that

$$
\mathbf{W W}^{T}=\operatorname{diag}\left(\left\|w^{(1)}\right\|_{k}^{2}, \ldots,\left\|w^{(\ell)}\right\|_{k}^{2}\right)=\operatorname{diag}\left(d(k)^{2}, \ldots, d(k-(\ell-1))^{2}\right),
$$

and therefore,

$$
\Phi_{\ell, k}^{*}(\mathbf{W})=\prod_{s=0}^{\ell-1} d(k-s)
$$

which is formula (II.B.3).
We will now pass to the probabilistic setting and replace each of the deterministic vectors $v^{(1)}, \ldots, v^{(\ell)}$ by independent standard Gaussian vectors $X^{(1)}, \ldots, X^{(\ell)}$. The following lemma characterizes the probability distribution of the random variables $d(k-s)$.

Lemma II.B.3. Let the above setting prevail. For every $s=0, \ldots, \ell-1$, the random variable $d(k-s)$ is chi-distributed with $k-s$ degrees of freedom and stochastically independent of $\left(X^{(1)}, \ldots, X^{(s)}\right)$. In particular,

$$
\begin{equation*}
\alpha_{\ell, k}:=\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\right]=\prod_{s=0}^{\ell-1} \mathbb{E}[d(k-s)]=\alpha(\ell, k) \tag{II.B.4}
\end{equation*}
$$

where $\alpha(\ell, k)$ is defined in (II.1.8).
Proof. Let $\left\{e_{1}, \ldots, e_{k}\right\}$ denote the canonical basis of $\mathbb{R}^{k}$. Since $d(k)=\left\|X^{(1)}\right\|_{k}$, the random variable $d(k)$ is clearly chi-distributed with $k$ degrees of freedom. Now fix $s \in\{1, \ldots, \ell-1\}$. By the rotational invariance of the Gaussian distribution, the conditional distribution of $d(k-s)$ given $\left\{X^{(1)}, \ldots, X^{(s)}\right\}$ is precisely the same as the distribution of the distance from $X^{(s+1)}$ to $\mathbb{R}^{s}$, that is

$$
d(k-s) \mid\left\{X^{(1)}, \ldots, X^{(s)}\right\} \stackrel{d}{=}\left(\sum_{j=s+1}^{k}\left\langle X^{(s+1)}, e_{j}\right\rangle^{2}\right)^{1 / 2}
$$

Since the coefficients $\left\langle X^{(s+1)}, e_{j}\right\rangle=X_{j}^{(s+1)}$ are i.i.d. standard Gaussian, we infer that the conditional random variable $d(k-s) \mid\left\{X^{(1)}, \ldots, X^{(s)}\right\}$ is chi-distributed with $k-s$ degrees of freedom. Thus the characteristic function of $d(k-s)^{2} \mid\left\{X^{(1)}, \ldots, X^{(s)}\right\}$ is

$$
\phi_{d(k-s)^{2} \mid\left\{X^{(1)}, \ldots, X^{(s)}\right\}}(t)=\mathbb{E}\left[e^{i t d(k-s)^{2}} \mid X^{(1)}, \ldots, X^{(s)}\right]=(1-2 i t)^{-(k-s) / 2}, \quad t \in \mathbb{R}
$$

Therefore, taking expectation

$$
\phi_{d(k-s)^{2}}(t)=\mathbb{E}\left[e^{i t d(k-s)^{2}}\right]=\mathbb{E}\left[\mathbb{E}\left[e^{i t d(k-s)^{2}} \mid X^{(1)}, \ldots, X^{(s)}\right]\right]=(1-2 i t)^{-(k-s) / 2},
$$

from which we conclude that $d(k-s)$ is also chi-distributed with $k-s$ degrees of freedom. Moreover, since $d(k-s) \mid\left\{X^{(1)}, \ldots, X^{(s)}\right\} \stackrel{d}{=} d(k-s)$, we deduce that $d(k-s)$ is independent of $\left\{X^{(1)}, \ldots, X^{(s)}\right\}$. The identity in (III.3.49) follows from independence, and the fact that by (II.A.7), $\mathbb{E}[d(k-s)]=\alpha(1, k-s)$ :

$$
\alpha_{\ell, k}=\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\right]=\prod_{s=0}^{\ell-1} \mathbb{E}[d(k-s)]=\prod_{s=0}^{\ell-1} \alpha(1, k-s)=\prod_{s=0}^{\ell-1} \frac{(k-s) \kappa_{k-s}}{\sqrt{2 \pi} \kappa_{k-s-1}}=\alpha(\ell, k)
$$

which finishes the proof.

## II.B. 2 Technical computations

The following result entirely characterizes the fourth chaotic component of the function $\Phi_{\ell, k}^{*}(\mathbf{X})$ defined in (II.B.1) where $\mathbf{X}$ is a $\ell \times k$ matrix with i.i.d. standard Gaussian entries.
Lemma II.B.4. Let the above notations prevail. The following properties hold:
(i) for every $(i, j) \in[\ell] \times[k]$, we have

$$
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j}^{(i)}\right)^{4}\right]=3 \alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)}
$$

(ii) for every $\left(i_{1}, j_{1}\right) \neq\left(i_{2}, j_{2}\right) \in[\ell] \times[k]$, we have

$$
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{3} X_{j_{2}}^{\left(i_{2}\right)}\right]=0
$$

(iii) for every $\left(i_{1}, j_{1}\right) \neq\left(i_{2}, j_{2}\right) \neq\left(i_{3}, j_{3}\right) \in[\ell] \times[k]$, we have

$$
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2} X_{j_{2}}^{\left(i_{2}\right)} X_{j_{3}}^{\left(i_{3}\right)}\right]=0
$$

(iv) for every $\left(i_{1}, j_{1}\right) \neq\left(i_{2}, j_{2}\right) \in[\ell] \times[k]$, we have

$$
\begin{array}{r}
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(X_{j_{2}}^{\left(i_{2}\right)}\right)^{2}\right]=\alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)} \mathbb{1}_{i_{1}=i_{2}} \\
+\alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)} \mathbb{1}_{i_{1} \neq i_{2}, j_{1}=j_{2}} \mathbb{1}_{\ell \geq 2} \\
+\alpha(\ell, k)(k+1) \frac{(k+1)(k+2)-(k+3)}{k(k-1)(k+2)} \mathbb{1}_{i_{1} \neq i_{2}, j_{1} \neq j_{2}} \mathbb{1}_{\ell \geq 2}
\end{array}
$$

(v) for every collection $I=\left\{\left(i_{1}, j_{1}\right) \neq\left(i_{2}, j_{2}\right) \neq\left(i_{3}, j_{3}\right) \neq\left(i_{4}, j_{4}\right) \in[\ell] \times[k]\right\}$, we have

$$
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X}) X_{j_{1}}^{\left(i_{1}\right)} X_{j_{2}}^{\left(i_{2}\right)} X_{j_{3}}^{\left(i_{3}\right)} X_{j_{4}}^{\left(i_{4}\right)}\right]=-\alpha(\ell, k) \frac{k+1}{k(k-1)(k+2)} \mathbb{1}_{I \in S} \mathbb{1}_{\ell \geq 2}
$$

where $S=\left\{\left\{\left(i_{1}, j_{1}\right),\left(i_{1}, j_{2}\right),\left(i_{2}, j_{1}\right),\left(i_{2}, j_{2}\right)\right\}: i_{1} \neq i_{2}, j_{1} \neq j_{2}\right\}$.

Proof. We prove (i). By (A1), without loss of generality, we can assume that $i=1$. Using the representation in (II.B.3), the fact that $\left\|X^{(1)}\right\|_{k}=d(k)$, as well Lemma II.A. 3 and (III.3.49), we have for every $j \in[k]$,

$$
\begin{gathered}
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j}^{(1)}\right)^{4}\right]=\mathbb{E}\left[d(k) \prod_{s=1}^{\ell-1} d(k-s) \frac{\left(X_{j}^{(1)}\right)^{4}}{\left\|X^{(1)}\right\|_{k}^{4}}\left\|X^{(1)}\right\|_{k}^{4}\right]=\mathbb{E}\left[d(k)^{5} \prod_{s=1}^{\ell-1} d(k-s) \frac{\left(X_{j}^{(1)}\right)^{4}}{d(k)^{4}}\right] \\
=\frac{\mathbb{E}\left[d(k)^{5}\right]}{\mathbb{E}\left[d(k)^{4}\right]} \prod_{s=1}^{\ell-1} \mathbb{E}[d(k-s)] \mathbb{E}\left[\left(X_{j}^{(1)}\right)^{4}\right]=3 \alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)},
\end{gathered}
$$

where the last equality follows from Lemma II.A.4.
We now prove (ii). Assume $i_{1}=i_{2}$ (so that $j_{1} \neq j_{2}$ ). Multiplying column $j_{2}$ by -1 and using (A3) then yields the desired conclusion. If $i_{1} \neq i_{2}$ and $j_{1}=j_{2}$, the result follows from (A2). The case $i_{1} \neq i_{2}, j_{1} \neq j_{2}$ follows either from (A3) or (A2).
The result in (iii) is obtained by arguments similar those in (ii).
For (iv), let us assume that $i_{1}=i_{2}$ (so that $j_{1} \neq j_{2}$ ). Denote by $\mathbf{X}^{*}$ the matrix obtained from $\mathbf{X}$ by multiplying the $i_{1}$-th row by $1 /\left\|X^{\left(i_{1}\right)}\right\|_{k}$. Then, we first observe that by (A2) and Lemma II.A.3,

$$
\begin{gathered}
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left\|X^{\left(i_{1}\right)}\right\|_{k}^{4}\right]=\mathbb{E}\left[\Phi_{\ell, k}^{*}\left(\mathbf{X}^{*}\right)\left\|X^{\left(i_{1}\right)}\right\|_{k}^{5}\right]=\mathbb{E}\left[\Phi_{\ell, k}^{*}\left(\mathbf{X}^{*}\right)\right] \mathbb{E}\left[\left\|X^{\left(i_{1}\right)}\right\|_{k}^{5}\right] \\
=\frac{\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\right]}{\mathbb{E}\left[\left\|X^{\left(i_{1}\right)}\right\|_{k}\right]} \mathbb{E}\left[\left\|X^{\left(i_{1}\right)}\right\|_{k}^{5}\right]=\alpha(\ell, k)(k+1)(k+3),
\end{gathered}
$$

where we used Lemma II.A.4. On the other hand, we can write

$$
\begin{aligned}
& \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left\|X^{\left(i_{1}\right)}\right\|_{k}^{4}\right]=\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X}) \sum_{j, j^{\prime}=1}^{k}\left(X_{j}^{\left(i_{1}\right)}\right)^{2}\left(X_{j^{\prime}}^{\left(i_{1}\right)}\right)^{2}\right] \\
= & \sum_{j=1}^{k} \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j}^{\left(i_{1}\right)}\right)^{4}\right]+\sum_{j \neq j^{\prime} \in[k]} \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j}^{\left(i_{1}\right)}\right)^{2}\left(X_{j^{\prime}}^{\left(i_{1}\right)}\right)^{2}\right] \\
= & k \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{4}\right]+k(k-1) \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(X_{j_{2}}^{\left(i_{2}\right)}\right)^{2}\right] \\
= & 3 \alpha(\ell, k) \frac{(k+1)(k+3)}{k+2}+k(k-1) \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(X_{j_{2}}^{\left(i_{1}\right)}\right)^{2}\right],
\end{aligned}
$$

for every $j_{1} \neq j_{2}$, where for the last equality we used the formula proved in (i). Therefore, it follows that for every $j_{1} \neq j_{2}$,

$$
\begin{aligned}
& \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(X_{j_{2}}^{\left(i_{1}\right)}\right)^{2}\right]=\frac{1}{k(k-1)}\left(\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left\|X^{\left(i_{1}\right)}\right\|_{k}^{4}\right]-3 \alpha(\ell, k) \frac{(k+1)(k+3)}{k+2}\right) \\
& =\frac{1}{k(k-1)}\left(\alpha(\ell, k)(k+1)(k+3)-3 \alpha(\ell, k) \frac{(k+1)(k+3)}{k+2}\right)=\alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)} .
\end{aligned}
$$

Let us now deal with the case $i_{1} \neq i_{2}$ and $j_{1}=j_{2}$, for $\ell \geq 2$. Denote by $\mathbf{X}_{ \pm}$the matrix obtained from $\mathbf{X}$ as follows:

$$
\begin{gathered}
\left(X_{ \pm}\right)^{\left(i_{1}\right)}=\frac{1}{\sqrt{2}}\left(X^{\left(i_{1}\right)}+X^{\left(i_{2}\right)}\right), \\
\left(X_{ \pm}\right)^{\left(i_{2}\right)}=\frac{1}{\sqrt{2}}\left(-2 X^{\left(i_{2}\right)}+\left(X^{\left(i_{1}\right)}+X^{\left(i_{2}\right)}\right)\right)=\frac{1}{\sqrt{2}}\left(X^{\left(i_{1}\right)}-X^{\left(i_{2}\right)}\right), \\
\left(X_{ \pm}\right)^{(i)}=X^{(i)}, \quad i \in[\ell] \backslash\left\{i_{1}, i_{2}\right\} .
\end{gathered}
$$

By construction, the rows $\left(X_{ \pm}\right)^{\left(i_{1}\right)}$ and $\left(X_{ \pm}\right)^{\left(i_{2}\right)}$ are stochastically independent standard Gaussian vectors, so that $\mathbf{X} \stackrel{d}{=} \mathbf{X}_{ \pm}$. Hence, we have on the one hand

$$
\mathbb{E}\left[\Phi_{\ell, k}^{*}\left(\mathbf{X}_{ \pm}\right)\left(\left(X_{ \pm}\right)_{j_{1}}^{\left(i_{1}\right)}\right)^{4}\right]=\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{4}\right]=3 \alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)}
$$

in view of (i), and on the other hand, since $\Phi_{\ell, k}^{*}\left(\mathbf{X}_{ \pm}\right)=\frac{(\sqrt{2})^{2}}{2} \Phi_{\ell, k}^{*}(\mathbf{X})=\Phi_{\ell, k}^{*}(\mathbf{X})$, we conclude

$$
\begin{aligned}
& \mathbb{E}\left[\Phi_{\ell, k}^{*}\left(\mathbf{X}_{ \pm}\right)\left(\left(X_{ \pm}\right)_{j_{1}}^{\left(i_{1}\right)}\right)^{4}\right]=\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(\frac{X_{j_{1}}^{\left(i_{1}\right)}+X_{j_{1}}^{\left(i_{2}\right)}}{\sqrt{2}}\right)^{4}\right] \\
= & \frac{1}{4}\left(2 \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{4}\right]+6 \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(X_{j_{1}}^{\left(i_{2}\right)}\right)^{2}\right]\right),
\end{aligned}
$$

where we used that $\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X}) X_{j_{1}}^{\left(i_{1}\right)}\left(X_{j_{1}}^{\left(i_{2}\right)}\right)^{3}\right]=\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{3} X_{j_{1}}^{\left(i_{2}\right)}\right]=0$ in view of (ii). Therefore,

$$
\begin{aligned}
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(X_{j_{1}}^{\left(i_{2}\right)}\right)^{2}\right] & =\frac{1}{6}\left(4 \mathbb{E}\left[\Phi_{\ell, k}^{*}\left(\mathbf{X}_{ \pm}\right)\left(\left(X_{ \pm}\right)_{j_{1}}^{\left(i_{1}\right)}\right)^{4}\right]-2 \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{4}\right]\right) \\
& =\alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)}
\end{aligned}
$$

Let us now treat the case $i_{1} \neq i_{2}$ and $j_{1} \neq j_{2}$. Let $\mathbf{X}^{*}$ be the matrix obtained from $\mathbf{X}$ by multiplying rows $X^{\left(i_{1}\right)}$ resp. $X^{\left(i_{2}\right)}$ by $1 /\left\|X^{\left(i_{1}\right)}\right\|_{k}$ resp. $1 /\left\|X^{\left(i_{2}\right)}\right\|_{k}$. Then, by independence, we infer

$$
\begin{aligned}
& \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left\|X^{\left(i_{1}\right)}\right\|_{k}^{2}\left\|X^{\left(i_{2}\right)}\right\|_{k}^{2}\right]=\mathbb{E}\left[\Phi_{\ell, k}^{*}\left(\mathbf{X}^{*}\right)\left\|X^{\left(i_{1}\right)}\right\|_{k}^{3}\left\|X^{\left(i_{2}\right)}\right\|_{k}^{3}\right] \\
= & \mathbb{E}\left[\Phi_{\ell, k}^{*}\left(\mathbf{X}^{*}\right)\right] \mathbb{E}\left[\left\|X^{\left(i_{1}\right)}\right\|_{k}^{3}\right] \mathbb{E}\left[\left\|X^{\left(i_{2}\right)}\right\|_{k}^{3}\right]=\frac{\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\right]}{\mathbb{E}\left[\left\|X^{\left(i_{1}\right)}\right\|_{k}\right]^{2}} \mathbb{E}\left[\left\|X^{\left(i_{1}\right)}\right\|_{k}^{3}\right]^{2}=\alpha(\ell, k)(k+1)^{2} .
\end{aligned}
$$

Expanding the product of the norms, we can write

$$
\begin{gathered}
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left\|X^{\left(i_{1}\right)}\right\|_{k}^{2}\left\|X^{\left(i_{2}\right)}\right\|_{k}^{2}\right]=k \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(X_{j_{1}}^{\left(i_{2}\right)}\right)^{2}\right]+k(k-1) \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(X_{j_{2}}^{\left(i_{2}\right)}\right)^{2}\right] \\
=\alpha(\ell, k) \frac{(k+1)(k+3)}{k+2}+k(k-1) \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(X_{j_{2}}^{\left(i_{2}\right)}\right)^{2}\right]
\end{gathered}
$$

where we used the formula proved just before. Hence, we have that for every $j_{1} \neq j_{2}$,

$$
\begin{aligned}
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(X_{j_{2}}^{\left(i_{2}\right)}\right)^{2}\right] & =\frac{1}{k(k-1)}\left(\alpha(\ell, k)(k+1)^{2}-\alpha(\ell, k) \frac{(k+1)(k+3)}{k+2}\right) \\
& =\alpha(\ell, k)(k+1) \frac{(k+1)(k+2)-(k+3)}{k(k-1)(k+2)}
\end{aligned}
$$

which is the desired formula. The other cases do not contribute as one can mutliply a row or column by -1 .
We finally prove (v). First, note that if $I \notin S$, then the expectation is zero. Indeed, we notice that if $I \notin S$, there is at least one row or column of $\mathbf{X}$ that contains only one element corresponding to one of the four pairs of indices of $I$. Multiplying this row resp. column by -1 and using (A2) gives the desired conclusion. Let us now assume $I \in S$ and denote $E(I):=\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X}) X_{j_{1}}^{\left(i_{1}\right)} X_{j_{2}}^{\left(i_{2}\right)} X_{j_{3}}^{\left(i_{3}\right)} X_{j_{4}}^{\left(i_{4}\right)}\right] \mathbb{1}[I \in S]$. Since $I \in S$, we can write

$$
E(I)=\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X}) X_{j_{1}}^{\left(i_{1}\right)} X_{j_{2}}^{\left(i_{1}\right)} X_{j_{1}}^{\left(i_{2}\right)} X_{j_{2}}^{\left(i_{2}\right)}\right], \quad i_{1} \neq i_{2}, j_{1} \neq j_{2}
$$

Let us again consider the matrix $\mathbf{X}_{ \pm}$used in part (iv). From formula (iv) in the case $i_{1}=i_{2}$, it follows that

$$
\begin{equation*}
\mathbb{E}\left[\Phi_{\ell, k}^{*}\left(\mathbf{X}_{ \pm}\right)\left(\left(X_{ \pm}\right)_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(\left(X_{ \pm}\right)_{j_{2}}^{\left(i_{1}\right)}\right)^{2}\right]=\alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)} \tag{II.B.5}
\end{equation*}
$$

On the other hand, we can write

$$
\begin{aligned}
\mathbb{E} & {\left[\Phi_{\ell, k}^{*}\left(\mathbf{X}_{ \pm}\right)\left(\left(X_{ \pm}\right)_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(\left(X_{ \pm}\right)_{j_{2}}^{\left(i_{1}\right)}\right)^{2}\right]=\frac{1}{4} \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}+X_{j_{1}}^{\left(i_{2}\right)}\right)^{2}\left(X_{j_{2}}^{\left(i_{1}\right)}+X_{j_{2}}^{\left(i_{2}\right)}\right)^{2}\right] } \\
& =\frac{1}{4}\left(2 \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(X_{j_{2}}^{\left(i_{1}\right)}\right)^{2}\right]+2 \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2}\left(X_{j_{2}}^{\left(i_{2}\right)}\right)^{2}\right]+4 E(I)\right)
\end{aligned}
$$

Notice that the terms of the form $\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j_{1}}^{\left(i_{1}\right)}\right)^{2} X_{j_{2}}^{\left(i_{1}\right)} X_{j_{2}}^{\left(i_{2}\right)}\right]$ are zero, by (iii). Hence, combining (II.B.5) and (II.B.2) together with the results obtained in (iv), we obtain

$$
\begin{aligned}
E(I) & =\alpha(\ell, k)\left(\frac{(k+1)(k+3)}{k(k+2)}-\frac{1}{2} \frac{(k+1)(k+3)}{k(k+2)}-\frac{1}{2}(k+1) \frac{(k+1)(k+2)-(k+3)}{k(k-1)(k+2)}\right) \\
& =-\alpha(\ell, k) \frac{k+1}{k(k-1)(k+2)}
\end{aligned}
$$

which proves the formula.
The following proposition follows immediately from Lemma II.B. 4 and extends the results derived in [DNPR19, Lemma 3.3] (corresponding to $(\ell, k)=(2,2)$ in our notation) to arbitrary integers $1 \leq \ell \leq k$.
Proposition II.B.5. The following properties hold:
(i) for every $(i, j) \in[\ell] \times[k]$, we have

$$
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X}) H_{4}\left(X_{j}^{(i)}\right)\right]=-\frac{3}{k(k+2)} \alpha(\ell, k)
$$

(ii) for every $\left(i_{1}, j_{1}\right) \neq\left(i_{2}, j_{2}\right) \in[\ell] \times[k]$, we have

$$
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X}) H_{3}\left(X_{j_{1}}^{\left(i_{1}\right)}\right) H_{1}\left(X_{j_{2}}^{\left(i_{2}\right)}\right)\right]=0
$$

(iii) for every $\left(i_{1}, j_{1}\right) \neq\left(i_{2}, j_{2}\right) \neq\left(i_{3}, j_{3}\right) \in[\ell] \times[k]$, we have

$$
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X}) H_{2}\left(X_{j_{1}}^{\left(i_{1}\right)}\right) H_{1}\left(X_{j_{2}}^{\left(i_{2}\right)}\right) H_{1}\left(X_{j_{3}}^{\left(i_{3}\right)}\right)\right]=0
$$

(iv) for every $\left(i_{1}, j_{1}\right) \neq\left(i_{2}, j_{2}\right) \in[\ell] \times[k]$, we have

$$
\begin{aligned}
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X}) H_{2}\left(X_{j_{1}}^{\left(i_{1}\right)}\right) H_{2}\left(X_{j_{2}}^{\left(i_{2}\right)}\right)\right]= & -\frac{1}{k(k+2)} \alpha(\ell, k) \mathbb{1}_{i_{1}=i_{2}} \\
& -\frac{1}{k(k+2)} \alpha(\ell, k) \mathbb{1}_{i_{1} \neq i_{2}} \mathbb{1}_{j_{1}=j_{2}} \mathbb{1}_{\ell \geq 2} \\
& +\frac{k+3}{k(k-1)(k+2)} \alpha(\ell, k) \mathbb{1}_{i_{1} \neq i_{2}} \mathbb{1}_{j_{1} \neq j_{2}} \mathbb{1}_{\ell \geq 2}
\end{aligned}
$$

(v) for every collection $I=\left\{\left(i_{1}, j_{1}\right) \neq\left(i_{2}, j_{2}\right) \neq\left(i_{3}, j_{3}\right) \neq\left(i_{4}, j_{4}\right) \in[\ell] \times[k]\right\}$, we have

$$
\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X}) \prod_{a=1}^{4} H_{1}\left(X_{j_{a}}^{\left(i_{a}\right)}\right)\right]=-\frac{k+1}{k(k-1)(k+2)} \alpha(\ell, k) \mathbb{1}_{I \in S} \mathbb{1}_{\ell \geq 2}
$$

where $S=\left\{\left\{\left(i_{1}, j_{1}\right),\left(i_{1}, j_{2}\right),\left(i_{2}, j_{1}\right),\left(i_{2}, j_{2}\right)\right\}: i_{1} \neq i_{2}, j_{1} \neq j_{2}\right\}$.

Proof. These formulae follow when writing $H_{4}(x)=x^{4}-6 x^{2}+3, H_{3}(x)=x^{3}-3 x, H_{2}(x)=x^{2}-1$ and $H_{1}(x)=x$ and then combining the formulae for monomials proved in Lemma II.B. 4 with Lemma II.A. 5. We include the proof of (i):

$$
\begin{aligned}
\mathbb{E} & {\left[\Phi_{\ell, k}^{*}(\mathbf{X}) H_{4}\left(X_{j}^{(i)}\right)\right]=\mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j}^{(i)}\right)^{4}\right]-6 \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\left(X_{j}^{(i)}\right)^{2}\right]+3 \mathbb{E}\left[\Phi_{\ell, k}^{*}(\mathbf{X})\right] } \\
& =3 \alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)}-6\left(\frac{1}{k}+1\right) \alpha(\ell, k)+3 \alpha(\ell, k)=-\frac{3}{k(k+2)} \alpha(\ell, k)
\end{aligned}
$$

where we used (III.3.49). The remaining formulae are proved in the same spirit.

## Appendix II.C On the two-point correlation function

## II.C. 1 Covariances

Fix $\ell \in[3]$ and $i \in[\ell]$. The following lemma gives the joint distribution of the vector $\left(\nabla T_{n}^{(i)}(z), \nabla T_{n}^{(i)}(0)\right) \in \mathbb{R}^{6}$ conditioned on $\left\{T_{n}^{(i)}(z)=T_{n}^{(i)}(0)=u_{i}\right\}$ for $u_{i} \in \mathbb{R}$ and $0 \neq z \in \mathbb{T}^{3}$.

Lemma II.C.1. For every $z \in \mathbb{T}^{3}$ such that $r_{n}(z) \neq \pm 1$, the distribution of the vector $\left(\nabla T_{n}^{(i)}(z), \nabla T_{n}^{(i)}(0)\right) \in \mathbb{R}^{6}$ conditioned on $\left\{T_{n}^{(i)}(z)=T_{n}^{(i)}(0)=u_{i}\right\}$ is $\mathcal{N}_{6}\left(\mu_{n}^{(i)}, \Omega_{n}\right)$, where

$$
\begin{equation*}
\mu_{n}^{(i)}=\mu_{n}^{(i)}(z)=\frac{u_{i}}{1+r_{n}(z)}\binom{\nabla r_{n}(z)^{T}}{-\nabla r_{n}(z)^{T}} \tag{II.C.1}
\end{equation*}
$$

and

$$
\Omega_{n}=\Omega_{n}(z)=\left(\begin{array}{cc}
\Omega_{1, n}(z) & \Omega_{2, n}(z)  \tag{II.C.2}\\
\Omega_{2, n}(z)^{T} & \Omega_{1, n}(z)
\end{array}\right)
$$

where

$$
\begin{gathered}
\Omega_{1, n}=\Omega_{1, n}(z)=\frac{E_{n}}{3} \mathbf{I}_{3}-\frac{\nabla r_{n}(z) \nabla r_{n}(z)^{T}}{1-r_{n}(z)^{2}} \\
\Omega_{2, n}=\Omega_{2, n}(z)=-\operatorname{Hess}\left(r_{n}(z)\right)+\frac{r_{n}(z)}{1-r_{n}(z)^{2}} \nabla r_{n}(z) \nabla r_{n}(z)^{T}
\end{gathered}
$$

with $\operatorname{Hess}\left(r_{n}(z)\right)$ denoting the Hessian matrix of $r_{n}(z)$.
Proof. We write $\partial_{a}:=\partial / \partial_{z_{a}}$ and $\partial_{a b}:=\partial^{2} / \partial_{z_{a}} \partial_{z_{b}}$ for $a, b=0,1,2,3$ with the convention $\partial_{0}=\mathbf{I}$. Computing the covariance $\mathbb{E}\left[\partial_{a} T_{n}^{(i)}(z) \cdot \partial_{b} T_{n}^{(i)}(0)\right]$ and relating it to the covariance function $r_{n}$ given in (II.1.2), we obtain that the covariance matrix of the vector $\left(\nabla T_{n}^{(i)}(z), \nabla T_{n}^{(i)}(0), T_{n}^{(i)}(z), T_{n}^{(i)}(0)\right) \in \mathbb{R}^{8}$ is given by

$$
\left(\begin{array}{ll}
A_{n} & B_{n} \\
B_{n}^{T} & C_{n}
\end{array}\right)
$$

where

$$
\begin{gathered}
A_{n}=A_{n}(z)=\left(\begin{array}{cc}
E_{n} / 3 \mathbf{I}_{3} & -\operatorname{Hess}\left(r_{n}(z)\right) \\
-\operatorname{Hess}\left(r_{n}(z)\right) & E_{n} / 3 \mathbf{I}_{3}
\end{array}\right), \quad B_{n}=B_{n}(z)=\left(\begin{array}{cc}
\mathbf{0}^{T} & \nabla r_{n}(z)^{T} \\
-\nabla r_{n}(z)^{T} & \mathbf{0}^{T}
\end{array}\right), \\
C_{n}=C_{n}(z)=\left(\begin{array}{cc}
1 & r_{n}(z) \\
r_{n}(z) & 1
\end{array}\right)
\end{gathered}
$$

and $\mathbf{0}:=(0,0,0)$. Thus, the covariance matrix of $\left(\nabla T_{n}^{(i)}(z), \nabla T_{n}^{(i)}(0)\right)$ conditioned on $\left\{T_{n}^{(i)}(z)=T_{n}^{(i)}(0)=u_{i}\right\}$ is given by $\Omega_{n}=\Omega_{n}(z)=A_{n}-B_{n} C_{n}^{-1} B_{n}^{T}$, which yields the matrix in (II.C.2) after a standard computation. Its mean is given by

$$
\mu_{n}^{(i)}=\mu_{n}^{(i)}(z)=B_{n} C_{n}^{-1}\binom{u_{i}}{u_{i}}=\frac{u_{i}}{1+r_{n}(z)}\binom{\nabla r_{n}(z)^{T}}{-\nabla r_{n}(z)^{T}} .
$$

## II.C. 2 Two-point correlation function

For $\ell \in$ [3], we fix $u^{(\ell)}:=\left(u_{1}, \ldots, u_{\ell}\right) \in \mathbb{R}^{\ell}$. The two-point correlation function associated with the random field $\mathbf{T}_{n}^{(\ell)}$ is given by

$$
\begin{array}{r}
K^{(\ell)}\left(x, y ; u^{(\ell)}\right):=\mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(x)\right) \Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\left.\mathbf{T}_{n}^{(\ell)}(y)\right) \mid} \mathbf{T}_{n}^{(\ell)}(x)=\mathbf{T}_{n}^{(\ell)}(y)=u^{(\ell)}\right]\right. \\
\times p_{\left(\mathbf{T}_{n}^{(\ell)}(x), \mathbf{T}_{n}^{(\ell)}(y)\right)}\left(u^{(\ell)}, u^{(\ell)}\right), \tag{II.C.3}
\end{array}
$$

where $p_{\left(\mathbf{T}_{n}^{(\ell)}(x), \mathbf{T}_{n}^{(\ell)}(y)\right)}(\cdot, \cdot)$ denotes the density function of the vector $\left(\mathbf{T}_{n}^{(\ell)}(x), \mathbf{T}_{n}^{(\ell)}(y)\right) \in \mathbb{R}^{2 \ell}$ and $\Phi_{\ell, 3}^{*}(A)=\sqrt{\operatorname{det}\left(A A^{T}\right)}$ for $A \in \mathcal{M}_{\ell \times 3}(\mathbb{R})$. The function $K^{(\ell)}$ is defined whenever the distribution of $\left(\mathbf{T}_{n}^{(\ell)}(x), \mathbf{T}_{n}^{(\ell)}(y)\right)$ is non-degenerate, that is, whenever $r_{n}(x-y) \neq \pm 1$.

The following lemma gives an upper bound for $K^{(\ell)}\left(z, 0 ; u^{(\ell)}\right)$ for $z \in \mathbb{T}^{3}$ in terms of the covariance function $r_{n}$ and the norm of its gradient.

Lemma II.C.2. For every $z \in \mathbb{T}^{3}$ such that $r_{n}(z) \neq \pm 1$, we have

$$
\begin{align*}
K^{(\ell)}\left(z, 0 ; u^{(\ell)}\right) & \leq\left(1-r_{n}(z)^{2}\right)^{-\ell / 2} \cdot(3)_{\ell}\left(\frac{E_{n}}{3}\right)^{\ell-1}\left(\frac{E_{n}}{3}-\frac{\ell}{3} \frac{\left\|\nabla r_{n}(z)\right\|^{2}}{1-r_{n}(z)^{2}}+\frac{\left\|u^{(\ell)}\right\|^{2}}{3} \frac{\left\|\nabla r_{n}(z)\right\|^{2}}{\left(1+r_{n}(z)\right)^{2}}\right) \\
& =: q^{(\ell)}\left(z, 0 ;\left\|u^{(\ell)}\right\|\right) \tag{II.C.4}
\end{align*}
$$

Proof. By independence, the density factorizes as follows

$$
p_{\left(\mathbf{T}_{n}^{(\ell)}(z), \mathbf{T}_{n}^{(\ell)}(0)\right)}\left(u^{(\ell)}, u^{(\ell)}\right)=\prod_{i=1}^{\ell} p_{\left(T_{n}^{(i)}(z), T_{n}^{(i)}(0)\right)}\left(u_{i}, u_{i}\right),
$$

and moreover satisfies

$$
\begin{equation*}
p_{\left(\mathbf{T}_{n}^{(\ell)}(z), \mathbf{T}_{n}^{(\ell)}(0)\right)}\left(u^{(\ell)}, u^{(\ell)}\right) \leq \prod_{i=1}^{\ell} p_{\left(T_{n}^{(i)}(z), T_{n}^{(i)}(0)\right)}(0,0) \leq\left(1-r_{n}(z)^{2}\right)^{-\ell / 2} \tag{II.C.5}
\end{equation*}
$$

We now deal with the conditional expectation in (II.C.3). First, by the Cauchy-Schwarz inequality, we have

$$
\begin{gathered}
\mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) \Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(0)\right) \mid \mathbf{T}_{n}^{(\ell)}(z)=\mathbf{T}_{n}^{(\ell)}(0)=u^{(\ell)}\right] \\
\leq \mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(z)\right)^{2} \mid \mathbf{T}_{n}^{(\ell)}(z)=\mathbf{T}_{n}^{(\ell)}(0)=u^{(\ell)}\right]^{1 / 2} \cdot \mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(0)\right)^{2} \mid \mathbf{T}_{n}^{(\ell)}(z)=\mathbf{T}_{n}^{(\ell)}(0)=u^{(\ell)}\right]^{1 / 2}
\end{gathered}
$$

By symmetry, we conclude that the two expectations above coincide, yielding

$$
\begin{gather*}
\mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) \Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(0)\right) \mid \mathbf{T}_{n}^{(\ell)}(z)=\mathbf{T}_{n}^{(\ell)}(0)=u^{(\ell)}\right] \\
\leq \mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(z)\right)^{2} \mid \mathbf{T}_{n}^{(\ell)}(z)=\mathbf{T}_{n}^{(\ell)}(0)=u^{(\ell)}\right]=: \mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(X\left(z, u^{(\ell)}\right)\right)^{2}\right], \tag{II.C.6}
\end{gather*}
$$

where $X\left(z, u^{(\ell)}\right)=\left\{X_{j}^{(i)}\left(z, u^{(\ell)}\right):(i, j) \in[\ell] \times[3]\right\} \in \mathcal{M}_{\ell \times 3}(\mathbb{R})$ is a random matrix having the same distribution as $\operatorname{jac}_{\mathbf{T}_{n}^{(\ell)}}(z)$ conditionally on $\left\{\mathbf{T}_{n}^{(\ell)}(z)=\mathbf{T}_{n}^{(\ell)}(0)=u^{(\ell)}\right\}$. Now, the Cauchy Binet formula (II.B.2) yields

$$
\Phi_{\ell, 3}^{*}\left(X\left(z, u^{(\ell)}\right)\right)^{2}=\sum_{j_{1}<\ldots<j_{\ell} \in[3]} \operatorname{det}\left(X\left(z, u^{(\ell)}\right)_{j_{1}, \ldots, j_{\ell}}\right)^{2}
$$

where, as previously, $X\left(z, u^{(\ell)}\right)_{j_{1}, \ldots, j_{\ell}}$ is the matrix obtained from $X\left(z, u^{(\ell)}\right)$ by only keeping the columns labeled $j_{1}, \ldots, j_{\ell}$. By definition of the determinant, we have

$$
\operatorname{det}\left(X\left(z, u^{(\ell)}\right)_{j_{1}, \ldots, j_{\ell}}\right)=\sum_{\sigma \in \mathfrak{G}_{\ell}} \varepsilon(\sigma) \prod_{i=1}^{\ell} X_{j_{\sigma(i)}}^{(i)}\left(z, u^{(\ell)}\right)
$$

where $\varepsilon(\sigma)$ denotes the signature of the permutation $\sigma \in \mathcal{S}_{\ell}$. Then, developing the square, taking expectations and using independence,

$$
\begin{align*}
& \mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(X\left(z, u^{(\ell)}\right)\right)^{2}\right]=\sum_{j_{1}<\ldots<j_{\ell} \in[3]} \mathbb{E}\left[\operatorname{det}\left(X\left(z, u^{(\ell)}\right)_{j_{1}, \ldots, j_{\ell}}\right)^{2}\right] \\
= & \sum_{j_{1}<\ldots<j_{\ell} \in[3]} \sum_{\sigma, \sigma^{\prime} \in \mathbb{G}_{\ell}} \varepsilon(\sigma) \varepsilon\left(\sigma^{\prime}\right) \mathbb{E}\left[\prod_{i=1}^{\ell} X_{j_{\sigma(i)}}^{(i)}\left(z, u^{(\ell)}\right) \cdot \prod_{l=1}^{\ell} X_{j_{\sigma^{\prime}(l)}}^{(l)}\left(z, u^{(\ell)}\right)\right] \\
= & \sum_{j_{1}<\ldots<j_{\ell} \in[3]} \sum_{\sigma, \sigma^{\prime} \in \mathbb{G}_{\ell}} \varepsilon(\sigma) \varepsilon\left(\sigma^{\prime}\right) \prod_{i=1}^{\ell} \mathbb{E}\left[X_{j_{\sigma(i)}}^{(i)}\left(z, u^{(\ell)}\right) \cdot X_{j_{\sigma^{\prime}(i)}}^{(i)}\left(z, u^{(\ell)}\right)\right] . \tag{II.C.7}
\end{align*}
$$

For notational ease, we write

$$
\mathbf{E}_{\ell, a b}^{(i)}=\mathbf{E}_{\ell, a b}^{(i)}\left(z, u^{(\ell)}\right):=\mathbb{E}\left[X_{a}^{(i)}\left(z, u^{(\ell)}\right) X_{b}^{(i)}\left(z, u^{(\ell)}\right)\right], \quad i \in[\ell], a, b \in[3]
$$

Exploiting once more the independence of the fields $T_{n}^{(1)}, \ldots, T_{n}^{(\ell)}$, we have that
$\mathbf{E}_{\ell, a b}^{(i)}=\mathbb{E}\left[\partial_{a} T_{n}^{(i)}(z) \partial_{b} T_{n}^{(i)}(z) \mid \mathbf{T}_{n}^{(\ell)}(z)=\mathbf{T}_{n}^{(\ell)}(0)=u^{(\ell)}\right]=\mathbb{E}\left[\partial_{a} T_{n}^{(i)}(z) \partial_{b} T_{n}^{(i)}(z) \mid T_{n}^{(i)}(z)=T_{n}^{(i)}(0)=u_{i}\right]$.
Writing formula (II.C.7) for $\ell=1,2,3$ gives the respective relations

$$
\begin{gather*}
\mathbb{E}\left[\Phi_{1,3}^{*}\left(X\left(z, u^{(1)}\right)\right)^{2}\right]=\sum_{a \in[3]} \mathbf{E}_{1, a a}^{(1)},  \tag{II.C.8}\\
\mathbb{E}\left[\Phi_{2,3}^{*}\left(X\left(z, u^{(2)}\right)\right)^{2}\right]=\sum_{a \neq b \in[3]}\left\{\mathbf{E}_{2, a a}^{(1)} \mathbf{E}_{2, b b}^{(2)}-\mathbf{E}_{2, a b}^{(1)} \mathbf{E}_{2, a b}^{(2)}\right\} \tag{II.C.9}
\end{gather*}
$$

and

$$
\begin{align*}
\mathbb{E}[ & \left.\Phi_{3,3}^{*}\left(X\left(z, u^{(3)}\right)\right)^{2}\right]=\sum_{a \neq b \neq c \neq a \in[3]}\left(\mathbf{E}_{3, a a}^{(1)} \mathbf{E}_{3, b b}^{(2)} \mathbf{E}_{3, c c}^{(3)}\right.  \tag{II.C.10}\\
& \left.-\left(\mathbf{E}_{3, c c}^{(1)} \mathbf{E}_{3, a b}^{(2)} \mathbf{E}_{3, a b}^{(3)}+\mathbf{E}_{3, a b}^{(1)} \mathbf{E}_{3, c c}^{(2)} \mathbf{E}_{3, a b}^{(3)}+\mathbf{E}_{3, a b}^{(1)} \mathbf{E}_{3, a b}^{(2)} \mathbf{E}_{3, c c}^{(3)}\right)+2 \mathbf{E}_{3, a b}^{(1)} \mathbf{E}_{3, b c}^{(2)} \mathbf{E}_{3, a c}^{(3)}\right)
\end{align*}
$$

We will now provide an explicit expression for the formulae on the right hand side of (II.C.8), (II.C.9) and (II.C.10). For $z=\left(z_{1}, z_{2}, z_{3}\right) \in \mathbb{T}^{3}$ and $(a, b) \in[3] \times[3]$, we use the shorthand notations

$$
\partial_{a} r_{n}(z):=\frac{\partial}{\partial z_{a}} r_{n}(z) ; \quad \partial_{a b} r_{n}(z):=\frac{\partial^{2}}{\partial z_{a} \partial z_{b}} r_{n}(z)
$$

and

$$
\rho_{a b}=\rho_{n, a b}(z):=\frac{\partial_{a} r_{n}(z) \cdot \partial_{b} r_{n}(z)}{1-r_{n}(z)^{2}} ; \quad \mu_{a b}=\mu_{n, a b}(z):=\frac{\partial_{a} r_{n}(z) \cdot \partial_{b} r_{n}(z)}{\left(1+r_{n}(z)\right)^{2}} .
$$

Note that

$$
\begin{equation*}
\rho_{a b}^{2}=\rho_{a a} \rho_{b b}, \quad \mu_{a b}^{2}=\mu_{a a} \mu_{b b}, \quad \rho_{a a} \mu_{b b}=\rho_{a b} \mu_{a b} . \tag{II.C.11}
\end{equation*}
$$

From Lemma II.C.1, it follows that for every $i \in[\ell]$ and $(a, b) \in[3] \times[3]$,

$$
\begin{equation*}
\mathbf{E}_{\ell, a a}^{(i)}=\operatorname{Var}\left[X_{a}^{(i)}\left(z, u^{(\ell)}\right)\right]+\mathbb{E}\left[X_{a}^{(i)}\left(z, u^{(\ell)}\right)\right]^{2}=\frac{E_{n}}{3}-\rho_{a a}+u_{i}^{2} \mu_{a a} \tag{II.C.12}
\end{equation*}
$$

and for $a \neq b$,

$$
\begin{align*}
\mathbf{E}_{\ell, a b}^{(i)} & =\operatorname{Cov}\left[X_{a}^{(i)}\left(z, u^{(\ell)}\right), X_{b}^{(i)}\left(z, u^{(\ell)}\right)\right]+\mathbb{E}\left[X_{a}^{(i)}\left(z, u^{(\ell)}\right)\right] \mathbb{E}\left[X_{b}^{(i)}\left(z, u^{(\ell)}\right)\right] \\
& =-\rho_{a b}+u_{i}^{2} \mu_{a b} . \tag{II.C.13}
\end{align*}
$$

Then, it is immediate that

$$
\mathbb{E}\left[\Phi_{1,3}^{*}\left(X\left(z, u^{(1)}\right)\right)^{2}\right]=\sum_{a \in[3]} \mathbf{E}_{1, a a}^{(1)}=\sum_{a \in[3]}\left\{\frac{E_{n}}{3}-\rho_{a a}+u_{1}^{2} \mu_{a a}\right\} .
$$

Similarly, using (II.C.12) and (II.C.13) in (II.C.9) and (II.C.10) and exploiting the identities in (II.C.11) yields after simplifications

$$
\begin{aligned}
& \mathbb{E}\left[\Phi_{2,3}^{*}\left(X\left(z, u^{(2)}\right)\right)^{2}\right] \\
= & \sum_{a \neq b \in[3]}\left\{\left(\frac{E_{n}}{3}-\rho_{a a}+u_{1}^{2} \mu_{a a}\right)\left(\frac{E_{n}}{3}-\rho_{b b}+u_{2}^{2} \mu_{b b}\right)-\left(-\rho_{a b}+u_{1}^{2} \mu_{a b}\right)\left(-\rho_{a b}+u_{2}^{2} \mu_{a b}\right)\right\} \\
= & \sum_{a \neq b \in[3]}\left\{\left(\frac{E_{n}}{3}\right)^{2}-\frac{E_{n}}{3}\left(\rho_{a a}+\rho_{b b}\right)+\frac{E_{n}}{3} u_{1}^{2} \mu_{a a}+\frac{E_{n}}{3} u_{2}^{2} \mu_{b b}\right\} .
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{E}\left[\Phi_{3,3}^{*}\left(X\left(z, u^{(3)}\right)\right)^{2}\right]=\sum_{a \neq b \neq c \neq a \in[3]} & \left(\left(\frac{E_{n}}{3}\right)^{3}-\left(\frac{E_{n}}{3}\right)^{2}\left(\rho_{a a}+\rho_{b b}+\rho_{c c}\right)\right. \\
& \left.+\left(\frac{E_{n}}{3}\right)^{2} u_{1}^{2} \mu_{a a}+\left(\frac{E_{n}}{3}\right)^{2} u_{2}^{2} \mu_{b b}+\left(\frac{E_{n}}{3}\right)^{2} u_{3}^{2} \mu_{c c}\right)
\end{aligned}
$$

respectively. Then, we note that for every $\ell \in[3]$, writing

$$
\Delta_{\ell}:=\left\{i^{(\ell)}=\left(i_{1}, \ldots, i_{\ell}\right) \in[3]^{\ell}: i_{a} \neq i_{b}, \forall a \neq b \in[\ell]\right\},
$$

the following identities hold

$$
\begin{aligned}
\sum_{i^{(\ell)} \in \Delta_{\ell}} 1 & =\operatorname{card}\left(\Delta_{\ell}\right)=(3)_{\ell} ; \\
\sum_{i^{(\ell)} \in \Delta_{\ell}}\left(\rho_{i_{1} i_{1}}+\ldots+\rho_{i_{\ell} i_{\ell}}\right) & =\ell \sum_{i^{(\ell)} \in \Delta_{\ell}} \rho_{i_{1} i_{1}}=\ell \frac{(3)_{\ell}}{3} \frac{\left\|\nabla r_{n}(z)^{2}\right\|}{1-r_{n}(z)^{2}} ; \\
\sum_{i^{(\ell)} \in \Delta_{\ell}}\left(u_{1}^{2} \mu_{i_{1} i_{1}}+\ldots+u_{\ell}^{2} \mu_{i_{\ell} i_{\ell}}\right) & =u_{1}^{2}\left[\sum_{i^{(\ell)} \in \Delta_{\ell}} \mu_{i_{1} i_{1}}\right]+\ldots+u_{\ell}^{2}\left[\sum_{i^{(\ell)} \in \Delta_{\ell}} \mu_{i_{\ell} i_{\ell}}\right]
\end{aligned}
$$

$$
=\left(u_{1}^{2}+\ldots+u_{\ell}^{2}\right) \sum_{i^{(\ell)} \in \Delta_{\ell}} \mu_{i_{1} i_{1}}=\left\|u^{(\ell)}\right\|^{2} \frac{(3)_{\ell}}{3} \frac{\left\|\nabla r_{n}(z)\right\|^{2}}{\left(1+r_{n}(z)\right)^{2}} .
$$

Using these identities, (II.C.8), (II.C.9) and (II.C.10) finally reduce to

$$
\begin{align*}
\mathbb{E}\left[\Phi_{\ell, 3}\left(X\left(z, u^{(\ell)}\right)\right)^{2}\right] & =(3)_{\ell}\left(\frac{E_{n}}{3}\right)^{\ell}-\left(\frac{E_{n}}{3}\right)^{\ell-1} \ell \frac{(3)_{\ell}}{3} \frac{\left\|\nabla r_{n}(z)\right\|^{2}}{1-r_{n}(z)^{2}}+\left(\frac{E_{n}}{3}\right)^{\ell-1}\left\|u^{(\ell)}\right\|^{2} \frac{(3)_{\ell}}{3} \frac{\left\|\nabla r_{n}(z)\right\|^{2}}{\left(1+r_{n}(z)\right)^{2}} \\
= & (3)_{\ell}\left(\frac{E_{n}}{3}\right)^{\ell-1}\left(\frac{E_{n}}{3}-\frac{\ell}{3} \frac{\left\|\nabla r_{n}(z)\right\|^{2}}{1-r_{n}(z)^{2}}+\frac{\left\|u^{(\ell)}\right\|^{2}}{3} \frac{\left\|\nabla r_{n}(z)\right\|^{2}}{\left(1+r_{n}(z)\right)^{2}}\right) . \tag{II.C.14}
\end{align*}
$$

Plugging the bounds obtained in (II.C.5) and (II.C.2) into (II.C.3) yields the desired upper bound for the two-point correlation function in (II.C.4).

Lemma II.C.3. For every fixed $(x, y) \in \mathbb{T}^{3} \times \mathbb{T}^{3}$ such that $r_{n}(x-y) \neq \pm 1$, the function $u^{(\ell)}:=$ $\left(u_{1}, \ldots, u_{\ell}\right) \mapsto K^{(\ell)}\left(x, y ; u^{(\ell)}\right)$ is continuous.

Proof. Denoting by $\Sigma=\Sigma(x-y)$ the covariance matrix of the vector $\left(T_{n}^{(i)}(x), T_{n}^{(i)}(y)\right)$ for $i \in[\ell]$, the Gaussian density is given by

$$
\begin{aligned}
p_{\left(\mathbf{T}_{n}^{(\ell)}(x), \mathbf{T}_{n}^{(\ell)}(y)\right)}\left(u^{(\ell)}, u^{(\ell)}\right) & =\left(\frac{1}{2 \pi \sqrt{1-r_{n}(x-y)^{2}}}\right)^{\ell} \prod_{i=1}^{\ell} \exp \left\{-\frac{1}{2}\left(u_{i}, u_{i}\right)^{T} \Sigma^{-1}\left(u_{i}, u_{i}\right)\right\} \\
& =\left(\frac{1}{2 \pi \sqrt{1-r_{n}(x-y)^{2}}}\right)^{\ell} \prod_{i=1}^{\ell} \exp \left\{-\frac{u_{i}^{2}}{2\left(1+r_{n}(x-y)\right)}\right\},
\end{aligned}
$$

which is a continuous function of $u^{(\ell)}$. We will now argue that the conditional expectation appearing in (II.C.3) is a continuous function of $u^{(\ell)}$. It can be rewritten as

$$
\mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(\operatorname{jac}_{\mathbf{T}_{n}^{(\ell)}}(x)\right) \Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(y)\right) \mid \mathbf{T}_{n}^{(\ell)}(x)=\mathbf{T}_{n}^{(\ell)}(y)=u^{(\ell)}\right]=\mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(X\left(x, u^{(\ell)}\right)\right) \Phi_{\ell, 3}^{*}\left(X\left(y, u^{(\ell)}\right)\right)\right]
$$

where, for every $x \in \mathbb{T}^{3}$, the random $\ell \times 3$ matrix $X\left(x, u^{(\ell)}\right)=\left\{X_{j}^{(i)}\left(x, u^{(\ell)}\right):(i, j) \in[\ell] \times[3]\right\}$ has the same distribution as $\operatorname{jac}_{\mathbf{T}_{n}^{(\ell)}}(x)$ conditionally on $\left\{\mathbf{T}_{n}^{(\ell)}(x)=\mathbf{T}_{n}^{(\ell)}(y)=u^{(\ell)}\right\}$. From Lemma II.C.1, it follows that the mean in (II.C.1) depends linearly on $u^{(\ell)}$. In view of the definition of $\Phi_{\ell, 3}^{*}$, and the structure of the covariance function in (II.C.2), we conclude that the above expected value is also a continuous function of $u^{(\ell)}$, showing that $K^{(\ell)}\left(x, y ; u^{(\ell)}\right)$ is a continuous function with variable $u^{(\ell)}$.

## II.C. 3 Taylor expansions

We compute an expansion of $q^{(\ell)}\left(z, 0 ;\left\|u^{(\ell)}\right\|\right)$ in (II.C.4) around $z=0$. In order to do so, we start by deriving the Taylor expansions of $r_{n}$ and its first-order partial derivatives near $z=0$. For $n \in S_{3}$, let

$$
\begin{equation*}
\Psi_{n}:=\frac{1}{n^{2} \mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} \lambda_{k}^{4}, \quad k=1,2,3 . \tag{II.C.15}
\end{equation*}
$$

and set $e_{n}:=E_{n} / 3$. Note that $\Psi_{n} \leq 1$ since $\lambda_{k}^{4} \leq n^{2}$.
Lemma II.C.4. For $z=\left(z_{1}, z_{2}, z_{3}\right) \in \mathbb{T}^{3}$ and every $k \in[3]$, the following Taylor expansions hold near $z=0$ :

$$
r_{n}(z)=1-\frac{E_{n}}{6}\|z\|^{2}+\frac{E_{n}^{2}}{24} \Psi_{n} \sum_{j=1}^{3} z_{j}^{4}+\frac{E_{n}^{2}}{4}\left(\frac{1}{6}-\frac{1}{2} \Psi_{n}\right) \sum_{i<j \in[3]} z_{i}^{2} z_{j}^{2}+R_{n}^{(0)}
$$

$$
\begin{align*}
\quad= & 1-\frac{e_{n}}{2}\|z\|^{2}+t_{n}(z)+R_{n}^{(0)}  \tag{II.C.16}\\
\partial_{k} r_{n}(z) & =-\frac{E_{n}}{3} z_{k}+\frac{E_{n}^{2}}{6} \Psi_{n} \sum_{j=1}^{3} z_{j}^{3}+\frac{E_{n}^{2}}{2}\left(\frac{1}{6}-\frac{1}{2} \Psi_{n}\right) \sum_{i \neq j \in[3]} z_{j} z_{i}^{2}+R_{n}^{(k)} \\
& =:-e_{n} z_{k}+u_{n, k}(z)+R_{n}^{(k)} \tag{II.C.17}
\end{align*}
$$

where $R_{n}^{(0)}=E_{n}^{3} O\left(\|z\|^{6}\right)$ and $R_{n}^{(k)}=E_{n}^{3} O\left(\|z\|^{5}\right)$, and the constants involved in the 'big- $O$ ' notation are independent of $n$.

Proof. These expansions follow from direct computations of partial derivatives. Note that all derivatives of odd (resp. even) order of $r_{n}$ (resp. $\partial_{k} r_{n}$ ) vanish in view of the fact that, by symmetry, $\sum_{\lambda \in \Lambda_{n}} \lambda_{j}^{\alpha}$ is zero whenever $\alpha$ is odd. Also, we note that

$$
\frac{1}{n^{2} \mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} \lambda_{a}^{2} \lambda_{b}^{2}=\frac{1}{6}-\frac{1}{2} \Psi_{n}
$$

for $a \neq b \in$ [3], where $\Psi_{n}$ is as in (II.C.15). The remainders are of the form $R_{n}^{(0)}=O\left(\left\|\partial^{6} r_{n}\right\|_{\infty}\|z\|^{6}\right)$ and $R_{n}^{(k)}=O\left(\left\|\partial^{6} r_{n}\right\|_{\infty}\|z\|^{5}\right)$, where

$$
\partial^{6} r_{n}:=\sup _{i_{1}, \ldots, i_{6} \in[3]} \partial_{i_{1}, \ldots, i_{6}} r_{n}
$$

and $\partial_{i_{1}, \ldots, i_{6}} r_{n}(z)$ denotes partial derivatives of $r_{n}$ of cumulative order equal to 6 . Observe that for every $z \in \mathbb{T}^{3}$,

$$
\left|\partial^{6} r_{n}(z)\right| \leq \frac{(2 \pi)^{6}}{\mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} \lambda_{1}^{\alpha} \lambda_{2}^{\beta} \lambda_{3}^{\gamma}
$$

where $\alpha, \beta$, $\gamma$ are non-negative even integers such that $\alpha+\beta+\gamma=6$. Therefore, we can write $\lambda_{1}^{\alpha} \lambda_{2}^{\beta} \lambda_{3}^{\gamma}=$ $\lambda_{a}^{2} \lambda_{b}^{2} \lambda_{c}^{2}$ for $a, b, c \in\{1,2,3\}$ not necessarily distinct. Then it follows that $\lambda_{a}^{2} \lambda_{b}^{2} \lambda_{c}^{2} \leq \lambda_{a}^{6} / 3+\lambda_{b}^{6} / 3+\lambda_{c}^{6} / 3$, so that

$$
\left|\partial^{6} r_{n}(z)\right| \leq \frac{(2 \pi)^{6}}{N_{n}} \sum_{\lambda \in \Lambda_{n}} \lambda_{1}^{6} \leq \frac{(2 \pi)^{6}}{\mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}}\left(\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}\right)^{3}=(2 \pi)^{6} n^{3} \leq E_{n}^{3}
$$

which concludes the proof.
The following result contains the expansion around zero of $q^{(\ell)}\left(z, 0 ;\left\|u^{(\ell)}\right\|\right)$. In particular, we remark a singularity in the coefficient of $\|z\|^{-\ell}$ in the case $\ell=3$, which is consistent with the fact that the mapping $z \mapsto\|z\|^{-3}$ is not integrable on $\mathbb{T}^{3}$.

Lemma II.C.5. For $\ell \in$ [3], as $\|z\| \rightarrow 0$, we have

$$
\begin{equation*}
q^{(\ell)}\left(z, 0 ;\left\|u^{(\ell)}\right\|\right)=(3)_{\ell}\left(1-\frac{\ell}{3}\right) e_{n}^{\ell / 2}\|z\|^{-\ell}+(3)_{\ell}\left(1+\left\|u^{(\ell)}\right\|^{2}\right) E_{n}^{\ell / 2+1} O\left(\|z\|^{2-\ell}\right) \tag{II.C.18}
\end{equation*}
$$

where the constants involved in the 'big- $O$ ' notation are independent of $n$.
Proof. From the expansion in (II.C.16) we obtain that

$$
\begin{aligned}
1-r_{n}(z)^{2} & =\left(1-r_{n}(z)\right)\left(1+r_{n}(z)\right) \\
& =\left(\frac{e_{n}}{2}\|z\|^{2}-t_{n}(z)+E_{n}^{3} O\left(\|z\|^{6}\right)\right)\left(2-\frac{e_{n}}{2}\|z\|^{2}+t_{n}(z)+E_{n}^{3} O\left(\|z\|^{6}\right)\right) \\
& =e_{n}\|z\|^{2}-\left[\left(\frac{e_{n}}{2}\right)^{2}\|z\|^{4}+2 t_{n}(z)\right]+E_{n}^{3} O\left(\|z\|^{6}\right)
\end{aligned}
$$

$$
\begin{equation*}
=: \quad e_{n}\|z\|^{2}-f_{n}(z)+E_{n}^{3} O\left(\|z\|^{6}\right) \tag{II.C.19}
\end{equation*}
$$

and

$$
\begin{align*}
\left(1+r_{n}(z)\right)^{2} & =\left(2-\frac{e_{n}}{2}\|z\|^{2}+t_{n}(z)+E_{n}^{3} O\left(\|z\|^{6}\right)\right)^{2} \\
& =4-2 e_{n}\|z\|^{2}+\left[\left(\frac{e_{n}}{2}\right)^{2}\|z\|^{4}+4 t_{n}(z)\right]+E_{n}^{3} O\left(\|z\|^{6}\right) \\
& =: 4-2 e_{n}\|z\|^{2}+h_{n}(z)+E_{n}^{3} O\left(\|z\|^{6}\right) \tag{II.C.20}
\end{align*}
$$

where $t_{n}(z)$ is as in (II.C.16). Note that since $\Psi_{n} \leq 1$, we have $t_{n}(z)=E_{n}^{2} O\left(\|z\|^{4}\right)$ where the constant in the big-O notation is independent of $n$. Therefore, we have $f_{n}(z):=\left(e_{n} / 2\right)^{2}\|z\|^{4}+2 t_{n}(z)=E_{n}^{2} O\left(\|z\|^{4}\right)$ and $h_{n}(z):=\left(e_{n} / 2\right)^{2}\|z\|^{4}+4 t_{n}(z)=E_{n}^{2} O\left(\|z\|^{4}\right)$. From (II.C.17), we have

$$
\partial_{k} r_{n}(z)^{2}=\left(-e_{n} z_{k}+u_{n, k}(z)+E_{n}^{3} O\left(\|z\|^{5}\right)\right)^{2}=e_{n}^{2} z_{k}^{2}-2 e_{n} z_{k} u_{n, k}(z)+E_{n}^{4} O\left(\|z\|^{6}\right)
$$

so that summing over $k=1,2,3$ leads to

$$
\begin{equation*}
\left\|\nabla r_{n}(z)\right\|^{2}=e_{n}^{2}\|z\|^{2}-2 e_{n} \sum_{k=1}^{3} z_{k} u_{n, k}(z)+E_{n}^{4} O\left(\|z\|^{6}\right)=: e_{n}^{2}\|z\|^{2}+g_{n}(z)+E_{n}^{4} O\left(\|z\|^{6}\right) \tag{II.C.21}
\end{equation*}
$$

where $g_{n}(z)=E_{n}^{3} O\left(\|z\|^{4}\right)$ and again the constant in the big-O notation does not depend on $n$. Hence we obtain the expansions of the quotient

$$
\begin{align*}
& \frac{\left\|\nabla r_{n}(z)\right\|^{2}}{1-r_{n}(z)^{2}}=\frac{e_{n}^{2}\|z\|^{2}+g_{n}(z)+E_{n}^{4} O\left(\|z\|^{6}\right)}{e_{n}\|z\|^{2}-f_{n}(z)+E_{n}^{3} O\left(\|z\|^{6}\right)} \\
= & e_{n} \frac{1+e_{n}^{-2}\|z\|^{-2} g_{n}(z)+E_{n}^{2} O\left(\|z\|^{4}\right)}{1-e_{n}^{-1}\|z\|^{-2} f_{n}(z)+E_{n}^{2} O\left(\|z\|^{4}\right)} \\
= & e_{n}\left(1+\frac{g_{n}(z)}{e_{n}^{2}\|z\|^{2}}+E_{n}^{2} O\left(\|z\|^{4}\right)\right)\left(1+\frac{f_{n}(z)}{e_{n}\|z\|^{2}}+E_{n}^{2} O\left(\|z\|^{4}\right)\right) \\
= & e_{n}\left(1+\frac{g_{n}(z)}{e_{n}^{2}\|z\|^{2}}+\frac{f_{n}(z)}{e_{n}\|z\|^{2}}+E_{n}^{2} O\left(\|z\|^{4}\right)\right) \\
= & e_{n}+\frac{g_{n}(z)}{e_{n}\|z\|^{2}}+\frac{f_{n}(z)}{\|z\|^{2}}+E_{n}^{3} O\left(\|z\|^{4}\right)=e_{n}+E_{n}^{2} O\left(\|z\|^{2}\right), \tag{II.C.22}
\end{align*}
$$

since $e_{n}^{-1}\|z\|^{-2} g_{n}(z)+\|z\|^{-2} f_{n}(z)=E_{n}^{2} O\left(\|z\|^{2}\right)$ and similar computations yield

$$
\begin{equation*}
\frac{\left\|\nabla r_{n}(z)\right\|^{2}}{\left(1+r_{n}(z)\right)^{2}}=\left(\frac{e_{n}}{2}\right)^{2}\|z\|^{2}+E_{n}^{4} O\left(\|z\|^{4}\right) \tag{II.C.23}
\end{equation*}
$$

Combining (II.C.22) and (II.C.23), the expansion around zero of $\mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(X\left(z, u^{(\ell)}\right)\right)^{2}\right]$ is then obtained from (II.C.2):

$$
\begin{aligned}
& \mathbb{E}\left[\Phi_{\ell, 3}\left(X\left(z, u^{(\ell)}\right)\right)^{2}\right]=(3) \ell e_{n}^{\ell-1}\left(e_{n}-\frac{\ell}{3} \frac{\left\|\nabla r_{n}(z)\right\|^{2}}{1-r_{n}(z)^{2}}+\frac{\left\|u^{(\ell)}\right\|^{2}}{3} \frac{\left\|\nabla r_{n}(z)\right\|^{2}}{\left(1+r_{n}(z)\right)^{2}}\right) \\
= & (3)_{\ell} e_{n}^{\ell-1}\left(e_{n}-\frac{\ell}{3}\left(e_{n}+E_{n}^{2} O\left(\|z\|^{2}\right)\right)+\frac{\left\|u^{(\ell)}\right\|^{2}}{3}\left\{\left(\frac{e_{n}}{2}\right)^{2}\|z\|^{2}+E_{n}^{4} O\left(\|z\|^{4}\right)\right\}\right) \\
= & (3)_{\ell} e_{n}^{\ell-1}\left(e_{n}\left(1-\frac{\ell}{3}\right)+\left(1+\left\|u^{(\ell)}\right\|^{2}\right) E_{n}^{2} O\left(\|z\|^{2}\right)\right)
\end{aligned}
$$

$$
\begin{equation*}
=(3)_{\ell}\left(1-\frac{\ell}{3}\right) e_{n}^{\ell}+(3)_{\ell}\left(1+\left\|u^{(\ell)}\right\|^{2}\right) E_{n}^{\ell+1} O\left(\|z\|^{2}\right) \tag{II.C.24}
\end{equation*}
$$

Then, using $1-r_{n}(z)^{2}=e_{n}\|z\|^{2}\left(1+E_{n} O\left(\|z\|^{2}\right)\right)$ gives

$$
\begin{aligned}
& q^{(\ell)}\left(z, 0 ;\left\|u^{(\ell)}\right\|\right)=\left(1-r_{n}(z)^{2}\right)^{-\ell / 2} \cdot \mathbb{E}\left[\Phi_{\ell, 3}\left(X\left(z, u^{(\ell)}\right)\right)^{2}\right] \\
= & e_{n}^{-\ell / 2}\|z\|^{\ell \ell} \mathbb{E}\left[\Phi_{\ell, 3}\left(X\left(z, u^{(\ell)}\right)\right)^{2}\right]\left(1+E_{n} O\left(\|z\|^{2}\right)\right) \\
= & (3)_{\ell}\left(1-\frac{\ell}{3}\right) e_{n}^{\ell / 2}\|z\|^{-\ell}+(3)_{\ell}\left(1+\left\|u^{(\ell)}\right\|^{2}\right) E_{n}^{\ell / 2+1} O\left(\|z\|^{2-\ell}\right),
\end{aligned}
$$

which has the desired form.
The following lemma justifies the use of Kac-Rice formulae in a sufficiently small cube around the origin, $Q_{0}$.

Lemma II.C.6. For every $n \in S_{3}$, there exists a sufficiently small constant $c_{0}>0$ such that for every $(x, y) \in \mathbb{T}^{3} \times \mathbb{T}^{3}$ satisfying $0<\|x-y\|<c_{0} / \sqrt{E_{n}}$, we have $r_{n}(x-y) \neq \pm 1$.
Proof. We set $z=x-y$ and perform a Taylor expansion of $1-r_{n}(z)^{2}$ around $z=0$. From (II.C.19), we have

$$
1-r_{n}(z)^{2}=\frac{E_{n}}{3}\|z\|^{2}+E_{n}^{2} O\left(\|z\|^{4}\right)=\frac{E_{n}}{3}\|z\|^{2}\left(1+E_{n} O\left(\|z\|^{2}\right)\right) .
$$

Thus, for every $0<\|z\| \ll 1 / \sqrt{E_{n}}$, we obtain

$$
1-r_{n}(z)^{2}=\frac{E_{n}}{3} \frac{C^{2}}{E_{n}}(1+O(1))=\frac{C^{2}}{3}(1+O(1))
$$

for some absolute constant $C>0$, so that there exists a sufficiently small constant $c_{0}>0$ such that $1-r_{n}(z)^{2}>0$ for every $0<\|z\|<c_{0} / \sqrt{E_{n}}$.

## Appendix II.D Continuity of nodal volumes

In this section, we prove a more general version of the continuity theorem proved in Theorem 3 of [APP18]. Our version applies to vector-valued functions on the torus. For completeness, we give the arguments for the $d$-dimensional torus $\mathbb{T}^{d}, d \geq 2$. Recall that $\mathbb{T}^{d}=\mathbb{R}^{d} / \mathbb{Z}^{d} \simeq[0,1]^{d} / \sim$, where $\sim$ denotes the equivalence relation given by $\left(x_{1}, \ldots, x_{d}\right) \sim\left(x_{1}^{\prime}, \ldots, x_{d}^{\prime}\right)$ if and only if $x_{i}-x_{i}^{\prime} \in \mathbb{Z}$ for every $i=1, \ldots, d$. Let us introduce some notation.

Topology on $\mathbb{T}^{d}$. (see e.g. [Sha14]) Denote by $\pi_{d}:[0,1]^{d} \rightarrow \mathbb{T}^{d}$ the quotient map associated with $\sim$. We endow the torus with the quotient topology, that is, the open (closed) subsets of $\mathbb{T}^{d}$ are precisely the subsets $U \subset \mathbb{T}^{d}$ such that $\pi_{d}^{-1}(U) \subset[0,1]^{d}$ are open (closed) in $[0,1]^{d}$ for the Euclidean topology. Moreover, we equip the torus with the quotient metric given by

$$
\operatorname{dist}_{d}\left(\pi_{d}(x), \pi_{d}\left(x^{\prime}\right)\right)=\inf _{a \in \mathbb{Z}^{d}}\left\|x-x^{\prime}+a\right\|_{d}, \quad x, x^{\prime} \in[0,1]^{d}
$$

where $\|\cdot\|_{d}$ denotes the standard Euclidean norm in $\mathbb{R}^{d}$. From now on, we will write $x$ instead of $\pi_{d}(x)$ for a point on the torus. Since the equivalence relation $\sim$ is defined coordinate-wise, we will implicitly use the fact that the $\mathbb{T}^{d}$ is a realisation of the cartesian product of $d$ copies of $\mathbb{T}^{1}$.

Banach space of continuous functions on $\mathbb{T}^{d}$. For integers $1 \leq k<d$, let $E=C^{1}\left(\mathbb{T}^{d}, \mathbb{R}^{k}\right)$ be the set of $C^{1}$ real vector-valued functions on $\mathbb{T}^{d}$. Then, for a compact space $K \subset \mathbb{T}^{d}$ (note that a compact subset on the torus has the form $\pi_{d}(\tilde{K})$ for some compact $\left.\tilde{K} \subset[0,1]^{d}\right)$, and $F=\left(F^{(1)}, \ldots, F^{(k)}\right) \in E$, we define the norm

$$
\|F\|_{K}:=\max _{i=1, \ldots, k} \sup _{x \in K}\left(\left|F^{(i)}(x)\right|+\sum_{j=1}^{d}\left|\partial_{j} F^{(i)}(x)\right|\right) .
$$

We will use the following version of the Implicit Function Theorem for Banach spaces (see e.g. [Edw94, p.417]).

Lemma II.D. 1 (Implicit Function Theorem for Banach spaces). Let $X, Y, Z$ be Banach spaces and $f: X \times Y \rightarrow Z$ be a function of class $C^{1}$. Let $\left(x_{0}, y_{0}\right) \in X \times Y$ such that $f\left(x_{0}, y_{0}\right)=0$ and $\left(d_{y} f\right)_{\left(x_{0}, y_{0}\right)}: Y \rightarrow Z$ is an isomorphism. Then there exist neighborhoods $U\left(x_{0}\right) \subset X$ of $x_{0}$ and $U\left(x_{0}, y_{0}\right) \subset X \times Y$ of $\left(x_{0}, y_{0}\right)$ and a function $g: U\left(x_{0}\right) \rightarrow Z$ of class $C^{1}$ such that

$$
\left((x, y) \in U\left(x_{0}, y_{0}\right), x \in U\left(x_{0}\right)\right) \Rightarrow(f(x, y)=0 \Longleftrightarrow y=g(x))
$$

Here $\left(d_{y} f\right)_{\left(x_{0}, y_{0}\right)}$ denotes the partial differential of $f$ with respect to $y \in Y$ computed at $\left(x_{0}, y_{0}\right)$.

Some notation. For $F \in E$, let $Z_{K}(F)$ be the set of zeros of $F$ lying in the compact $K \subset \mathbb{T}^{d}$, i.e. $Z_{K}(F)=\{x \in K: F(x)=0\}$. We denote by $\operatorname{vol}\left(Z_{K}(F)\right):=\mathcal{H}_{d-k}\left(Z_{K}(F)\right)$ the $(d-k)$-dimensional Hausdorff measure of $Z_{K}(F)$. As usual, we write $\operatorname{jac}_{F}(x) \in \mathcal{M}_{k \times d}(\mathbb{R})$ to indicate the Jacobian matrix of $F$ computed at $x$. We introduce the set $D_{k}:=\{J \subset[d]: \operatorname{card}(J)=k\}$, that is, the set of all subsets of $[d]$ that have cardinality $k$. For $J \in D_{k}$ and $x \in \mathbb{T}^{d}$, we denote $x_{J}:=\left(x_{l}: l \in J\right)$ and $p_{J}(x):=\hat{x}_{J}:=\left(x_{l}: l \notin J\right)$. For $x_{J}$ as just defined, we write $\mathrm{jac}_{F, x_{J}}$ for the $k \times k$ Jacobian matrix obtained when differentiating with respect to the variable $x_{J}$. We say that $F$ is non-degenerate on $K$ if $\mathrm{jac}_{F}\left(x_{0}\right)$ has full rank $k$ whenever $x_{0} \in Z_{F}(K)$, that is, whenever there exists $J=J\left(x_{0}\right) \in D_{k}$ such that $\mathrm{jac}_{F, x_{J}}\left(x_{0}\right)$ is invertible.

We first prove the following lemma, adapted from [APP18].
Lemma II.D.2. Let $\left(F_{n}\right)_{n \geq 1} \subset E$ and $F \in E$ be such that $F_{n} \rightarrow F$ in the $C^{1}$ topology on $K \subset \mathbb{T}^{d}$ as $n \rightarrow \infty$. Then, for $n$ sufficiently large and for every $\varepsilon>0$, we have that $Z_{K}\left(F_{n}\right) \subset Z_{K}^{+\varepsilon}(F)$, where

$$
Z_{K}^{+\varepsilon}(F):=\left\{x \in K: \operatorname{dist}_{d}\left(x, Z_{K}(F)\right) \leq \varepsilon\right\}
$$

Proof. We proceed by contradiction. Assume that there exists $\varepsilon>0$ such that $Z_{K}\left(F_{n}\right)$ is not a subset of $Z_{K}^{+\varepsilon}(F)$ for $n$ big enough, i.e. such that for every $N \geq 1$, there exists $n \geq N$ and $x_{n} \in Z_{K}\left(F_{n}\right)$ with $\operatorname{dist}_{d}\left(x_{n}, Z_{K}(F)\right)>\varepsilon$. As $\left(x_{n}\right)_{n \geq N} \subset K$ and $K$ is compact, we can extract a converging subsequence $\left(x_{n_{j}}\right)_{j \geq 1}$; denote $x_{\infty}:=\lim _{j} x_{n_{j}} \in K$ and note that $\operatorname{dist}_{d}\left(x_{\infty}, Z_{K}(F)\right)>\varepsilon$ by assumption. Then, using the triangular inequality, we have for every $j \geq 1$,

$$
\begin{align*}
\left\|F\left(x_{\infty}\right)\right\|_{k} & =\left\|F\left(x_{\infty}\right)-F_{n_{j}}\left(x_{n_{j}}\right)\right\|_{k} \leq \sum_{i=1}^{k}\left|F^{(i)}\left(x_{\infty}\right)-F_{n_{j}}^{(i)}\left(x_{n_{j}}\right)\right| \\
& \leq \sum_{i=1}^{k}\left|F^{(i)}\left(x_{\infty}\right)-F_{n_{j}}^{(i)}\left(x_{\infty}\right)\right|+\sum_{i=1}^{k}\left|F_{n_{j}}^{(i)}\left(x_{\infty}\right)-F_{n_{j}}^{(i)}\left(x_{n_{j}}\right)\right| \\
& \leq k \cdot\left\|F-F_{n_{j}}\right\|_{K}+\lambda \cdot \operatorname{dist}_{d}\left(x_{n_{j}}, x_{\infty}\right), \tag{II.D.1}
\end{align*}
$$

where

$$
\lambda:=\sum_{i=1}^{k} \sum_{l=1}^{d} \sup _{x \in K}\left|\partial_{l} F_{n_{j}}^{(i)}(x)\right| \leq k \cdot \max _{i=1, \ldots, k} \sum_{l=1}^{d} \sup _{x \in K}\left|\partial_{l} F_{n_{j}}^{(i)}(x)\right| \leq k \cdot\left\|F_{n_{j}}\right\|_{K}<\infty,
$$

because $\left(F_{n}\right)_{n \geq 1} \subset E$. Letting $j \rightarrow \infty$ in (II.D.1) leads to $F\left(x_{\infty}\right)=0$, since $F_{n_{j}} \rightarrow F$ in the $C^{1}$ topology on $K$ and $x_{n_{j}} \rightarrow x_{\infty}$. Hence $x_{\infty} \in Z_{K}(F)$, but this contradicts the fact that dist $d_{d}\left(x_{\infty}, Z_{K}(F)\right) \geq \varepsilon>0$.

We now prove the continuity result about nodal volumes. The strategy of our proof is inspired by the proof in [APP18].

Theorem II.D. 3 (Continuity of the nodal volume). Let $\left(F_{n}\right)_{n \geq 1} \subset E$ and $F \in E$ be such that $F$ is non-degenerate on a compact $K \subset \mathbb{T}^{d}$ and $F_{n} \rightarrow F$ in the $C^{1}$ topology on $K$ as $n \rightarrow \infty$. Then, as $n \rightarrow \infty$,

$$
\operatorname{vol}\left(Z_{K}\left(F_{n}\right)\right) \rightarrow \operatorname{vol}\left(Z_{K}(F)\right)
$$

Proof. Denote by $\phi: E \times \mathbb{T}^{d} \rightarrow \mathbb{R}^{k}$ the evaluation map $\phi(f, x):=f(x)$. Since $F$ is non-degenerate, for all $x_{0} \in K$ such that $\phi\left(F, x_{0}\right)=0$, there exists $J_{0}=J_{0}\left(x_{0}\right) \in D_{k}$ such that jac ${ }_{F, x_{J_{0}}}\left(x_{0}\right)$ is invertible, that is, the linear map $\left(d_{x_{J_{0}}} \phi\right)_{\left(F, x_{0}\right)}: \mathbb{T}^{k} \rightarrow \mathbb{R}^{k}$ is an isomorphism. Therefore, by the Implicit Function Theorem stated in Lemma II.D.1, there exist open neighborhoods $U(F) \subset E$ of $F, U\left(\left(x_{0}\right)_{J_{0}}\right) \subset \mathbb{T}^{k}$ of $\left(x_{0}\right)_{J_{0}}$ and $U\left(\left(\hat{x_{0}}\right)_{J_{0}}\right) \subset \mathbb{T}^{d-k}$ of $\left(\hat{x_{0}}\right)_{J_{0}}$ as well as a function $X_{0}: E \times \mathbb{T}^{d-k} \rightarrow \mathbb{R}^{k}$ of class $C^{1}$ such that

$$
\begin{equation*}
\left(f \in U(F), x_{J_{0}} \in U\left(\left(x_{0}\right)_{J_{0}}\right), \hat{x}_{J_{0}} \in U\left(\left(\hat{x_{0}}\right)_{J_{0}}\right)\right) \Rightarrow\left(\phi(f, x)=0 \Longleftrightarrow x_{J_{0}}=X_{0}\left(f, \hat{x}_{J_{0}}\right)\right) \tag{II.D.2}
\end{equation*}
$$

Now denote $W_{0}=W_{0}\left(J_{0}\right) \subset \mathbb{T}^{d}$ the set of points of $x \in \mathbb{T}^{d}$ such that $x_{J_{0}} \in U\left(\left(\hat{x_{0}}\right)_{J_{0}}\right)$ and $\hat{x}_{J_{0}} \in U\left(\left(\hat{x}_{0}\right)_{J_{0}}\right)$. Then, choosing $f=F$ in (II.D.2), we obtain that $Z_{K}(F)$ restricted to $W_{0}$ is the $(d-k)$-dimensional submanifold of $\mathbb{T}^{d}$

$$
Z_{K}(F) \cap W_{0}=\left\{x \in W_{0}: x_{J_{0}}=X_{0}\left(F, \hat{x}_{J_{0}}\right)=\left(X_{0}^{(1)}\left(F, \hat{x}_{J_{0}}\right), \ldots, X_{0}^{(k)}\left(F, \hat{x}_{J_{0}}\right)\right)\right\}
$$

parametrized by

$$
\begin{equation*}
g_{0}=g_{0}\left(J_{0}\right): \mathbb{T}^{d-k} \rightarrow \mathbb{T}^{d-k} \times \mathbb{R}^{k}, \quad \hat{x}_{J_{0}} \mapsto\left(\hat{x}_{J_{0}}, X_{0}\left(F, \hat{x}_{J_{0}}\right)\right) \tag{II.D.3}
\end{equation*}
$$

Exploiting the compactness of $Z_{K}(F)$ together with the Implicit Function Theorem, there is $m \geq 1$ such that for every $j \in[m]$, there are $x_{j} \in Z_{K}(F), J_{j}=J_{j}\left(x_{j}\right) \in D_{k}$ and $W_{j}=W_{j}\left(J_{j}\right) \subset \mathbb{T}^{d}$, such that

$$
Z_{K}(F) \subset \bigcup_{j=1}^{m} W_{j}
$$

and moreover, for every $j \in[m]$, the Implicit Function Theorem ensures the existence of an implicit function $X_{j}$ of class $C^{1}$ that yields a local parametrization

$$
g_{j}=g_{j}\left(J_{j}\right): \mathbb{T}^{d-k} \rightarrow \mathbb{T}^{d-k} \times \mathbb{R}^{k}, \quad \hat{x}_{J_{j}} \mapsto\left(\hat{x}_{J_{j}}, X_{j}\left(F, \hat{x}_{J_{j}}\right)\right)
$$

of $Z_{K}(F) \cap W_{j}$. Hence, if $T=\left\{j_{1}, \ldots, j_{r}\right\} \subset[m]$ for $r \leq m$ and $\bigcap_{j \in T} W_{j} \neq \emptyset$, then

$$
\begin{equation*}
\Gamma_{T}(F):=Z_{K}(F) \cap\left(\bigcap_{j \in T} \overline{W_{j}}\right) \tag{II.D.4}
\end{equation*}
$$

describes a $(d-k)$-dimensional surface whose volume is computed when integrating the corresponding volume element $y \mapsto \sqrt{\operatorname{det}\left(\mathrm{jac}_{g_{j_{1}}}^{T}(y) \mathrm{jac}_{g_{j_{1}}}(y)\right)}$ (see e.g. [HJ20, Section 10.4]). An application of the chain rule gives

$$
\operatorname{vol}\left(\Gamma_{T}(F)\right)=\int_{Y_{T}} \sqrt{\operatorname{det}\left(\operatorname{jac}_{g_{j_{1}}}^{T}(y) \mathrm{jac}_{g_{j_{1}}}(y)\right)} d y=\int_{Y_{T}} \sqrt{1+\sum_{i \in[k]}\left\|\nabla X_{j_{1}}^{(i)}(F, y)\right\|_{k}^{2}} d y
$$

where the region of integration is $Y_{T}=p_{J_{1}}\left(\bigcap_{j \in T} \overline{W_{j}}\right)$. The total volume of $Z_{K}(F)$ is then computed by

$$
\begin{equation*}
\operatorname{vol}\left(Z_{K}(F)\right)=\sum_{\emptyset \neq T \subset[m]}(-1)^{\operatorname{card}(T)} \operatorname{vol}\left(\Gamma_{T}(F)\right) \tag{II.D.5}
\end{equation*}
$$

Now we can find $\varepsilon>0$ small enough such that $Z_{K}^{+\varepsilon}(F) \subset \bigcup_{j=1}^{m} W_{j}$ and in view of Lemma II.D.2, it follows that $Z_{K}\left(F_{n}\right) \subset \bigcup_{j=1}^{m} W_{j}$ for $n$ sufficiently large, so that

$$
Z_{K}\left(F_{n}\right)=\bigcup_{j=1}^{m}\left(Z_{K}\left(F_{n}\right) \cap \overline{W_{j}}\right) .
$$

Since for $T=\left\{j_{1}, \ldots, j_{r}\right\} \subset[m], \Gamma_{T}\left(F_{n}\right)$ as defined in (II.D.4) identifies with a $(d-k)$-dimensional surface of volume $\operatorname{vol}\left(\Gamma_{T}\left(F_{n}\right)\right)$, the total nodal volume of $F_{n}$ in $K$ is given by

$$
\operatorname{vol}\left(Z_{K}\left(F_{n}\right)\right)=\sum_{\emptyset \neq T \subset[m]}(-1)^{\operatorname{card}(T)} \operatorname{vol}\left(\Gamma_{T}\left(F_{n}\right)\right)
$$

Using Lipschitz continuity of $x \mapsto \sqrt{1+x}$ for $x>0$, it follows that

$$
\begin{aligned}
& \left|\operatorname{vol}\left(Z_{K}\left(F_{n}\right)\right)-\operatorname{vol}\left(Z_{K}(F)\right)\right| \\
\leq & \sum_{\emptyset \neq T \subset[m]} \int_{Y_{T}}\left|\sqrt{1+\sum_{i \in[k]}\left\|\nabla X_{j_{1}}^{(i)}\left(F_{n}, y\right)\right\|_{k}^{2}}-\sqrt{1+\sum_{i \in[k]}\left\|\nabla X_{j_{1}}^{(i)}(F, y)\right\|_{k}^{2}}\right| d y \\
\leq & \sum_{\emptyset \neq T \subset[m]} \int_{Y_{T}} \sum_{i \in[k]}\left|\left\|\nabla X_{j_{1}}^{(i)}\left(F_{n}, y\right)\right\|_{k}^{2}-\left\|\nabla X_{j_{1}}^{(i)}(F, y)\right\|_{k}^{2}\right| d y
\end{aligned}
$$

Now, using the reversed triangular inequality $|\|u\|-\|v\|| \leq\|u-v\|$ yields

$$
\begin{aligned}
& \left|\left\|\nabla X_{j_{1}}^{(i)}\left(F_{n}, y\right)\right\|_{k}^{2}-\left\|\nabla X_{j_{1}}^{(i)}(F, y)\right\|_{k}^{2}\right| \\
= & \left|\left\|\nabla X_{j_{1}}^{(i)}\left(F_{n}, y\right)\right\|_{k}-\left\|\nabla X_{j_{1}}^{(i)}(F, y)\right\|_{k}\right| \cdot\left(\left\|\nabla X_{j_{1}}^{(i)}\left(F_{n}, y\right)\right\|_{k}+\left\|\nabla X_{j_{1}}^{(i)}(F, y)\right\|_{k}\right) \\
\leq & \left\|\nabla X_{j_{1}}^{(i)}\left(F_{n}, y\right)-\nabla X_{j_{1}}^{(i)}(F, y)\right\|_{k} \cdot\left(\left\|\nabla X_{j_{1}}^{(i)}\left(F_{n}, y\right)\right\|_{k}+\left\|\nabla X_{j_{1}}^{(i)}(F, y)\right\|_{k}\right) .
\end{aligned}
$$

In order to conclude, it suffices to show that the first factor converges to 0 uniformly on $Y_{T}$ as $n \rightarrow \infty$. Consider the equation

$$
\begin{equation*}
F\left(\hat{y}_{J_{1}}, y_{J_{1}}\right)=F\left(\hat{y}_{J_{1}}, X_{j_{1}}\left(F, \hat{y}_{J_{1}}\right)\right)=0 \tag{II.D.6}
\end{equation*}
$$

where, for the vector $\left(\hat{y}_{J_{1}}, y_{J_{1}}\right)$ it is implicitly understood that coordinates with indices in $J_{1}$ are located in the corresponding position. Differentiating (II.D.6) with respect to the coordinates $\hat{y}_{J_{1}}$, we obtain

$$
\operatorname{jac}_{F, \hat{y}_{J_{1}}}\left(\hat{y}_{J_{1}}, y_{J_{1}}\right) \cdot \mathbf{I}_{d-k}+\operatorname{jac}_{F, j_{J_{1}}}\left(\hat{y}_{J_{1}}, y_{J_{1}}\right) \cdot \operatorname{jac}_{X_{j_{1}}, \hat{y}_{J_{1}}}\left(F, \hat{y}_{J_{1}}\right)=0
$$

where the zero in the right-hand side denotes the zero $k \times(d-k)$ matrix. Therefore, since jac $F_{F, y_{J_{1}}}\left(\hat{y}_{J_{1}}, y_{J_{1}}\right)$ is invertible,

$$
\begin{equation*}
\operatorname{jac}_{X_{j_{1}}, \hat{y}_{J_{1}}}\left(F, \hat{y}_{J_{1}}\right)=-\left[\operatorname{jac}_{F, y_{J_{1}}}\left(\hat{y}_{J_{1}}, y_{J_{1}}\right)\right]^{-1} \cdot \operatorname{jac}_{F, \hat{y}_{J_{1}}}\left(\hat{y}_{J_{1}}, y_{J_{1}}\right) . \tag{II.D.7}
\end{equation*}
$$

Since $F_{n}$ converges to $F$ in the $C^{1}$ topology, we have that, for $n$ sufficiently large, (II.D.7) holds true for $F_{n}$. Writing out the $i$-th row for $i \in[k]$ of this relation, and using the fact that all the partial derivatives of $F_{n}$ converge uniformly to the corresponding partial derivatives of $F$ (as $F_{n} \rightarrow F$ ), we conclude that $\left\|\nabla X_{j_{1}}^{(i)}\left(F_{n}, \hat{y}_{J_{1}}\right)-\nabla X_{j_{1}}^{(i)}\left(F, \hat{y}_{J_{1}}\right)\right\|_{k}$ converges to zero uniformly on $Y_{T}$ as $n \rightarrow \infty$, proving the statement.

## Appendix II.E Singular and non-singular cubes

## II.E. 1 Definitions and ancillary results

## II.E.1.1 Singular and non-singular pairs of points and cubes

For every $n \in S_{3}$, we partition the torus into a disjoint union of cubes of length $1 / M$, where $M=M_{n} \geq 1$ is an integer proportional to $\sqrt{E_{n}}$ as follows: Let $Q_{0}=[0,1 / M)^{3}$; then we consider the partition of $\mathbb{T}^{3}$ obtained by translating $Q_{0}$ in the directions $k / M, k \in \mathbb{Z}^{3}$. Denote by $\mathcal{P}(M)$ the partition of $\mathbb{T}^{3}$ that is obtained in this way. By construction, $\operatorname{card}(\mathcal{P}(M))=M^{3}$. By linearity, we can decompose the random variable $L_{n}^{(\ell)}$ as

$$
\begin{equation*}
L_{n}^{(\ell)}=\sum_{Q \in \mathcal{P}(M)} L_{n}^{(\ell)}(Q), \quad \ell \in[3] \tag{II.E.1}
\end{equation*}
$$

where $L_{n}^{(\ell)}(Q)$ denotes the nodal volume restricted to $Q$. From now on, we fix a small number $0<\eta<$ $10^{-10}$. In the forthcoming definition, we define singular pairs of points and cubes.

Definition II.E. 1 (Singular pairs of points and cubes). A pair of points $(x, y) \in \mathbb{T}^{3} \times \mathbb{T}^{3}$ is called a singular pair of points if one of the following inequalities is satisfied:

$$
\left|r_{n}(x-y)\right|>\eta, \quad\left|\partial_{i} r_{n}(x-y)\right|>\eta \sqrt{E_{n} / 3}, \quad\left|\partial_{i j} r_{n}(x-y)\right|>\eta E_{n} / 3
$$

for $(i, j) \in[3] \times[3]$. A pair of cubes $\left(Q, Q^{\prime}\right) \in \mathcal{P}(M)^{2}$ is called a singular pair of cubes if the product $Q \times Q^{\prime}$ contains a singular pair of points. We denote by $\mathcal{S}=\mathcal{S}(M) \subset \mathcal{P}(M)^{2}$ the set of singular pairs of cubes. A pair of cubes $\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}$ is called non-singular. By construction, $\mathcal{P}(M)^{2}=\mathcal{S} \cup \mathcal{S}^{c}$.

For fixed $Q \in \mathcal{P}(M)$, let us furthermore denote by $\mathcal{B}_{Q}$ the union over all cubes $Q^{\prime} \in \mathcal{P}(M)$ such that $\left(Q, Q^{\prime}\right) \in \mathcal{S}$. In particular, analogously as in Lemma 6.3 of [DNPR19], we have

$$
\begin{equation*}
\operatorname{Leb}\left(\mathcal{B}_{Q}\right)=O\left(\mathcal{R}_{n}(6)\right) \tag{II.E.2}
\end{equation*}
$$

where $\mathcal{R}_{n}(6)=\int_{\mathbb{T}^{3}} r_{n}(z)^{6} d z$. We write

$$
\tilde{r}_{a, b}(x-y):=\mathbb{E}\left[\tilde{\partial}_{a} T_{n}^{(i)}(x) \cdot \tilde{\partial}_{b} T_{n}^{(i)}(y)\right], \quad a, b=0,1,2,3, \quad i \in[\ell]
$$

where, we recall that $\tilde{\partial}_{a}=\left(E_{n} / 3\right)^{-1 / 2} \partial_{a}$ with the convention $\tilde{\partial}_{0}:=\mathbf{I}$. Note that $\tilde{r}_{0,0}=r_{n}$ and that we dropped the dependence on $n$ in order to simplify notations. We need the following lemma: its proof is based on differentiating the expression of $r_{n}$ and the orthogonality relations for complex exponentials on the full torus. We omit the details.

Lemma II.E.2. For every $a, b \in\{0,1,2,3\}$ and every integer $m \geq 1$,

$$
\begin{equation*}
\int_{\mathbb{T}^{3}} \tilde{r}_{a, b}(z)^{2 m} d z \ll \int_{\mathbb{T}^{3}} r_{n}(z)^{2 m} d z=\mathcal{R}_{n}(2 m) \tag{II.E.3}
\end{equation*}
$$

where the constant involved in the ' $<$ ' notation depends only on $m$.

## II.E.1.2 A diagram formula

The proofs to be presented in the forthcoming sections are based on the following diagram formula. Such a formula is counterpart to Proposition 8.1 in [DNPR19], and is based on the Leonov-Shiryaev formulae (see e.g. [PT11, Proposition 3.2.1]). We introduce some notation: For $i \in[\ell]$, write

$$
\begin{equation*}
\left(X_{0}^{(i)}(x), X_{1}^{(i)}(x), X_{2}^{(i)}(x), X_{3}^{(i)}(x)\right):=\left(T_{n}^{(i)}(x), \widetilde{\nabla} T_{n}^{(i)}(x)\right), \quad x \in \mathbb{T}^{3} \tag{II.E.4}
\end{equation*}
$$

and consider families of non-negative integers

$$
p^{(i)}=\left\{p_{j}^{(i)}: j=0,1,2,3\right\}, \quad q^{(i)}=\left\{q_{j}^{(i)}: j=0,1,2,3\right\}
$$

for which we write

$$
\begin{equation*}
S\left(p^{(i)}\right):=\sum_{j=0}^{3} p_{j}^{(i)}, \quad S\left(q^{(i)}\right):=\sum_{j=0}^{3} q_{j}^{(i)} . \tag{II.E.5}
\end{equation*}
$$

For $m \in\left\{p^{(i)}, q^{(i)}\right\}$, we also define the vector of $\mathbb{R}^{m_{0}} \times \mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}} \times \mathbb{R}^{m_{3}}$ given by

$$
X_{m}^{(i)}(x):=\left(\left[X_{0}^{(i)}(x)\right]_{m_{0}},\left[X_{1}^{(i)}(x)\right]_{m_{1}},\left[X_{2}^{(i)}(x)\right]_{m_{2}},\left[X_{3}^{(i)}(x)\right]_{m_{3}}\right),
$$

where for an integer $n \geq 1$ and a real number $N$, we write $[N]_{n}:=(N, \ldots, N) \in \mathbb{R}^{n}$.
Proposition II.E.3. For $i \in[\ell]$, consider families of non-negative integers $p^{(i)}=\left\{p_{j}^{(i)}: j=0,1,2,3\right\}$ and $q^{(i)}=\left\{q_{j}^{(i)}: j=0,1,2,3\right\}$ as above, as well as $x, y \in \mathbb{T}^{3}$. Then,

$$
\begin{gathered}
\mathbb{E}\left[\prod_{i=1}^{\ell} \prod_{j=0}^{3} H_{p_{j}^{(i)}}\left(X_{j}^{(i)}(x)\right) \cdot H_{q_{j}^{(i)}}\left(X_{j}^{(i)}(y)\right)\right]=\prod_{i=1}^{\ell} \mathbb{E}\left[\prod_{j=0}^{3} H_{p_{j}^{(i)}}\left(X_{j}^{(i)}(x)\right) \cdot H_{q_{j}^{(i)}}\left(X_{j}^{(i)}(y)\right)\right] \\
=\prod_{i=1}^{\ell} \mathbb{1}\left[S\left(p^{(i)}\right)=S\left(q^{(i)}\right)\right] \sum_{\sigma_{i}} \prod_{j=1}^{S\left(p^{(i)}\right)} \mathbb{E}\left[\left(X_{p^{(i)}}^{(i)}\right)_{j}(x) \cdot\left(X_{q^{(i)}}^{(i)}\right)_{\sigma_{i}(j)}(y)\right],
\end{gathered}
$$

where the sum runs over all permutations $\sigma_{i}$ of $\left\{1, \ldots, S\left(p^{(i)}\right)\right\}$.

## II.E. 2 Proof of Lemma II.3. 1

Proof of the almost sure convergence: In the case $\ell=3$, one can argue similarly as in the proof of Lemma 3.1 in [DNPR19]. We present the arguments for $\ell=2$. Since, $\mathbf{T}_{n}^{(2)}$ is of class $C^{\infty}$, Sard's Theorem (see e.g. [Sar42]) implies that its set of critical values has almost surely zero Lebesgue measure. Therefore, applying the Co-Area formula (see Proposition I.1.11) to the functions $f=\mathbf{T}_{n}^{(2)}: \mathbb{T}^{3} \rightarrow \mathbb{R}^{2}$ and $g: \mathbb{R}^{2} \rightarrow \mathbb{R}, g\left(x_{1}, x_{2}\right)=(2 \varepsilon)^{-2} \prod_{i=1}^{2} \mathbb{1}_{[-\varepsilon, \varepsilon]}\left(x_{i}\right)$ yields

$$
\begin{equation*}
L_{n, \varepsilon}^{(2)}=(2 \varepsilon)^{-2} \int_{[-\varepsilon, \varepsilon]^{2}} L_{n}^{(2)}\left(\mathbb{T}^{3} ;\left(u_{1}, u_{2}\right)\right) d u_{1} d u_{2} \tag{II.E.6}
\end{equation*}
$$

where for $B \subset \mathbb{T}^{3}$, we set $L_{n}^{(2)}\left(B ;\left(u_{1}, u_{2}\right)\right)=\mathcal{H}_{1}\left\{\left(\mathbf{T}_{n}^{(2)}\right)^{-1}\left(\left\{\left(u_{1}, u_{2}\right)\right\}\right) \cap B\right\}$. Now, as $\left(u_{1}, u_{2}\right) \rightarrow(0,0)$, the shifted random field $\mathbf{T}_{n}^{(2)}-\left(u_{1}, u_{2}\right)$ converges in the $C^{1}$ topology on $\mathbb{T}^{3}$ to the random field $\mathbf{T}_{n}^{(2)}$, which is non-degenerate - as can be seen e.g. by checking the assumptions of Proposition 6.12 in [AW09] - so that by the continuity of the nodal volume proved in Theorem II.D.3,

$$
\lim _{\left(u_{1}, u_{2}\right) \rightarrow(0,0)} \mathcal{H}_{1}\left\{\left(\mathbf{T}_{n}^{(2)}-\left(u_{1}, u_{2}\right)\right)^{-1}(\{(0,0)\})\right\}=\mathcal{H}_{1}\left\{\left(\mathbf{T}_{n}^{(2)}\right)^{-1}(\{(0,0)\})\right\}=L_{n}^{(2)}\left(\mathbb{T}^{3} ;\left(u_{1}, u_{2}\right)\right) .
$$

This proves the continuity of $L_{n}^{(2)}\left(\mathbb{T}^{3} ;\left(u_{1}, u_{2}\right)\right)$ at $\left(u_{1}, u_{2}\right)=(0,0)$. The almost sure convergence then follows by letting $\varepsilon \rightarrow 0$ in (II.E.6).
Proof of the $L^{2}(\mathbb{P})$-convergence: We now prove that the convergence also takes place in $L^{2}(\mathbb{P})$. For $\overline{\text { completeness, we include the three cases corresponding to } \ell=1,2,3 \text { in our proof. We start by proving an }}$ auxiliary result. Recall that $Q_{0}$ is the small cube around the origin of side length $1 / M$.

Lemma II.E.4. The map $\left(u_{1}, \ldots, u_{\ell}\right) \mapsto \mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0} ;\left(u_{1}, \ldots, u_{\ell}\right)\right)^{2}\right]$ is continuous at $(0, \ldots, 0)$.
Proof. Writing $u^{(\ell)}:=\left(u_{1}, \ldots, u_{\ell}\right)$, we will prove that

$$
\begin{equation*}
\lim _{u^{(\ell)} \rightarrow(0, \ldots, 0)} \mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0} ; u^{(\ell)}\right)^{2}\right]=\mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0} ;(0, \ldots, 0)\right)^{2}\right] \tag{II.E.7}
\end{equation*}
$$

By virtue of Lemma II.C. 6 the random field $\left(\mathbf{T}_{n}^{(\ell)}(x), \mathbf{T}_{n}^{(\ell)}(y)\right)$ is non-degenerate in $Q_{0}$ so that we may use Kac-Rice formulae in the cube $Q_{0}$. For $\ell=1,2$, we write,

$$
\mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0} ; u^{(\ell)}\right)^{2}\right]=\int_{Q_{0} \times Q_{0}} K^{(\ell)}\left(x, y ; u^{(\ell)}\right) d x d y,
$$

where $K^{(\ell)}$ is as in (II.C.3), whereas for $\ell=3$, we write

$$
\mathbb{E}\left[L_{n}^{(3)}\left(Q_{0} ; u^{(3)}\right)^{2}\right]=\mathbb{E}\left[L_{n}^{(3)}\left(Q_{0} ; u^{(3)}\right)\left(L_{n}^{(3)}\left(Q_{0} ; u^{(3)}\right)-1\right)\right]+\mathbb{E}\left[L_{n}^{(3)}\left(Q_{0} ; u^{(3)}\right)\right]
$$

and apply Theorem I.1.12 to the respective summands, so that

$$
\begin{aligned}
& \mathbb{E}\left[L_{n}^{(3)}\left(Q_{0} ; u^{(3)}\right)^{2}\right] \\
= & \int_{Q_{0} \times Q_{0}} K^{(3)}\left(x, y ; u^{(3)}\right) d x d y+\int_{Q_{0}} \mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(3)}}(x)\right) \mid \mathbf{T}_{n}^{(3)}(x)=u^{(3)}\right] \cdot p_{\mathbf{T}_{n}^{(3)}(x)}\left(u^{(3)}\right) d x \\
= & \int_{Q_{0} \times Q_{0}} K^{(3)}\left(x, y ; u^{(3)}\right) d x d y+\int_{Q_{0}} \mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(3)}}(x)\right)\right] \cdot p_{\mathbf{T}_{n}^{(3)}(x)}\left(u^{(3)}\right) d x,
\end{aligned}
$$

where the last line follows from the independence of $\mathbf{T}_{n}^{(3)}(x)$ and $\mathrm{jac}_{\mathbf{T}_{n}^{(3)}}(x)$. Thus, the L.H.S of (II.E.7) reduces to

$$
\begin{array}{r}
\lim _{u^{(\ell)} \rightarrow(0, \ldots, 0)} \mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0} ; u^{(\ell)}\right)^{2}\right]=\lim _{u^{(\ell)} \rightarrow(0, \ldots, 0)}\left(\int_{Q_{0} \times Q_{0}} K^{(\ell)}\left(x, y ; u^{(\ell)}\right) d x d y\right. \\
\left.+\mathbb{1}_{\ell=3} \times \int_{Q_{0}} \mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(\operatorname{jac}_{\mathbf{T}_{n}^{(3)}}(x)\right)\right] \cdot p_{\mathbf{T}_{n}^{(3)}(x)}\left(u^{(3)}\right) d x\right) . \tag{II.E.8}
\end{array}
$$

Let us deal with the additional term appearing in the case $\ell=3$ : The Hadamard inequality (see e.g. [RWH17]) and independence yield

$$
\mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(\operatorname{jac}_{\mathbf{T}_{n}^{(3)}}(x)\right)\right] \leq \prod_{i=1}^{3} \mathbb{E}\left[\left\|\nabla T_{n}^{(i)}(x)\right\|\right] \leq \mathbb{E}\left[\left\|\nabla T_{n}^{(1)}(x)\right\|^{2}\right]^{3 / 2}=E_{n}^{3 / 2} .
$$

Moreover, the Gaussian probability density $u^{(3)} \mapsto p_{\mathbf{T}_{n}^{(3)}(x)}\left(u^{(3)}\right)$ satisfies

$$
p_{\mathbf{T}_{n}^{(3)}(x)}\left(u^{(3)}\right)=\prod_{i=1}^{3} p_{T_{n}^{(i)}(x)}\left(u_{i}\right) \leq\left(p_{T_{n}^{(1)}(x)}(0)\right)^{3}=(2 \pi)^{-3 / 2} .
$$

Therefore, applying dominated convergence yields,

$$
\begin{gathered}
\lim _{u^{(\ell) \rightarrow(0, \ldots, 0)}} \int_{Q_{0}} \mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(3)}}(x)\right)\right] \cdot p_{\mathbf{T}_{n}^{(3)}(x)}\left(u^{(3)}\right) d x \\
=\int_{Q_{0}} \mathbb{E}\left[\Phi_{\ell, 3}^{*}\left(\mathrm{jac}_{\mathbf{T}_{n}^{(3)}}(x)\right)\right] p_{\mathbf{T}_{n}^{(3)}(x)}(0,0,0) d x=\mathbb{E}\left[L_{n}^{(3)}\left(Q_{0} ;(0,0,0)\right)\right] .
\end{gathered}
$$

We now deal with the first summand in the R.H.S of (II.E.8). By stationarity,

$$
\int_{Q_{0} \times Q_{0}} K^{(\ell)}\left(x, y ; u^{(\ell)}\right) d x d y=\int_{Q_{0}-Q_{0}} \operatorname{Leb}\left(Q_{0} \cap Q_{0}-z\right) K^{(\ell)}\left(z, 0 ; u^{(\ell)}\right) d z
$$

Now, for every $u^{(\ell)}$ in a neighbourhood of $(0, \ldots, 0)$, say $\left\|u^{(\ell)}\right\|<\delta$, for some $\delta>0$, in view of (II.C.4), we have $K^{(\ell)}\left(z, 0 ; u^{(\ell)}\right) \leq q^{(\ell)}\left(z, 0 ;\left\|u^{(\ell)}\right\|\right)<q^{(\ell)}(z, 0 ; \delta)$ for every $z$. Therefore, again by dominated convergence, we infer

$$
\begin{gathered}
\lim _{u^{(\ell)} \rightarrow(0, \ldots, 0)} \int_{Q_{0} \times Q_{0}} K^{(\ell)}\left(x, y ; u^{(\ell)}\right) d x d y=\int_{Q_{0} \times Q_{0} u^{(\ell)} \rightarrow(0, \ldots, 0)} \lim ^{(\ell)}\left(x, y ; u^{(\ell)}\right) d x d y \\
=\mathbb{E}\left[L_{n}^{(\ell)}\left(\mathbb{T}^{3} ;(0, \ldots, 0)\right)^{2}\right]
\end{gathered}
$$

where, in the last line we used the continuity result proved in Lemma II.C.3.
Now, for a domain $B \subset \mathbb{T}^{3}$, we set $L_{n}^{(\ell)}(B):=L_{n}^{(\ell)}(B ;(0, \ldots, 0))$ and for $\varepsilon>0$, we write $L_{n, \varepsilon}^{(\ell)}(B):=$ $L_{n, \varepsilon}^{(\ell)}(B ;(0, \ldots, 0))$ for the $\varepsilon$-approximation of $L_{n}^{(\ell)}(B)$ (recall Definition (II.3.3)). We define the random variable

$$
\begin{equation*}
A_{n}^{(\ell)}\left(B ; \varepsilon, \varepsilon^{\prime}\right):=L_{n, \varepsilon}^{(\ell)}(B)-L_{n, \varepsilon^{\prime}}^{(\ell)}(B), \quad n \in S_{3}, \varepsilon>0, \varepsilon^{\prime}>0 \tag{II.E.9}
\end{equation*}
$$

Proving that $L_{n, \varepsilon}^{(\ell)}$ converges to $L_{n}^{(\ell)}$ in $L^{2}(\mathbb{P})$ as $\varepsilon \rightarrow 0$ is equivalent to showing that for every $n \in S_{3}$, the random variable $A_{n}^{(\ell)}\left(\mathbb{T}^{3} ; \varepsilon, \varepsilon^{\prime}\right)$ converges to zero in $L^{2}(\mathbb{P})$ as $\varepsilon, \varepsilon^{\prime} \rightarrow 0$. We first show that the latter convergence holds in the small cube $Q_{0}$ around the origin.

Lemma II.E.5. For every $n \in S_{3}$, one has that $A_{n}^{(\ell)}\left(Q_{0} ; \varepsilon, \varepsilon^{\prime}\right) \rightarrow 0$ in $L^{2}(\mathbb{P})$ as $\varepsilon, \varepsilon^{\prime} \rightarrow 0$.
Proof. We will show that, for every $n \in S_{3}$, the sequence $\left\{L_{n, \varepsilon}^{(\ell)}\left(Q_{0}\right): \varepsilon>0\right\}$ converges in $L^{2}(\mathbb{P})$ to $L_{n}^{(\ell)}\left(Q_{0}\right)$ as $\varepsilon \rightarrow 0$. This implies that $\left\{L_{n, \varepsilon}^{(\ell)}\left(Q_{0}\right): \varepsilon>0\right\}$ is a Cauchy sequence in $L^{2}(\mathbb{P})$, and therefore $A_{n}^{(\ell)}\left(Q_{0} ; \varepsilon, \varepsilon^{\prime}\right) \rightarrow 0$ in $L^{2}(\mathbb{P})$ as $\varepsilon, \varepsilon^{\prime} \rightarrow 0$. Since almost sure convergence together with convergence of norms implies convergence in $L^{2}(\mathbb{P})$ (see e.g. [Rud87, p.73]), it suffices to show that $\mathbb{E}\left[L_{n, \varepsilon}^{(\ell)}\left(Q_{0}\right)^{2}\right] \rightarrow \mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0}\right)^{2}\right]$ as $\varepsilon \rightarrow 0$. We start by proving that $L_{n, \varepsilon}^{(\ell)}\left(Q_{0}\right) \in L^{2}(\mathbb{P})$ for every $\varepsilon>0$ : Using the definition of $L_{n, \varepsilon}^{(\ell)}\left(Q_{0}\right)$ and the Hadamard inequality, we have

$$
\begin{aligned}
L_{n, \varepsilon}^{(\ell)}\left(Q_{0}\right) & \leq(2 \varepsilon)^{-\ell} \int_{Q_{0}} \Phi_{\ell, 3}^{*}\left(\mathrm{Jac}_{\mathbf{T}_{n}^{(2)}}(x)\right) d x \leq(2 \varepsilon)^{-\ell} \int_{Q_{0}} \prod_{i=1}^{\ell}\left\|\nabla T_{n}^{(i)}(x)\right\| d x \\
& \leq(2 \varepsilon)^{-\ell} \int_{\mathbb{T}^{3}} \prod_{i=1}^{\ell}\left\|\nabla T_{n}^{(i)}(x)\right\| d x
\end{aligned}
$$

and hence, using Jensen's inequality,

$$
\begin{gathered}
\mathbb{E}\left[L_{n, \varepsilon}^{(\ell)}\left(Q_{0}\right)^{2}\right] \leq(2 \varepsilon)^{-2 \ell} \mathbb{E}\left[\left(\int_{\mathbb{T}^{3}} \prod_{i=1}^{\ell}\left\|\nabla T_{n}^{(i)}(x)\right\| d x\right)^{2}\right] \\
\leq(2 \varepsilon)^{-2 \ell} \mathbb{E}\left[\int_{\mathbb{T}^{3}} \prod_{i=1}^{\ell}\left\|\nabla T_{n}^{(i)}(x)\right\|^{2} d x\right]=(2 \varepsilon)^{-2 \ell} \int_{\mathbb{T}^{3}} \mathbb{E}\left[\left\|\nabla T_{n}^{(1)}(x)\right\|^{2}\right]^{\ell} d x=(2 \varepsilon)^{-2 \ell} E_{n}^{\ell}<+\infty .
\end{gathered}
$$

In order to prove that $L_{n}^{(\ell)}\left(Q_{0}\right)$ is in $L^{2}(\mathbb{P})$, we use Kac-Rice formulae for second moments and proceed as in the proof of Lemma II.E.4: For $\ell=3$, we write

$$
\mathbb{E}\left[L_{n}^{(3)}\left(Q_{0}\right)^{2}\right]=\mathbb{E}\left[L_{n}^{(3)}\left(Q_{0}\right)\left(L_{n}^{(3)}\left(Q_{0}\right)-1\right)\right]+\mathbb{E}\left[L_{n}^{(3)}\left(Q_{0}\right)\right]
$$

and apply Kac-Rice formula for moments and use stationarity, to write

$$
\begin{align*}
\mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0}\right)^{2}\right]= & \int_{Q_{0} \times Q_{0}} K^{(\ell)}(x, y ;(0, \ldots, 0)) d x d y+\mathbb{E}\left[L_{n}^{(3)}\left(Q_{0}\right)\right] \mathbb{1}_{\ell=3} \\
& \leq \operatorname{Leb}\left(Q_{0}\right) \int_{2 Q_{0}} K^{(\ell)}(z, 0 ;(0, \ldots, 0)) d z+\frac{E_{n}^{3 / 2}}{M^{3}} \mathbb{1}_{\ell=3}, \tag{II.E.10}
\end{align*}
$$

where the last line follows from the fact that $\mathbb{E}\left[L_{n}^{(3)}\left(Q_{0}\right)\right]=\operatorname{Leb}\left(Q_{0}\right) \mathbb{E}\left[L_{n}^{(3)}\right] \ll M^{-3} E_{n}^{3 / 2}$. From (II.C.4) and the Taylor expansion in Lemma II.C.5, we can upper bound (II.E.10) by

$$
\begin{align*}
& \leq \frac{1}{M^{3}} \int_{2 Q_{0}} q^{(\ell)}(z, 0 ; 0) d z+\frac{E_{n}^{3 / 2}}{M^{3}} \mathbb{1}_{\ell=3} \\
& \ll \frac{1}{M^{3}} \int_{0}^{1 / M}\left[(3)_{\ell}\left(1-\frac{\ell}{3}\right) e_{n}^{\ell / 2} r^{2-\ell}+(3)_{\ell}\left(1+\left\|u^{(\ell)}\right\|^{2}\right) E_{n}^{\ell / 2+1} r^{4-\ell}\right] d r+\frac{E_{n}^{3 / 2}}{M^{3}} \mathbb{1}_{\ell=3} \\
& \ll E_{n}^{-2} \mathbb{1}_{\ell=1}+E_{n}^{-1} \mathbb{1}_{\ell=2}+\mathbb{1}_{\ell=3} . \tag{II.E.11}
\end{align*}
$$

This proves that $L_{n}^{(\ell)}\left(Q_{0}\right)$ is an element of $L^{2}(\mathbb{P})$. In order to show that the convergence holds in $L^{2}(\mathbb{P})$, we will prove the inequalities

$$
\mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0}\right)^{2}\right] \leq \lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[L_{n, \varepsilon}^{(\ell)}\left(Q_{0}\right)^{2}\right] \leq \mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0}\right)^{2}\right]
$$

For the first inequality, we use the almost sure convergence proved above and Fatou's Lemma to write

$$
\mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0}\right)^{2}\right]=\mathbb{E}\left[\liminf _{\varepsilon \rightarrow 0} L_{n, \varepsilon}^{(\ell)}\left(Q_{0}\right)^{2}\right] \leq \liminf _{\varepsilon \rightarrow 0} \mathbb{E}\left[L_{n, \varepsilon}^{(\ell)}\left(Q_{0}\right)^{2}\right]=\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[L_{n, \varepsilon}^{(\ell)}\left(Q_{0}\right)^{2}\right] .
$$

The second inequality is proved as follows: Applying the Co-Area formula (see Proposition I.1.11) and then the Cauchy-Schwarz inequality

$$
\begin{aligned}
\mathbb{E}\left[L_{n, \varepsilon}^{(\ell)}\left(Q_{0}\right)^{2}\right]= & (2 \varepsilon)^{-2 \ell} \int_{[-\varepsilon, \varepsilon]^{\ell} \times[-\varepsilon, \varepsilon]^{\ell}} \mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0} ; u^{(\ell)}\right) \cdot L_{n}^{(\ell)}\left(Q_{0} ; v^{(\ell)}\right)\right] d u^{(\ell)} d v^{(\ell)} \\
& \leq\left((2 \varepsilon)^{-\ell} \int_{[-\varepsilon, \varepsilon]^{\ell}} \mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0} ; u^{(\ell)}\right)^{2}\right]^{1 / 2} d u^{(\ell)}\right)^{2},
\end{aligned}
$$

where $u^{(\ell)}=\left(u_{1}, \ldots, u_{\ell}\right)$ and $v^{(\ell)}=\left(v_{1}, \ldots, v_{\ell}\right)$. By Lemma II.E.4, the map $u^{(\ell)} \mapsto \mathbb{E}\left[L_{n}^{(\ell)}\left(\mathbb{T}^{3} ; u^{(\ell)}\right)^{2}\right]$ is continuous at $(0, \ldots, 0)$, so that letting $\varepsilon \rightarrow 0$ yields the desired inequality.

Taking advantage of the partition of the torus introduced in Section II.E.1.1, we decompose

$$
\begin{gathered}
\mathbb{E}\left[A_{n}^{(\ell)}\left(\mathbb{T}^{3} ; \varepsilon, \varepsilon^{\prime}\right)^{2}\right]=\sum_{\left(Q, Q^{\prime}\right) \in \mathcal{P}(M)^{2}} \mathbb{E}\left[A_{n}^{(\ell)}\left(Q ; \varepsilon, \varepsilon^{\prime}\right) A_{n}^{(\ell)}\left(Q^{\prime} ; \varepsilon, \varepsilon^{\prime}\right)\right] \\
=\left\{\sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}}+\sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}}\right\} \mathbb{E}\left[A_{n}^{(\ell)}\left(Q ; \varepsilon, \varepsilon^{\prime}\right) A_{n}^{(\ell)}\left(Q^{\prime} ; \varepsilon, \varepsilon^{\prime}\right)\right]=: S_{n, 1}^{(\ell)}\left(\varepsilon, \varepsilon^{\prime}\right)+S_{n, 2}^{(\ell)}\left(\varepsilon, \varepsilon^{\prime}\right)
\end{gathered}
$$

and control each term separately. This is the content of the next two lemmas.
Lemma II.E.6. For every $n \in S_{3}$, one has that $\left|S_{n, 1}^{(\ell)}\left(\varepsilon, \varepsilon^{\prime}\right)\right| \rightarrow 0$ as $\varepsilon, \varepsilon^{\prime} \rightarrow 0$.

Proof. Using the triangular inequality and then the Cauchy-Schwarz inequality, we can write

$$
\begin{equation*}
\left|S_{n, 1}^{(\ell)}\left(\varepsilon, \varepsilon^{\prime}\right)\right| \leq \sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}} \sqrt{\mathbb{E}\left[A_{n}^{(\ell)}\left(Q ; \varepsilon, \varepsilon^{\prime}\right)^{2}\right] \mathbb{E}\left[A_{n}^{(\ell)}\left(Q^{\prime} ; \varepsilon, \varepsilon^{\prime}\right)^{2}\right]}=\operatorname{card}(\mathcal{S}) \cdot \mathbb{E}\left[A_{n}^{(\ell)}\left(Q_{0} ; \varepsilon, \varepsilon^{\prime}\right)^{2}\right], \tag{II.E.12}
\end{equation*}
$$

where we used translation-invariance of $\mathbf{T}_{n}^{(\ell)}$ in order to reduce the arguments over the cube $Q_{0}$. Now, thanks to (II.E.2) and the fact that we are summing over pairs of cubes yields card $(\mathcal{S})=M^{6} \cdot \operatorname{Leb}\left(\mathcal{B}_{Q}\right)=$ $O\left(E_{n}^{3} \mathcal{R}_{n}(6)\right)$. By Lemma II.E.5, $\mathbb{E}\left[A_{n}^{(\ell)}\left(Q_{0} ; \varepsilon, \varepsilon^{\prime}\right)^{2}\right]$ converges to 0 as $\varepsilon, \varepsilon^{\prime} \rightarrow 0$, which yields the desired conclusion.
Lemma II.E.7. For every $n \in S_{3}$, one has that $\left|S_{n, 2}^{(\ell)}\left(\varepsilon, \varepsilon^{\prime}\right)\right| \rightarrow 0$ as $\varepsilon, \varepsilon^{\prime} \rightarrow 0$.
Proof. Adopting the same notation as in Section II.E.3, we write $\mathbf{p}$ for multi-indices of the form $\left\{p_{j}^{(i)}:(i, j) \in[\ell] \times\{0,1,2,3\}\right\}$ and set $S(\mathbf{p})=\sum_{i=1}^{\ell} \sum_{j=0}^{3} p_{j}^{(i)}$. The Wiener-chaos decomposition of $A_{n}^{(\ell)}\left(Q ; \varepsilon, \varepsilon^{\prime}\right)$ in (II.E.9) is obtained from that of $L_{n}^{(\ell)}$ in (II.3.5) by replacing $\mathbb{T}^{3}$ with $Q$ and the coefficients $\beta_{p_{0}^{(1)}} \cdots \beta_{p_{0}^{(\ell)}}$ with

$$
\delta_{p_{0}^{(1)}, \ldots, p_{0}^{(\ell)}}\left(\varepsilon, \varepsilon^{\prime}\right):=\prod_{i=1}^{\ell} \beta_{p_{0}^{(i)}}(\varepsilon)-\prod_{i=1}^{\ell} \beta_{p_{0}^{(i)}}\left(\varepsilon^{\prime}\right),
$$

where the coefficients $\beta_{j}(\varepsilon)$ are as in (II.A.2). Moreover, using the notation in (II.E.4) and writing

$$
\begin{equation*}
\gamma_{3}^{(\ell)}\left\{p_{j}^{(i)}\right\}=\gamma_{3}^{(\ell)}\left\{p_{j}^{(i)}:(i, j) \in[\ell] \times[3]\right\}:=\alpha_{3}^{(\ell)}\left\{p_{j}^{(i)}:(i, j) \in[\ell] \times[3]\right\} \cdot \prod_{i=1}^{\ell} \prod_{j=1}^{3} p_{j}^{(i)}! \tag{II.E.13}
\end{equation*}
$$

for the Fourier-Hermite coefficients of the function $\Phi_{\ell, 3}^{*}$, we infer that

$$
\begin{aligned}
\left|S_{n, 2}^{(\ell)}\left(\varepsilon, \varepsilon^{\prime}\right)\right| \leq & \left(\frac{E_{n}}{3}\right)^{\ell} \sum_{q \geq 0} \sum_{\mathbf{p}, \mathbf{q}}\left|\frac{\delta_{p_{0}^{(1)}, \ldots, p_{0}^{(\ell)}}\left(\varepsilon, \varepsilon^{\prime}\right)}{p_{0}^{(1)}!\ldots p_{0}^{(\ell)}!} \frac{\gamma_{3}^{(\ell)}\left\{p_{j}^{(i)}\right\}}{\prod_{i=1}^{\ell} \prod_{j=1}^{3} p_{j}^{(i)}!} \frac{\delta_{\left.q_{0}^{(1)}\right) \ldots, q_{0}^{(\ell)}}\left(\varepsilon, \varepsilon^{\prime}\right)}{q_{0}^{(1)}!\ldots q_{0}^{(\ell)}!} \frac{\gamma_{3}^{(\ell)}\left\{q_{j}^{(i)}\right\}}{\prod_{i=1}^{\ell} \prod_{j=1}^{3} q_{j}^{(i)}!}\right| \\
& \times \mathbb{1}_{S(\mathbf{p})=2 q} \mathbb{1}_{S(\mathbf{q})=2 q|W(\mathbf{p}, \mathbf{q})|}=\left(\frac{E_{n}}{3}\right)^{\ell} \times B_{n}^{(\ell)}\left(\varepsilon, \varepsilon^{\prime}\right),
\end{aligned}
$$

where

$$
\begin{equation*}
W(\mathbf{p}, \mathbf{q})=\sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}} \int_{Q} \int_{Q^{\prime}} \mathbb{E}\left[\prod_{i=1}^{\ell} \prod_{j=0}^{3} H_{p_{j}^{(i)}}\left(X_{j}^{(i)}(x)\right) H_{q_{j}^{(i)}}\left(X_{j}^{(i)}(y)\right)\right] d x d y . \tag{II.E.14}
\end{equation*}
$$

Applying Proposition II.E.3, using that $\mathbb{1} \bullet \leq 1$ and the fact that $S\left(p^{(1)}\right)!\cdots S\left(p^{(\ell)}\right)!\leq\left(S\left(p^{(1)}\right)+\ldots+\right.$ $\left.S\left(p^{(\ell)}\right)\right)!=S(\mathbf{p})!=(2 q)!$, we see that $W(\mathbf{p}, \mathbf{q})$ is a sum of at most $(2 q)!$ terms of the type

$$
\begin{equation*}
w=\sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}} \int_{Q} \int_{Q^{\prime}} \prod_{j=1}^{2 q} \tilde{r}_{a_{j}, b_{j}}(x-y) d x d y \tag{II.E.15}
\end{equation*}
$$

for some $a_{1}, b_{1}, \ldots, a_{2 q}, b_{2 q} \in\{0,1,2,3\}$. Now, using the fact that for every $(x, y) \in Q \times Q^{\prime} \subset \mathcal{S}^{c}$ and every $a, b \in\{0,1,2,3\}$, we have $\left|\tilde{r}_{a, b}(x, y)\right| \leq \eta$, we infer that $|W(\mathbf{p}, \mathbf{q})| \leq(2 q)!\times \eta^{2 q}$. Using

$$
\sum_{q \geq 0} \sum_{\mathbf{p}, \mathbf{q}}(2 q)!\cdot \mathbb{1}[S(\mathbf{p})=2 q] \mathbb{1}[S(\mathbf{q})=2 q] \leq \sum_{\mathbf{p}, \mathbf{q}} \sqrt{S(\mathbf{p})!} \sqrt{S(\mathbf{q})!},
$$

we obtain

$$
\begin{align*}
\left|B_{n}^{(\ell)}\left(\varepsilon, \varepsilon^{\prime}\right)\right| \leq & \sum_{\mathbf{p}, \mathbf{q}}\left|\frac{\delta_{p_{0}^{(1)}, \ldots, p_{0}^{(\ell)}\left(\varepsilon, \varepsilon^{\prime}\right)}}{p_{0}^{(1)}!\ldots p_{0}^{(\ell)}!} \frac{\gamma_{3}^{(\ell)}\left\{p_{j}^{(i)}\right\}}{\prod_{i=1}^{\ell} \prod_{j=1}^{3} p_{j}^{(i)!}}\right| \cdot \sqrt{S(\mathbf{p})!} \sqrt{\eta} \frac{S(\mathbf{p})+S(\mathbf{q})}{2} \\
& \cdot \left\lvert\, \frac{\left.\delta_{q_{0}^{(1)}, \ldots, q_{0}^{(\ell)}\left(\varepsilon, \varepsilon^{\prime}\right)}^{q_{0}^{(1)}!\ldots q_{0}^{(\ell)}!} \frac{\gamma_{3}^{(\ell)}\left\{q_{j}^{(i)}\right\}}{\prod_{i=1}^{\ell} \prod_{j=1}^{3} q_{j}^{(i)}!} \right\rvert\, \cdot \sqrt{S(\mathbf{q})!} \sqrt{\eta} \frac{S(\mathbf{p})+S(\mathbf{q})}{2}}{\leq}\right. \\
\leq & \sum_{\mathbf{p}, \mathbf{q}} \frac{\left[\delta_{p_{0}^{(1)}, \ldots p_{0}^{(\ell)}\left(\varepsilon, \varepsilon^{\prime}\right)}\right]^{2}}{p_{0}^{(1)}!\ldots p_{0}^{(\ell)}!} \frac{\gamma_{3}^{(\ell)}\left\{p_{j}^{(i)}\right\}^{2}}{\prod_{i=1}^{\ell} \prod_{j=1}^{3} p_{j}^{(i)}!} \cdot \frac{S(\mathbf{p})!}{\prod_{i=1}^{\ell} \prod_{j=0}^{3} p_{j}^{(i)}!} \sqrt{\eta}^{S(\mathbf{p})+S(\mathbf{q})}, \tag{II.E.16}
\end{align*}
$$

where the last inequality follows from an application of the Cauchy-Schwarz inequality to the symmetric measure $(\mathbf{p}, \mathbf{q}) \mapsto \sqrt{\eta}^{S(\mathbf{p})+S(\mathbf{q})}$. We now argue that $\left|B_{n}^{(\ell)}\left(\varepsilon, \varepsilon^{\prime}\right)\right| \rightarrow 0$ as $\varepsilon, \varepsilon^{\prime} \rightarrow 0$. First, the estimate (see e.g. [AS92, formula 22.14.16]),

$$
\left|\beta_{j}(\varepsilon)\right| \leq \gamma\left(\frac{\varepsilon}{\sqrt{2}}\right) \frac{j!}{2^{j / 2}(j / 2)!}<\left|\beta_{j}\right|, \quad \varepsilon>0, j \geq 1
$$

implies that

$$
\left|\delta_{p_{0}^{(1)}, \ldots, p_{0}^{(\ell)}}\left(\varepsilon, \varepsilon^{\prime}\right)\right|<2 \cdot\left|\beta_{p_{0}^{(1)}} \ldots \beta_{p_{0}^{(\ell)}}\right|
$$

so that we can apply dominated convergence and use the fact that $\delta_{p_{0}^{(1)}, \ldots, p_{0}^{(\ell)}}\left(\varepsilon, \varepsilon^{\prime}\right) \rightarrow 0$ as $\varepsilon, \varepsilon^{\prime} \rightarrow 0$ in view of (II.A.3). We will now prove that the remaining series over $\mathbf{p}, \mathbf{q}$ is finite. We note that (i) for every $\mathbf{p}$, the quantity

$$
\frac{\beta_{p_{0}^{(1)}}^{2} \cdots \beta_{p_{0}^{(\ell)}}^{2}}{p_{0}^{(1)}!\ldots p_{0}^{(\ell)}!} \frac{\gamma_{3}^{(\ell)}\left\{p_{j}^{(i)}\right\}^{2}}{\prod_{i=1}^{\ell} \prod_{j=1}^{3} p_{j}^{(i)}!}
$$

is bounded, and (ii) using the multinomial theorem

$$
\frac{S(\mathbf{p})!}{\prod_{i=1}^{\ell} \prod_{j=0}^{3} p_{j}^{(i)}!} \leq \sum_{\substack{\mathbf{m}=\left(m_{j}^{(i)}\right): \\ S(\mathbf{m})=S(\mathbf{p})}} \frac{S(\mathbf{p})!}{\prod_{i=1}^{\ell} \prod_{j=0}^{3} m_{j}^{(i)}!} \cdot \prod_{i=1}^{\ell} \prod_{j=0}^{3} 1^{m_{j}^{(i)}}=(4 \ell)^{S(\mathbf{p})}
$$

Plugging (i) and (ii) into (II.E.16) and using the fact that $4 \ell \sqrt{\eta}<1$, gives

$$
\left|B_{n}^{(\ell)}\left(\varepsilon, \varepsilon^{\prime}\right)\right| \ll \sum_{\mathbf{p}, \mathbf{q}}(4 \ell)^{S(\mathbf{p})} \sqrt{\eta}^{S(\mathbf{p})+S(\mathbf{q})}<+\infty
$$

This finishes the proof.

## II.E. 3 Proofs of Lemma II.3.6 and Lemma II.3.7

Proof of Lemma II.3.6. Arguing as in (II.E.12), we have

$$
\begin{equation*}
\left|S_{n, 1}^{(\ell)}\right| \leq \operatorname{card}(\mathcal{S}) \cdot \operatorname{Var}\left[\operatorname{proj}_{6+}\left(L_{n}^{(\ell)}\left(Q_{0}\right)\right)\right] \ll E_{n}^{3} \mathcal{R}_{n}(6) \cdot \operatorname{Var}\left[\operatorname{proj}_{6+}\left(L_{n}^{(\ell)}\left(Q_{0}\right)\right)\right], \tag{II.E.17}
\end{equation*}
$$

where $Q_{0}$ is the cube around the origin. Now we notice that

$$
\operatorname{Var}\left[\operatorname{proj}_{6_{+}}\left(L_{n}^{(\ell)}\left(Q_{0}\right)\right)\right] \leq \operatorname{Var}\left[L_{n}^{(\ell)}\left(Q_{0}\right)\right] \leq \mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0}\right)^{2}\right]
$$

Using Kac-Rice formulae and reasoning as in (II.E.10) and (II.E.11), we obtain that

$$
\mathbb{E}\left[L_{n}^{(\ell)}\left(Q_{0}\right)^{2}\right] \leq E_{n}^{-2} \mathbb{1}_{\ell=1}+E_{n}^{-1} \mathbb{1}_{\ell=2}+\mathbb{1}_{\ell=3}
$$

Combining this with the estimate in (II.E.17), yields the desired conclusion.
Proof of Lemma II.3.7. Using the fact that $\operatorname{proj}_{6+}\left(L_{n}^{(\ell)}(Q)\right)$ is centred and the triangular inequality, we first write

$$
\left|S_{n, 2}^{(\ell)}\right| \leq \sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}} \mathbb{E}\left[\operatorname{proj}_{6+}\left(L_{n}^{(\ell)}(Q)\right) \cdot \operatorname{proj}_{6+}\left(L_{n}^{(\ell)}\left(Q^{\prime}\right)\right)\right]
$$

For a family of non-negative integers $\mathbf{p}:=\left\{p_{j}^{(i)}:(i, j) \in[\ell] \times\{0,1,2,3\}\right\}$, we write $S(\mathbf{p}):=$ $\sum_{i=1}^{\ell} \sum_{j=0}^{3} p_{j}^{(i)}$. Adopting the notation introduced in (II.E.4), it follows from the chaotic expansion in Proposition II.3.2 that,

$$
\begin{align*}
& \left.\left|S_{n, 2}^{(\ell)}\right| \leq\left(\frac{E_{n}}{3}\right)^{\ell} \sum_{q \geq 3} \sum_{\mathbf{p}, \mathbf{q}}\left|\frac{\left.\beta_{p_{0}^{(1)} \ldots \beta_{p_{0}^{(\ell)}}}^{p_{0}^{(1)}!\ldots p_{0}^{(\ell)}!} \frac{\gamma_{3}^{(\ell)}\left\{p_{j}^{(i)}\right\}}{\prod_{i=1}^{\ell} \prod_{j=1}^{3} p_{j}^{(i)}!} \frac{\beta_{q_{0}^{(1)}} \ldots \beta_{q_{0}^{(\ell)}}}{q_{0}^{(1)}!\ldots q_{0}^{(\ell)}!} \frac{\gamma_{3}^{(\ell)}\left\{q_{j}^{(i)}\right\}}{\prod_{i=1}^{\ell} \prod_{j=1}^{3} q_{j}^{(i)!}} \right\rvert\,}{} \quad \times \mathbb{1}_{S(\mathbf{p})=2 q} \mathbb{1}_{S(\mathbf{q})=2 q}\right| W(\mathbf{p}, \mathbf{q}) \right\rvert\,,
\end{align*}
$$

where $\gamma_{3}^{(\ell)}\{\cdot\}$ is as in (II.E.13) and $W(\mathbf{p}, \mathbf{q})$ as in (II.E.14). Arguing as in the proof of Lemma II.E.7, we see that $W(\mathbf{p}, \mathbf{q})$ is a sum of at most ( $2 q$ )! terms of the type

$$
w=\sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}} \int_{Q} \int_{Q^{\prime}} \prod_{j=1}^{2 q} \tilde{r}_{a_{j}, b_{j}}(x-y) d x d y
$$

for some $a_{1}, b_{1}, \ldots, a_{2 q}, b_{2 q} \in\{0,1,2,3\}$. Now, using the fact that for every $(x, y) \in Q \times Q^{\prime} \subset \mathcal{S}^{c}$ and every $a, b \in\{0,1,2,3\}$, we have $\left|\tilde{r}_{a, b}(x, y)\right| \leq \eta$, we deduce that

$$
|w| \leq \eta^{2 q-6} \sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}} \int_{Q} \int_{Q^{\prime}} \prod_{j=1}^{6}\left|\tilde{r}_{a_{j}, b_{j}}(x-y)\right| d x d y \leq \eta^{2 q-6} \int_{\mathbb{T}^{3}} \prod_{j=1}^{6}\left|\tilde{r}_{a_{j}, b_{j}}(z)\right| d z .
$$

Then, by the Cauchy-Schwarz inequality, we have that $\left|\tilde{r}_{a_{j}, b_{j}}(z)\right| \leq 1$ for every $z \in \mathbb{T}^{3}$. Since $\tilde{r}_{a_{j}, b_{j}} \in$ $L^{6}(d z)$ for every $j \in[6]$, an application of the generalized Hölder inequality yields

$$
\begin{align*}
&|w| \leq \eta^{2 q-6} \prod_{j=1}^{6}\left(\int_{\mathbb{T}^{3}} \tilde{a}_{a_{j}, b_{j}}(z)^{6} d z\right)^{1 / 6} \\
& \ll \eta^{2 q-6} \cdot \mathcal{R}_{n}(6)=\frac{\mathcal{R}_{n}(6)}{\eta^{6}} \cdot \sqrt{\eta} \frac{S(\mathrm{p})+S(q)}{2}  \tag{II.E.19}\\
& \eta^{\frac{S(\mathbf{p})+S(q)}{2}},
\end{align*}
$$

where we used Lemma II.E. 2 and the fact that $S(\mathbf{p})=S(\mathbf{q})=2 q$. Then, arguing exactly as in (II.E.16), we write

$$
|W(\mathbf{p}, \mathbf{q})| \leq(2 q)!\cdot \frac{\mathcal{R}_{n}(6)}{\eta^{6}} \cdot \sqrt{\eta} \frac{S(\mathbf{p})+S(q)}{2} \sqrt{\eta} \frac{S(\mathbf{p})+S(\mathbf{q})}{2}=\frac{\mathcal{R}_{n}(6)}{\eta^{6}} \cdot \sqrt{S(\mathbf{p})!} \sqrt{S(\mathbf{q})!} \sqrt{\eta} \frac{S(\mathbf{p})+S(q)}{2} \sqrt{\eta^{\frac{S(\mathbf{p})+S(q)}{2}}},
$$

and obtain that

$$
\left|S_{n, 2}^{(\ell)}\right| \ll\left(\frac{E_{n}}{3}\right)^{\ell} \frac{\mathcal{R}_{n}(6)}{\eta^{6}} \sum_{\mathbf{p}, \mathbf{q}} \frac{\beta_{p_{0}^{(1)}}^{2} \ldots \beta_{p_{0}^{(\ell)}}^{2}}{p_{0}^{(1)}!\ldots p_{0}^{(\ell)}!} \frac{\gamma_{3}^{(\ell)}\left\{p_{j}^{(i)}\right\}^{2}}{\prod_{i=1}^{\ell} \prod_{j=1}^{3} p_{j}^{(i)}!} \cdot \frac{S(\mathbf{p})!}{\prod_{i=1}^{\ell} \prod_{j=0}^{3} p_{j}^{(i)!}} \sqrt{\eta}^{S(\mathbf{p})+S(\mathbf{q})} .
$$

Proceeding exactly as in the end of the proof of Lemma II.E.7, shows that the series over $\mathbf{p}, \mathbf{q}$ converges, which finishes the proof.

## Chapter III

## Matrix-Hermite polynomials, random determinants and the geometry of Gaussian fields


#### Abstract

We study generalized Hermite polynomials with rectangular matrix arguments arising in multivariate statistical analysis and the theory of zonal polynomials. We show that these are well-suited for expressing the Wiener-Itô chaos expansion of functionals of the spectral measure associated with Gaussian matrices. In particular, we obtain the Wiener chaos expansion of Gaussian determinants of the form $\operatorname{det}\left(X X^{T}\right)^{1 / 2}$ and prove that, in the setting where the rows of $X$ are i.i.d. centred Gaussian vectors with a given covariance matrix, its projection coefficients admit a geometric interpretation in terms of intrinsic volumes of ellipsoids, thus extending the findings by Kabluchko and Zaporozhets ([ZK12]) to arbitrary chaotic projection coefficients. Our proofs are based on a crucial relation between generalized Hermite polynomials and generalized Laguerre polynomials. In a second part, we introduce the matrix analog of the classical Mehler's formula for the Ornstein-Uhlenbeck semigroup and prove that matrix-variate Hermite polynomials are eigenfunctions of these operators. As a byproduct, we derive an orthogonality relation for Hermite polynomials evaluated at correlated Gaussian matrices. We apply our results to vectors of independent arithmetic random waves on the three-torus, proving in particular a CLT in the high-energy regime for a generalized notion of total variation on the full torus.


Notation. For integers $\ell, n \geq 1$, we write $[n]:=\{1, \ldots, n\}$ and $\mathbb{R}^{\ell \times n}$ to indicate the $\ell n$-dimensional vector space of $\ell \times n$ matrices with entries in $\mathbb{R}$ with $\mathbf{I}_{n}$ denoting the identity matrix of dimension $n$. We write $\mathcal{P}_{n}(\mathbb{R})$ for the space of positive-definite matrices of dimension $n$. For $X \in \mathbb{R}^{\ell \times n}$, we denote by $\operatorname{Vec}(X)$ its vectorisation, that is the vector in $\mathbb{R}^{\ell n}$ obtained from $X$ by juxtaposing its columns and $\operatorname{etr}(X):=e^{\operatorname{tr}(X)}$, where $\operatorname{tr}(X)$ is the trace of $X$. We write $\gamma^{(\ell, n)}$ for the probability density function of $X \in \mathbb{R}^{\ell \times n}$ with i.i.d. real standard Gaussian entries, given by

$$
\gamma^{(\ell, n)}(X)=(2 \pi)^{-n \ell / 2} \operatorname{etr}\left(-2^{-1} X X^{T}\right) .
$$

In this case, we write $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$ and refer to it as the standard normal matrix distribution. Here, $\otimes$ denotes the usual Kronecker product of matrices. When $\ell=n=1$, we write $\gamma^{(1,1)}=: \gamma$ for the standard Gaussian density on $\mathbb{R}$.

As usual, for numerical sequences $\left\{a_{n}\right\},\left\{b_{n}\right\}$, we write $a_{n}=O\left(b_{n}\right)$ or $a_{n} \ll b_{n}$ to indicate that there exists an absolute constant $C>0$ such that $\left|a_{n}\right| \leq C\left|b_{n}\right|$ and $a_{n}=o\left(b_{n}\right)$ to indicate that $a_{n} / b_{n} \rightarrow 0$ as $n \rightarrow \infty$.

## III. 1 Introduction

In applications to stochastic geometry dealing with the asymptotic analysis of local geometric quantities associated with Gaussian random fields on manifolds, one is often confronted with expressions involving quantities of the type $F(X)$, where $X$ is a rectangular Gaussian matrix and $F$ is a certain spectral function, depending on the spectral measure associated with the matrix $X X^{T}$. For instance, as already discussed in Chapter II, if $Z=\{Z(x): x \in \mathcal{M}\}$ is a $\ell$-dimensional stationary Gaussian field on a manifold $\mathcal{M}$ of dimension $n$ (with $1 \leq \ell \leq n$ ), the nodal volume of $Z$ over a region $R \subset \mathcal{M}$ has typically the form (see in particular the Area/Co-Area formula in Proposition I.1.11)

$$
\int_{R} \delta_{0}(Z(x)) F\left(J_{Z}(x)\right) \operatorname{vol}_{\mathcal{M}}(d x)
$$

where $\delta_{0}$ indicates the Dirac mass at zero, $J_{Z}(x)$ stands for the Jacobian matrix of $Z$ computed at $x$ and $F(X)=\sqrt{\operatorname{det}\left(X X^{T}\right)}$. We refer the reader for instance to [Wig10, MPRW16, MRW20, NPR19] for more works in this direction. While objects of this type are amenable to analysis by Wiener-Itô chaos expansions (which involves in particular the decomposition of $F\left(J_{Z}(x)\right.$ ) into Hermite polynomials having the entries of $J_{Z}(x)$ as arguments, as discussed in Chapter II), it is to be expected that such a technique will generate combinatorially untractable expressions for large values of the dimensions $\ell$ and $n$. The aim of this chapter is to tackle directly such a difficulty by initiating a systematic study of chaotic expansions for spectral random variables $F(X)$ as above by using matrix-variate Hermite polynomials, that is, a collection of orthogonal polynomials with matrix entries which are indexed by partitions of integers, obtained by orthogonalizing matrix monomials of the type $\operatorname{tr}\left(\left[X X^{T}\right]^{s}\right)$ with respect to the law of a Gaussian matrix. We will see that matrix-variate Hermite polynomials inherit the rich combinatorial structure and actually can be defined in terms of zonal polynomials introduced in [Jam61], thus allowing one to deduce explicit formulae in any dimension. We now describe the principal achievements of the present chapter.
(a) In [Tha93] (see also the related work [Koc96]), the author studies Hermite expansions of functions of the form $F(x)=f_{0}(\|x\|) P(x)$ on $\mathbb{R}^{n}$, where $f_{0}$ is a function depending only on the norm $\|x\|$ and $P$ is a harmonic polynomial. In particular, in such a work, the author provides explicit formulae for the projection coefficients associated with the Wiener-Itô chaos expansion of functionals $F$ as above in terms of Laguerre polynomials on the real line. In Theorem III.3.2, we extend this framework by studying matrix-Hermite expansions of radial functionals of the type $F(X)=f_{0}\left(X X^{T}\right)$ on matrix spaces. Our results involve generalized Laguerre polynomials with matrix argument, thus yielding a natural counterpart to the work by Thangavelu [Tha93] in higher dimensions.
(b) In [ZK12, Theorem 1.1], Kabluchko and Zaporozhets establish a formula for the expected value of Gaussian determinants of the form $F(X)=\sqrt{\operatorname{det}\left(X X^{T}\right)}$ in terms of mixed volumes and intrinsic volumes of ellipsoids associated with the covariance matrices of the underlying Gaussian vectors, yielding in particular an expression for the projection of $F$ onto the Gaussian Wiener chaos of order zero associated with $X$. In Theorem III.3.5 and Theorem III.3.6 of the present chapter, we substantially extend their framework by considering arbitrary projection coefficients of the form $\mathbb{E}\left[F(X) H_{\kappa}^{(\ell, n)}(X)\right]$ (where $X$ is a Gaussian matrix of dimension $\ell \times n$ ) associated with such random determinants. Our results can be formulated using integrations on the so-called Stiefel manifold (see Theorem III.3.5), which can subsequently be interpreted in terms of mixed and intrinsic volumes (see Theorem III.3.6).
(c) In Section III.3.3, we introduce a collection of operators on matrix spaces via a Mehler-type formula, whose definition is amenable to that of the classical Ornstein-Uhlenbeck semigroup on the Euclidean space $\mathbb{R}^{n}$. In Theorem III.3.10, we characterize the action of the generalized

Ornstein-Uhlenbeck operators on matrix-Hermite polynomials: it turns out that matrix-Hermite polynomials are eigenfunctions of this semigroup, yielding a direct analog of the action of the Ornstein-Uhlenbeck semigroup on classical Hermite polynomials on the real line (see Proposition I.1.22). We subsequently use Theorem III.3.10 in order to deduce an intrinsic orthogonality relation between two matrix-Hermite polynomials evaluated in correlated Gaussian matrices. Such a result extends the classical orthogonality relation for matrix-Hermite polynomials as well as the case of Hermite polynomials on the real line. Conjecturally, the objects and techniques introduced in Section III.3.3 generate a basis for a special Malliavin Calculus on matrix spaces via the introduction of further operators, such as Malliavin derivatives, adjoints and generators of the Ornstein-Uhlenbeck semigroup (see e.g. [Nua95, NP12a]).
(d) In Section III.3.4, we apply our results to the study of the generalized total variation of multidimensional Gaussian random fields, defined as the integral of the square root of the Gramian determinant of its normalized Jacobian matrix. More specifically, we study the high-energy behaviour of the generalized total variation of multiple independent Arithmetic Random Waves on the three-torus. In particular, in Theorem III.3.17 we establish its expected mean, an asymptotic law for its variance and a Central Limit Theorem for the suitably normalized total variation. Our arguments rely on the expansion in matrix-Hermite polynomials of the total variation, allowing us to prove that its probabilistic fluctuations are entirely characterized by its projection on the second Wiener chaos. Throughout this application, we also make use of variance expansions of radial functionals by means of its projection coefficients (see Proposition III.3.3). Our findings are to be compared with Theorem 1 of Peccati and Rossi [PR18], where the authors prove a CLT for the Leray measure of Arithmetic Random Waves on the two-torus.

The organization of chapter is as follows: In Section III.2, we present preliminary notions that will be used in our proofs, notably on zonal polynomials and generalized Laguerre polynomials (Section III.2.1), polar matrix factorizations (Section III.2.2) and tools from integral geometry such as mixed volumes, intrinsic volumes of convex bodies and general facts about ellipsoids (Section III.2.3). Our main contributions are presented in Section III.3. Finally, the entire Section III. 4 is devoted to the proofs of our results. In Appendix III.A and III.B, we present two proofs of technical results for completeness.

## III. 2 Preliminaries

## III.2.1 Zonal polynomials and generalized Laguerre polynomials

Zonal polynomials. Zonal polynomials with matrix argument were introduced in [Jam61], using group representation theory, as certain homogeneous symmetric functions of the eigenvalues (also called the latent roots) of the matrix. We give a brief overview of zonal polynomials and their properties; the reader is referred for instance to the books by Mathai, Provost and Hayakawa [MPH95] and Chikuse [Chi03] for a thorough introduction to zonal polynomials. Let us now fix integers $\ell \geq 1$ and $k \geq 0$. We write $\kappa \vdash k$ to denote a partition $\kappa$ of $k$ into no more than $\ell$ integer parts (note that such a notation does not involve the integer $\ell$, whose role should be understood from the context), that is

$$
\kappa=\left(k_{1}, \ldots, k_{\ell}\right), \quad k_{1} \geq k_{2} \geq \ldots \geq k_{\ell} \geq 0, \quad k_{1}+\ldots+k_{\ell}=k
$$

For instance, if $\ell=1$, then $\kappa=(k)$ is the only partition of an integer $k$; if $\ell \geq 2$, then $\kappa=$ (2) and $\kappa=(1,1)$ are the only partitions of $k=2$. Sometimes it is useful to represent the partition $\kappa \vdash k$ as $\kappa=\left(1^{v_{1}} 2^{v_{2}} \ldots k^{\nu_{k}}\right)$, to indicate that the integer $j$ occurs with multiplicity $v_{j}$; in particular $v_{1}+2 v_{2}+\ldots+k v_{k}=k$. With this notation, we have for instance $(1,1)=\left(1^{2}\right)+2$ and $(1,2,3,3)=$ $\left(1^{1} 2^{1} 3^{2}\right)+9$.

Let $S \in \mathbb{R}^{\ell \times \ell}$ be a symmetric matrix with eigenvalues $s_{1}, \ldots, s_{\ell}$. For an integer $k \geq 1$, we denote by $\operatorname{Pol}_{k}(S)$ the space of homogeneous polynomials of degree $k$ in the $\ell(\ell+1) / 2$ variables of $S$. For an invertible matrix $L \in \mathbb{R}^{\ell \times \ell}$, the transformation $S \rightarrow L S L^{T}$ induces a representation $\pi$ of $\mathrm{GL}_{\ell}(\mathbb{R})$ into the vector space $\mathrm{GL}\left(\operatorname{Pol}_{k}(S)\right)$ of isomorphisms from $\operatorname{Pol}_{k}(S)$ to itself ([Chi03, Eq.(A.2.1)]):

$$
\pi: \mathrm{GL}_{\ell}(\mathbb{R}) \rightarrow \mathrm{GL}\left(\operatorname{Pol}_{k}(S)\right) ; \quad L \rightarrow \pi(L)
$$

given by $\pi(L)(P):=P\left(L^{-1} S\left(L^{-1}\right)^{T}\right)$. It can be shown that $\operatorname{Pol}_{k}(S)$ can be decomposed as direct sum ([Chi03, p.297])

$$
\begin{equation*}
\operatorname{Pol}_{k}(S)=\bigoplus_{\kappa \vdash k} V_{k}(S), \tag{III.2.1}
\end{equation*}
$$

where $\left\{V_{\kappa}(S): \kappa \vdash k\right\}$ are irreducible and $\pi$-invariant subspaces. Since $\operatorname{tr}(S)^{k}$ is a homogeneous symmetric polynomial of degree $k$ in the eigenvalues of $S$, it can accordingly be decomposed in the spaces $V_{\kappa}(S)$ as follows ([MPH95, Eq.(4.3.38)]),

$$
\begin{equation*}
\operatorname{tr}(S)^{k}=\left(s_{1}+\ldots+s_{\ell}\right)^{k}=\sum_{\kappa \vdash k} C_{\kappa}(S), \tag{III.2.2}
\end{equation*}
$$

where $C_{\kappa}(S)$ denotes the zonal polynomial associated with the partition $\kappa$ of $k$, that is, $C_{\kappa}(S)$ is the projection of $\operatorname{tr}(S)^{k}$ onto the space $V_{\kappa}(S)$. Applying (III.2.2) with $\ell=1$ gives $C_{(k)}(s)=s^{k}$, so that zonal polynomials can be interpreted as a generalization of classical monomials. In particular, evaluating at $s=1$ yields $C_{(k)}(1)=1$. Zonal polynomials satisfy a generalized binomial formula ([MPH95, Eq.(4.5.1)]),

$$
\begin{equation*}
\frac{C_{\kappa}\left(S+\mathbf{I}_{\ell}\right)}{C_{\kappa}\left(\mathbf{I}_{\ell}\right)}=\sum_{s=0}^{k} \sum_{\sigma \vdash s}\binom{\kappa}{\sigma} \frac{C_{\sigma}(S)}{C_{\sigma}\left(\mathbf{I}_{\ell}\right)}, \quad \kappa \vdash k \tag{III.2.3}
\end{equation*}
$$

This relation in particular defines the generalized binomial coefficients $\binom{\kappa}{\sigma}$. Taking $S=a \mathbf{I}_{\ell}$ for $a \in \mathbb{R}$ in (III.2.3) yields

$$
\frac{C_{\kappa}\left((a+1) \mathbf{I}_{\ell}\right)}{C_{\kappa}\left(\mathbf{I}_{\ell}\right)}=\sum_{s=0}^{k} \sum_{\sigma \vdash s}\binom{\kappa}{\sigma} \frac{C_{\sigma}\left(a \mathbf{I}_{\ell}\right)}{C_{\sigma}\left(\mathbf{I}_{\ell}\right)},
$$

so that, using the homogeneity property of zonal polynomials gives

$$
(a+1)^{k}=\sum_{s=0}^{k} \sum_{\sigma \vdash s} a^{s}\binom{\kappa}{\sigma} .
$$

In particular, using the usual binomial formula for real numbers on the left-hand side, one deduces a relation linking classical and generalized binomial coefficients ([MPH95, Eq.(4.5.2)]):

$$
\binom{k}{s}=\sum_{\sigma \vdash s}\binom{\kappa}{\sigma} .
$$

A table with generalized binomial coefficients up to order 5 can be found in [MPH95, Table 4.4.1]. For $X \in \mathbb{R}^{\ell \times n}$, zonal polynomials associated with partition $\kappa \vdash k$ and matrix argument $X X^{T}$ can be decomposed as ([MPH95, Theorem 4.3.6])

$$
\begin{equation*}
C_{\kappa}\left(X X^{T}\right)=\sum_{\left(1^{\nu_{1}} 2^{v_{2}} \ldots k^{\nu_{k}}\right)-k} z_{k v}^{(k)} t_{1}(X)^{\nu_{1}} \ldots t_{k}(X)^{\nu_{k}} \tag{III.2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
t_{s}(X):=\operatorname{tr}\left(\left[X X^{T}\right]^{s}\right), \quad s \geq 1 \tag{III.2.5}
\end{equation*}
$$

and $z_{k \nu}^{(k)}$ are numerical constants. Writing $t_{j}:=t_{j}(X)$, the zonal polynomials associated with partitions up to order 3 are given by (see e.g. [MPH95, Table 4.3.1])

$$
\begin{gathered}
C_{(1)}\left(X X^{T}\right)=t_{1} \\
C_{(2)}\left(X X^{T}\right)=\frac{1}{3}\left(t_{1}^{2}+2 t_{2}\right), \quad C_{(1,1)}\left(X X^{T}\right)=\frac{2}{3}\left(t_{1}^{2}-t_{2}\right) \\
C_{(3)}\left(X X^{T}\right)=\frac{1}{15}\left(t_{1}^{3}+6 t_{1} t_{2}+8 t_{3}\right), \quad C_{(2,1)}\left(X X^{T}\right)=\frac{3}{5}\left(t_{1}^{3}+t_{1} t_{2}-2 t_{3}\right) \\
C_{(1,1,1)}\left(X X^{T}\right)=\frac{1}{3}\left(t_{1}^{3}-3 t_{1} t_{2}+2 t_{3}\right)
\end{gathered}
$$

In particular, since for every $j \in[k], t_{j}(X)^{v_{j}}$ is a homogeneous polynomial of degree $2 j v_{j}$ in the entries of $X$, it follows from (III.2.4) that $C_{\kappa}\left(X X^{T}\right)$ is a homogeneous polynomial of degree $2 k$ in the entries of $X$, that is,

$$
\begin{equation*}
C_{\kappa}\left(X X^{T}\right)=\sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{i=1}^{\ell} \prod_{j=1}^{n} X_{i j}^{\alpha_{i j}}, \tag{III.2.6}
\end{equation*}
$$

where $\alpha=\left(\alpha_{i j}\right) \in \mathbb{N}^{\ell \times n}$ is a multi-index such that $|\alpha|=\sum_{i=1}^{\ell} \sum_{j=1}^{n} \alpha_{i j}=2 k$ and $z_{\alpha}^{\kappa}$ is a numerical constant depending on $\alpha$ and $\kappa$. Zonal polynomials evaluated at the identity matrix $\mathbf{I}_{\ell}$ can be computed to be ([Chi03, Eq.(A.2.7)])

$$
C_{\kappa}\left(\mathbf{I}_{\ell}\right)=2^{2 k} k!\left(\frac{\ell}{2}\right)_{\kappa} \frac{\prod_{i<j}^{p}\left(2 k_{i}-2 k_{j}-i+j\right)}{\prod_{j=1}^{p}\left(2 k_{j}+p-j\right)!},
$$

where $p=p(\kappa)$ is the number of non-zero parts in $\kappa$, and $(a)_{\kappa}$ stands for the generalized Pochammer symbol ([Chi03, Eq.(A.2.4)])

$$
\begin{equation*}
(a)_{\kappa}:=\prod_{j=1}^{\ell}\left(a-\frac{j-1}{2}\right)_{k_{j}}, \quad(a)_{n}=a(a+1) \cdots(a+n-1) \tag{III.2.7}
\end{equation*}
$$

defined in terms of classical Pochammer symbols $(a)_{n}$. The product of two zonal polynomials associated with partitions $\tau \vdash t$ and $\sigma \vdash s$ respectively, is given by ([MPH95, Eq.(4.3.65)])

$$
\begin{equation*}
C_{\tau}(S) C_{\sigma}(S)=\sum_{\kappa \vdash t+s} a_{\tau, \sigma}^{\kappa} C_{\kappa}(S), \tag{III.2.8}
\end{equation*}
$$

for some uniquely determined coefficients $a_{\tau, \sigma}^{K}$. A table for these coefficients is found in Table 4.3.2(a) of [MPH95]. Moreover, for positive-definite matrices $S$ and $T$, zonal polynomials enjoy the property ([MPH95, Eq.(4.3.18)])

$$
\begin{equation*}
C_{\kappa}\left(S^{1 / 2} T S^{1 / 2}\right)=C_{\kappa}(S T)=C_{\kappa}(T S)=C_{\kappa}\left(T^{1 / 2} S T^{1 / 2}\right) \tag{III.2.9}
\end{equation*}
$$

Generalized Laguerre polynomials. For a symmetric matrix $S \in \mathbb{R}^{\ell \times \ell}$, the generalized Laguerre polynomial of order $\gamma>-1$ associated with a partition $\kappa$ of $k$ and matrix variable $S$ is defined as ([MPH95, Eq.(4.6.5)])

$$
\begin{equation*}
L_{\kappa}^{(\gamma)}(S)=\left(\gamma+\frac{\ell+1}{2}\right)_{\kappa} C_{\kappa}\left(\mathbf{I}_{\ell}\right) \sum_{s=0}^{k} \sum_{\sigma \vdash s}\binom{\kappa}{\sigma} \frac{(-1)^{s}}{\left(\gamma+\frac{\ell+1}{2}\right)_{\sigma}} \frac{C_{\sigma}(S)}{C_{\sigma}\left(\mathbf{I}_{\ell}\right)} . \tag{III.2.10}
\end{equation*}
$$

The first Laguerre polynomials associated with partitions up to order three are listed in [MPH95, Eq.(4.6.8)]. The generalized Laguerre polynomials define a class of orthogonal polynomials on $\mathcal{P}_{\ell}(\mathbb{R})$ with respect to the weight function $\operatorname{etr}(-R) \operatorname{det}(R)^{\gamma}$, that is, for every integers $k, l \geq 0$ and every partitions $\kappa \vdash k, \sigma \vdash l$, one has ([MPH95, Theorem 4.6.4])

$$
\begin{align*}
& \int_{\mathcal{P}_{\ell}(\mathbb{R})} L_{K}^{(\gamma)}(R) L_{\sigma}^{(\gamma)}(R) \operatorname{etr}(-R) \operatorname{det}(R)^{\gamma} v(d R) \\
= & \mathbb{1}_{\kappa=\sigma} \cdot k!C_{\kappa}\left(\mathbf{I}_{\ell}\right) \Gamma_{\ell}\left(\gamma+\frac{\ell+1}{2}\right)\left(\gamma+\frac{\ell+1}{2}\right)_{\kappa}, \tag{III.2.11}
\end{align*}
$$

where $v(d R)$ denotes the Lebesgue measure on $\mathcal{P}_{\ell}(\mathbb{R})$, for $a \in \mathbb{R}, \Gamma_{\ell}(a)$ denotes the multivariate Gamma function defined by

$$
\Gamma_{\ell}(a):=\pi^{\ell(\ell-1) / 4} \prod_{i=1}^{\ell} \Gamma\left(a-2^{-1}(i-1)\right), \quad \ell \geq 1
$$

where $\Gamma(\cdot)$ is the usual Gamma function. A useful formula that we will use at several occasions is the following (see e.g. [MPH95, Theorem 4.4.1])

$$
\begin{equation*}
\int_{\mathcal{P}_{\ell}(\mathbb{R})} \operatorname{etr}(-A R) \operatorname{det}(R)^{t-\frac{\ell+1}{2}} C_{\kappa}(R B) v(d R)=(t)_{\kappa} \Gamma_{\ell}(t) \operatorname{det}(A)^{-t} C_{\kappa}\left(B A^{-1}\right), \tag{III.2.12}
\end{equation*}
$$

where $A \in \mathbb{C}^{\ell \times \ell}$ is a complex symmetric matrix with positive real part, $B \in \mathbb{C}^{\ell \times \ell}$ is a complex symmetric matrix and $t$ is such that $\mathfrak{R}(t)>(\ell-1) / 2$.

## III.2.2 Polar decomposition for matrices

Let $1 \leq \ell \leq n$ be integers. For $X=\left(X_{i j}\right) \in \mathbb{R}^{\ell \times n}$, we denote by $d X:=\left(d X_{i j}\right)$ its associated differential matrix. We endow the spaces $\mathbb{R}^{\ell \times n}$ and $\mathcal{P}_{\ell}(\mathbb{R})$ with the measures

$$
(d X):=\prod_{i=1}^{\ell} \prod_{j=1}^{n} d X_{i j}, \quad v(d X):=\prod_{1 \leq i \leq j \leq \ell} d X_{i j}
$$

respectively. Assuming that the rows of $X$ are linearly independent, the polar decomposition of $X$ is uniquely given by (see for instance [Dow72])

$$
\begin{equation*}
X=R^{1 / 2} \cdot U, \quad R=X X^{T} \in \mathcal{P}_{\ell}(\mathbb{R}), \quad U=\left(X X^{T}\right)^{-1 / 2} X \in O(n, \ell), \tag{III.2.13}
\end{equation*}
$$

where $R^{1 / 2}$ denotes the positive square root of $R$, that is the unique matrix $B$ such that $B^{2}=R$. We also define $R^{-1 / 2}:=\left(R^{1 / 2}\right)^{-1}$. The space $O(n, \ell)$ in (III.2.13) denotes the so-called Stiefel manifold of matrices $Y \in \mathbb{R}^{\ell \times n}$ such that $Y Y^{T}=\mathbf{I}_{\ell}$, that is, $Y$ has orthonormal rows. An element of $O(n, \ell)$ is called an $\ell$-frame in $\mathbb{R}^{n}$, see for instance [Chi03, p.8]. The matrices $R$ and $U$ in (III.2.13) are seen to be the radial part and orientation of $X$, respectively and hence the decomposition $X=R^{1 / 2} U$ is a generalization of the standard polar factorization for vectors (obtained for $\ell=1$ ).
Haar measure on the Stiefel manifold. The family of Stiefel manifolds $O(n, \ell)$ contains as special cases the $n$-shpere $O(n, 1)=\mathbb{S}^{n-1}$ and the orthogonal group $O(n, n)=O(n)$. The space $O(n, \ell)$ is the compact manifold of dimension $n \ell-\ell-\ell(\ell-1) / 2$ realized as the homogeneous space $O(n) / O(n-\ell)$. The Stiefel manifold is endowed with a left and right-invariant Haar measure $\mu$, that is, for every $P \in O(n)$ and every $Q \in O(\ell)$,

$$
\mu(U P)=\mu(U)=\mu(Q U)
$$

for every $U \in O(n, \ell)$. Remark that our notation of $\mu$ is independent of $\ell$ and $n$, and should be understood from the context. We refer the reader for instance to [Chi03] or [Mui82] for details on the construction of such a measure. The total volume of $O(n, \ell)$ is given by ([Chi03, Eq.(1.4.8)])

$$
v(n, \ell):=\mu(O(n, \ell))=\int_{O(n, \ell)} \mu(d U)=\frac{2^{\ell} \pi^{n \ell / 2}}{\Gamma_{\ell}(n / 2)}
$$

The normalized measure

$$
\begin{equation*}
\tilde{\mu}(d U):=\frac{1}{v(n, \ell)} \mu(d U) \tag{III.2.14}
\end{equation*}
$$

hence defines a left and right invariant probability measure on $O(n, \ell)$. We call it the Haar probability measure on $O(n, \ell)$.

## III.2.3 Intrinsic volumes, mixed volumes and ellipsoids

Intrinsic volumes and mixed volumes. We present two important notions from integral geometry: intrinsic and mixed volumes. We mainly follow the book by Schneider and Weil [SW08] for this part (see in particular Section 14.2 therein). For an integer $n \geq 1$, we denote by $\mathbb{K}^{n}$ the set of convex bodies in $\mathbb{R}^{n}$. We write $\mathbb{B}_{n}$ for the unit ball in $\mathbb{R}^{n}$ and $\operatorname{vol}_{n}$ for the $n$-dimensional volume measure in $\mathbb{R}^{n}$. For $K \in \mathbb{K}^{n}$ and $\varepsilon>0$, we write

$$
K^{\varepsilon}:=K+\varepsilon \mathbb{B}_{n}=\left\{x \in \mathbb{R}^{n}: \operatorname{dist}(x, K) \leq \varepsilon\right\}
$$

for the parallel body of $K$ at distance $\varepsilon$. Steiner's formula ([SW08, Eq.(14.5)]) asserts that its volume is a polynomial of degree $n$ in $\varepsilon$,

$$
\begin{equation*}
\operatorname{vol}_{n}\left(K^{\varepsilon}\right)=\sum_{j=0}^{n} \varepsilon^{n-j} \kappa_{n-j} V_{j}(K) \tag{III.2.15}
\end{equation*}
$$

where the coefficients $\left\{V_{j}(K), j=0, \ldots, n\right\}$ denote the intrinsic volumes of $K$. We set $V_{j}(\emptyset):=0$. For instance, when $n=2, V_{2}(K)$ is the area, $V_{1}(K)$ is half the boundary length and $V_{0}(K)$ is the Euler characteristic of $K$. Moreover, for every $n \geq 1$, we have $V_{n}(K)=\operatorname{vol}_{n}(K)$, that is, the $n$-th intrinsic volume coincides with the $n$-dimensional volume measure. The intrinsic volumes of the unit ball $\mathbb{B}_{n}$ can be computed to be ([SW08, Eq.(14.8)])

$$
V_{j}\left(\mathbb{B}_{n}\right)=\binom{n}{j} \frac{\kappa_{n}}{\kappa_{n-j}}, \quad \kappa_{n}=\frac{\pi^{n / 2}}{\Gamma(1+n / 2)} .
$$

For an integer $1 \leq j \leq n$, we denote by $G(n, j)$ the Grassmannian of $j$-dimensional linear subspaces of $\mathbb{R}^{n}$. It carries a unique invariant Haar probability measure $v_{n, j}$. One possible way to realize Grassmannians is as the quotient space $G(n, j)=O(n, j) / O(j)$, where two elements $U_{1}, U_{2} \in O(n, j)$ are equivalent if and only if there exists an orthogonal matrix $Q \in O(j)$ such that $U_{1}=Q U_{2}$, see for instance [Chi03, p.8-9]. Intrinsic volumes admit a useful integral representation, known as Kubota's formula ([SW08, Eq.(6.11)]),

$$
\begin{equation*}
V_{j}(K)=\binom{n}{j} \frac{\kappa_{n}}{\kappa_{j} \kappa_{n-j}} \int_{G(n, j)} \operatorname{vol}_{j}(K \mid \mathscr{L}) v_{n, j}(d \mathscr{L}), \tag{III.2.16}
\end{equation*}
$$

where $K \mid \mathscr{L}$ stands for the image of the orthogonal projection of $K$ onto $\mathscr{L} \in G(n, j)$, and integration is with respect to the Haar probability measure on $G(n, j)$.

Let $m \geq 1$ and consider $m$ convex bodies $K_{1}, \ldots, K_{m} \in \mathbb{K}^{n}$. Then, for real numbers $\lambda_{1}, \ldots, \lambda_{m} \geq 0$, the $n$-dimensional volume of the Minkowski sum $\lambda_{1} K_{1}+\ldots \lambda_{m} K_{m}$ is a homogeneous polynomial of degree $n$ in the variables $\lambda_{1}, \ldots, \lambda_{m}$ ([SW08, Eq.(14.7)]),

$$
\operatorname{vol}_{n}\left(\lambda_{1} K_{1}+\ldots \lambda_{m} K_{m}\right)=\sum_{i_{1}, \ldots, i_{n}=1}^{m} V\left(K_{i_{1}}, \ldots, K_{i_{n}}\right) \lambda_{i_{1}} \cdots \lambda_{i_{n}}
$$

for uniquely determined symmetric coefficients $V\left(K_{i_{1}}, \ldots, K_{i_{n}}\right)$. These coefficients are called the mixed volumes of the convex bodies $K_{i_{1}}, \ldots, K_{i_{n}}$. This formula is a generalization of Steiner's formula in (III.2.15). Whenever we have mixed volumes involving only two distinct convex bodies $K_{1}$ and $K_{2}$, we use the short-hand notation

$$
\begin{equation*}
V(\underbrace{K_{1}, \ldots, K_{1}}_{\ell \text { times }}, \underbrace{K_{2}, \ldots, K_{2}}_{n-\ell \text { times }})=: V\left(K_{1}[\ell], K_{2}[n-\ell]\right), \quad \ell \geq 1 \tag{III.2.17}
\end{equation*}
$$

Intrinsic volumes of a convex body $K \in \mathbb{K}^{n}$ are related to mixed volume by the relation ([SW08, Eq.(14.18)])

$$
\begin{equation*}
V_{j}(K)=\frac{\binom{n}{j}}{\kappa_{n-j}} V\left(K[j], \mathbb{B}_{n}[n-j]\right), \quad j=1, \ldots, n, \tag{III.2.18}
\end{equation*}
$$

where we used notation (III.2.17).
General facts about ellipsoids. We will need some preliminaries about a particular type of convex bodies, namely ellipsoids, see e.g. [ZK12]. Let $\Sigma \in \mathbb{R}^{n \times n}$ be a non-singular symmetric matrix. We define the ellipsoid $\mathcal{E}_{\Sigma}=\left\{x \in \mathbb{R}^{n}: x^{T} \Sigma^{-1} x \leq 1\right\}$ of $\mathbb{R}^{n}$ represented by the matrix $\Sigma$, obtained as an affinity of the unit $n$-dimensional ball $\mathbb{B}_{n}$, that is $\mathcal{E}_{\Sigma}=\left\{\Sigma^{1 / 2} y: y \in \mathbb{B}_{n}\right\}$. In particular, its $n$-dimensional volume is given by

$$
\begin{equation*}
\operatorname{vol}_{n}\left(\mathcal{E}_{\Sigma}\right)=\kappa_{n} \operatorname{det}(\Sigma)^{1 / 2} \tag{III.2.19}
\end{equation*}
$$

For any non-degenerate linear transformation represented by a matrix $A \in \mathbb{R}^{n \times n}$, the ellipsoid $A \mathcal{E}_{\Sigma}=$ $\left\{A x: x \in \mathcal{E}_{\Sigma}\right\}$ is represented by the matrix $A \Sigma A^{T}$, that is

$$
A \mathcal{E}_{\Sigma}=\left\{x \in \mathbb{R}^{n}: x^{T}\left(A \Sigma A^{T}\right)^{-1} x \leq 1\right\}=\mathcal{E}_{A \Sigma A^{T}}
$$

Let $\mathscr{L} \in G(n, \ell)$ be a $\ell$-dimensional linear subspace in $\mathbb{R}^{n}$ and denote by $L \in O(n, \ell)$ any matrix whose rows form an orthonormal basis of $\mathscr{L}$. Then, the image of the orthogonal projection of $\mathcal{E}_{\Sigma}$ onto $\mathscr{L}$, written $\mathcal{E}_{\Sigma} \mid \mathscr{L}$, is an ellipsoid in $\mathbb{R}^{\ell}$ that is represented by the matrix $L \Sigma L^{T} \in \mathbb{R}^{\ell \times \ell}$. In particlar, it follows from (III.2.19) that its $\ell$-dimensional volume is $\operatorname{vol}_{\ell}\left(\mathcal{E}_{\Sigma} \mid \mathscr{L}\right)=\kappa_{\ell} \operatorname{det}\left(L \Sigma L^{T}\right)^{1 / 2}$.

## III. 3 Main results

## III.3.1 Wiener-chaos expansion of matrix-variate functions

Hermite polynomials on the real line. Let $m \geq 1$ be an integer and $\mathbf{X}=\left(X_{1}, \ldots, X_{m}\right)$ be a standard $\overline{m \text {-dimensional Gaussian vector. For }} \alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right) \in \mathbb{N}^{m}$, we write $\alpha!:=\alpha_{1}!\cdots \alpha_{m}$ ! and $|\alpha|:=$ $\alpha_{1}+\ldots+\alpha_{m}$ and define the multivariate Hermite polynomials associated with the vector $\left(X_{1}, \ldots, X_{m}\right)$ as the tensor product of univariate Hermite polynomials, that is

$$
H_{\alpha}^{\otimes m}\left(X_{1}, \ldots, X_{m}\right):=\prod_{l=1}^{m} H_{\alpha_{l}}\left(X_{l}\right)
$$

where $H_{\alpha_{l}}$ denotes the Hermite polynomial of order $\alpha_{l}$ on the real line. It is well-known that the normalized Hermite polynomials $\left\{(k!)^{-1 / 2} H_{k}: k \geq 0\right\}$ form a complete orthonormal system of $L^{2}(\gamma):=$ $L^{2}(\mathbb{R}, \gamma(z) d z)$. This implies that the collection of normalized multivariate Hermite polynomials

$$
\begin{equation*}
\mathbb{H}_{[m]}=\left\{(\alpha!)^{-1 / 2} H_{\alpha}^{\otimes m}: \alpha \in \mathbb{N}^{m}\right\} \tag{III.3.1}
\end{equation*}
$$

form a complete orthonormal system of $L^{2}\left(\gamma^{\otimes m}\right)$, where $\gamma^{\otimes m}$ stands for the standard $m$-dimensional Gaussian measure. In particular, every random variable $F \in L^{2}\left(\phi^{\otimes m}\right)$ admits a unique decomposition

$$
\begin{equation*}
F=\sum_{k \geq 0} \sum_{|\alpha|=k} \widehat{F}(\alpha) H_{\alpha}^{\otimes m} \tag{III.3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{F}(\alpha):=(\alpha!)^{-1} \int_{\mathbb{R}^{m}} F\left(x_{1}, \ldots, x_{m}\right) H_{\alpha}^{\otimes m}\left(x_{1}, \ldots, x_{m}\right) \phi^{\otimes m}\left(d x_{1}, \ldots, d x_{m}\right) \tag{III.3.3}
\end{equation*}
$$

denotes the Fourier-Hermite coefficients of $F$ associated with the multi-index $\alpha$. For $k \geq 0$, we write

$$
\begin{equation*}
C_{k}^{\mathbf{X}}=\overline{\operatorname{span}_{\mathbb{R}}}\left\{H_{\alpha}^{\otimes m}\left(X_{1}, \ldots, X_{m}\right):|\alpha|=k\right\} \tag{III.3.4}
\end{equation*}
$$

for the closed linear subspace of $L^{2}(\mathbb{P})$ generated by multivariate Hermite polynomials of cumulative degree $k$. The space $C_{k}^{\mathbf{X}}$ is the so-called $k$-th Wiener chaos associated with the vector $\mathbf{X}=\left(X_{1}, \ldots, X_{m}\right)$. We have that $C_{0}^{\mathbf{X}}=\mathbb{R}$. For $F \in L^{2}\left(\gamma^{\otimes m}\right)$, we denote by $\operatorname{proj}\left(F \mid C_{k}^{\mathbf{X}}\right)$ the projection of $F$ onto $C_{k}^{X}$, that is, (III.3.2) can be rewritten as the $L^{2}(\mathbb{P})$-converging series

$$
F=\sum_{k \geq 0} \operatorname{proj}\left(F \mid C_{k}^{\mathbf{x}}\right) .
$$

This decomposition is known as the Wiener-Itô chaos expansion of $F$. We refer the reader to Section I.1.2 of Chapter I for a concise introduction on this.

Matrix-variate Hermite polynomials. Matrix-variate Hermite polynomials on the matrix space $\mathbb{R}^{e \times n}$ are introduced in [Chi92] and admit an expansion in zonal polynomials. More specifically, the matrix-variate Hermite polynomials associated with the partition $\kappa \vdash k$ of an integer $k \geq 0$, written $H_{\kappa}^{(\ell, n)}$, is given by ([Chi92, Eq. (4.11)]):

$$
\begin{equation*}
H_{\kappa}^{(\ell, n)}(X)=k!C_{\kappa}\left(\mathbf{I}_{\ell}\right) \sum_{s=0}^{k} \sum_{\sigma \vdash s} \sum_{\tau \vdash k-s} \frac{a_{\tau, \sigma}^{\kappa}}{(-2)^{k+s}(k-s)!} \frac{C_{\sigma}\left(X X^{T}\right)}{s!\left(\frac{n}{2}\right)_{\sigma} C_{\sigma}\left(\mathbf{I}_{\ell}\right)}, \tag{III.3.5}
\end{equation*}
$$

where the coefficients $a_{\tau, \sigma}^{\kappa}$ are defined by the relation (III.2.8) and $(\ell / 2)_{\sigma}$ denotes the generalized Pochammer symbol, formally defined in (III.2.7). Zonal polynomials being generalizations of monomials, the expansion in (III.3.5) is to be compared to the classical expansion of univariate Hermite polynomials in the basis of monomials (see e.g. [NP12a, p.19])

$$
H_{k}(x)=\sum_{n=0}^{\lfloor k / 2\rfloor} \frac{k!(-1)^{n}}{n!(k-2 n)!2^{2}} x^{k-2 n}
$$

Alternatively, $H_{\kappa}^{(\ell, n)}$ are defined by Rodrigues formula ([Chi92, Eq.(4.9)])

$$
\begin{equation*}
H_{\kappa}^{(\ell, n)}(X) \gamma^{(\ell, n)}(X)=4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} C_{\kappa}\left(\partial X \partial X^{T}\right) \gamma^{(\ell, n)}(X), \tag{III.3.6}
\end{equation*}
$$

where, for $X=\left(X_{i j}\right) \in \mathbb{R}^{\ell \times n}$, the differential matrix $\partial X$ is given by $\partial X=\left(\frac{\partial}{\partial X_{i j}}\right)$. We note that (III.3.6) is a generalization of the classical well-known Rodrigues formula for univariate Hermite polynomials (see (I.1.17))

$$
\begin{equation*}
H_{k}(x) \gamma(x)=(-1)^{k} \frac{d^{k}}{d x^{k}} \gamma(x), \quad k \geq 0 \tag{III.3.7}
\end{equation*}
$$

Matrix-variate Hermite polynomials are linked to the generalized matrix-variate Laguerre polynomials by the relation ([Chi92, Eq. (5.16)] and [Hay69, Eq. (10)])

$$
\begin{equation*}
\gamma_{\kappa} \cdot L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(X X^{T}\right)=H_{\kappa}^{(\ell, n)}(\sqrt{2} X), \quad \gamma_{\kappa}:=(-2)^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1}, \quad \kappa \vdash k \tag{III.3.8}
\end{equation*}
$$

A proof of this fact is presented in Appendix III.B. Moreover, matrix-variate Hermite polynomials are orthonormal on $\mathbb{R}^{\ell \times n}$ with respect to the matrix-normal density function $\gamma^{(\ell, n)}$, that is for every integers $k, l \geq 0$ and every partitions $\kappa \vdash k, \sigma \vdash l$ (see e.g. [Hay69, Corollary 3]),

$$
\begin{equation*}
\int_{\mathbb{R}^{\ell \times n}} H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}(X) \gamma^{(\ell, n)}(X)(d X)=\mathbb{1}_{\kappa=\sigma} \cdot 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right) . \tag{III.3.9}
\end{equation*}
$$

Let now $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$ and write $s_{1}, \ldots, s_{\ell}$ for the eigenvalues of $X X^{T}$. The spectral measure of $X X^{T}$ associated with the matrix $X$ is the measure

$$
\mu_{X}(d s):=\sum_{i=1}^{\ell} \delta_{s_{i}}(d s)
$$

supported on the spectrum of $X X^{T}$, where $\delta_{y}$ is the Dirac mass at $y$. We write $L^{2}\left(\mu_{X}\right):=L^{2}\left(\Omega, \sigma\left(\mu_{X}\right), \mathbb{P}\right)$ to indicate the subspace of $L^{2}\left(\gamma^{(\ell, n)}\right):=L^{2}\left(\mathbb{R}^{\ell \times n}, \gamma^{(\ell, n)}(X)(d X)\right)$ consisting of those random variables that are measurable with respect to the sigma algebra generated by $\mu_{X}$. By this, we mean the subspace of $L^{2}\left(\gamma^{(\ell, n)}\right)$ of random variables that are generated by elements of the type

$$
\begin{equation*}
\int_{\mathbb{R}} f(t) \mu_{X}(d t)=: \mu_{X}(f) \tag{III.3.10}
\end{equation*}
$$

Since matrix-variate Hermite polynomials in (III.3.5) admit an expansion into zonal polynomials, they are themselves symmetric functionals of the eigenvalues $s_{1}, \ldots, s_{\ell}$. This fact together with the orthogonality relation (III.3.9), implies that the family of normalized matrix-variate Hermite polynomials

$$
\begin{equation*}
\mathbb{H}_{[\ell \times n]}:=\left\{c(\kappa)^{-1 / 2} H_{\kappa}^{(\ell, n)}: \kappa \vdash k, k \geq 0\right\}, \quad c(\kappa):=4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right) \tag{III.3.11}
\end{equation*}
$$

forms an orthonormal system in $L^{2}\left(\mu_{X}\right)$. In Appendix III.A, we prove the following Proposition, stating that this system is also complete in $L^{2}\left(\mu_{X}\right)$.
Proposition III.3.1. The system $\mathbb{H}_{[\ell \times n]}$ in (III.3.11) is complete in $L^{2}\left(\mu_{X}\right)$.
Therefore, every $F \in L^{2}\left(\mu_{X}\right)$ admits a unique decomposition in the basis (III.3.11),

$$
\begin{equation*}
F=\sum_{k \geq 0} \sum_{\kappa \vdash k} \widehat{F}(\kappa) H_{\kappa}^{(\ell, n)}, \tag{III.3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{F}(\kappa):=c(\kappa)^{-1} \int_{\mathbb{R}^{\ell \times n}} F(X) H_{\kappa}^{(\ell, n)}(X) \gamma^{(\ell, n)}(X)(d X) \tag{III.3.13}
\end{equation*}
$$

is the Fourier-Hermite coefficient of $F$ associated with the partition $\kappa$ and $c(\kappa)$ is as in (III.3.11). To state our result, we introduce some further notation. For an integer $s \geq 0$ and $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$, we recall the notation $t_{s}(X):=\operatorname{tr}\left(\left[X X^{T}\right]^{s}\right)$ introduced in (III.2.5) and define the spaces

$$
\mathcal{U}_{0}^{X}:=\mathbb{R}, \quad \mathcal{U}_{k}^{X}:=\overline{\operatorname{span}_{\mathbb{R}}}\left\{\prod_{j=1}^{m} t_{s_{j}}(X): s_{1}+\ldots+s_{m} \leq k, m \geq 1\right\}, k \geq 1
$$

where the closure is with respect to $L^{2}\left(\mu_{X}\right)$. By construction, we have that $\mathcal{U}_{k}^{X} \subset \mathcal{U}_{k+1}^{X}$. We let

$$
\mathbf{U}_{k}^{X}:=\mathcal{U}_{k}^{X} \ominus \mathcal{U}_{k-1}^{X}:=\mathcal{U}_{k}^{X} \cap\left(\mathcal{U}_{k-1}^{X}\right)^{\perp}
$$

that is, $\mathbf{U}_{k}^{X}$ is the space of those random variables in $\mathcal{U}_{k}^{X}$ that are orthogonal in $L^{2}(\mathbb{P})$ to elements of $\mathcal{U}_{k-1}^{X}$. Expanding matrix-Hermite polynomials into zonal polynomials by (III.3.5) and subsequently zonal polynomials into monomials of the type $t_{s}(X)$ by (III.2.4) shows that Hermite polynomials admit an expansion into monomials $t_{s}(X)$. In particular, since Hermite polynomials are orthogonal in view of (III.3.9), it follows that

$$
\mathbf{U}_{k}^{X}=\overline{\operatorname{span}_{\mathbb{R}}}\left\{H_{\kappa}^{(\ell, n)}(X): \kappa \vdash k\right\}
$$

The following result links matrix-variate Hermite polynomials with the classical Wiener-Itô decomposition in (III.3.2). In particular, we establish an explicit formula for projection coefficients associated with radial functionals of the form $F(X)=f_{0}\left(X X^{T}\right) \in L^{2}\left(\mu_{X}\right)$ (where $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$ ) in terms of generalized Laguerre polynomials (see Section III.2.1 for definitions). Such a formula is to be compared to [Tha93, Koc96], where the authors study Hermite expansions of functions of the form $F(x)=f_{0}(\|X\|) P(x)$ on $\mathbb{R}^{n}$, where $P$ is a harmonic polynomial.

Theorem III.3.2. For integers $1 \leq \ell \leq n$, let $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$ and write $\mathbf{X}=\operatorname{Vec}(X)$. Then, for every integer $k \geq 0$ and every partition $\kappa \vdash k$, we have that $H_{\kappa}^{(\ell, n)}(X)$ is an element of $C_{2 k}^{\mathbf{X}}$ and for every $F \in L^{2}\left(\mu_{X}\right)$,

$$
\begin{equation*}
\operatorname{proj}\left(F \mid C_{2 k}^{\mathbf{X}}\right)=\operatorname{proj}\left(F \mid \mathbf{U}_{k}^{X}\right)=\sum_{\kappa \vdash k} \widehat{F}(\kappa) H_{\kappa}^{(\ell, n)}(X), \tag{III.3.14}
\end{equation*}
$$

where $\widehat{F}(\kappa)$ is as in (III.3.13). In particular, we have that $\operatorname{proj}\left(F \mid C_{2 k+1}^{\mathbf{x}}\right)=0$. Moreover, if $F(X)=$ $f_{0}\left(X X^{T}\right)$, then

$$
\begin{equation*}
\widehat{F}(\kappa)=\frac{1}{2^{n \ell / 2} \Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{(-2)^{k}}{k!C_{\kappa}\left(\mathbf{I}_{\ell}\right)} \int_{\mathcal{P}_{\ell}(\mathbb{R})} f_{0}(R) L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} R\right) \operatorname{etr}\left(-2^{-1} R\right) \operatorname{det}(R)^{\frac{n-\ell-1}{2}} v(d R) \tag{III.3.15}
\end{equation*}
$$

where $L_{K}^{(\gamma)}$ denotes the generalized Laguerre polynomial of order $\gamma>-1$ associated with the partition $\kappa$, defined in (III.2.10) and $v(d R)$ is the Lebesgue measure on $\mathcal{P}_{\ell}(\mathbb{R})$.

Our proof of Theorem III.3.2 suggests that, combining the generalized Rodrigues formula (III.3.6) with the univariate Rodrigues formula (III.3.7), matrix-variate Hermite polynomials can be expressed in terms of multivariate Hermite polynomials. For instance, combining (III.3.6) with (III.3.7) in the case $\ell=n=1$ (so that for every integer $k \geq 0, \kappa=(k)$ is the only partition of $k$ ) and writing $\gamma=\gamma^{(1,1)}$ for the standard Gaussian density function yields for every $k \geq 0$

$$
H_{(k)}^{(1,1)}(X) \phi(X)=4^{-k}\left(\frac{n}{2}\right)_{(k)}^{-1} C_{(k)}\left([\partial X]^{2}\right) \phi(X)=4^{-k}\left(\frac{n}{2}\right)_{k}^{-1}\left(\frac{\partial}{\partial X}\right)^{2 k} \phi(X)=4^{-k}\left(\frac{n}{2}\right)_{k}^{-1} H_{2 k}(X) \phi(X)
$$

where we used that $\left(\frac{n}{2}\right)_{(k)}=\left(\frac{n}{2}\right)_{k}, C_{(k)}(a)=a^{k}$ for $a \in \mathbb{R}$ and the Rodrigues formula for classical Hermite polynomials in (III.3.7). This shows in particular that

$$
H_{(k)}^{(1,1)}(X)=4^{-k}\left(\frac{n}{2}\right)_{k}^{-1} H_{2 k}(X)
$$

Proceeding similarly for arbitrary dimensions $\ell$ and $n$, we compute the first matrix-variate Hermite polynomials associated with partitions of order up to 2 to be

$$
\begin{align*}
H_{(1)}^{(\ell, n)}(X)= & \frac{1}{2 n} \sum_{i \in[\ell]} \sum_{j_{\in[n]}} H_{2}\left(X_{i j}\right), \\
H_{(2)}^{(\ell, n)}(X)= & \frac{1}{12 n(n+2)}\left(3 \sum_{i \in[\ell]} \sum_{j \in[n]} H_{4}\left(X_{i j}\right)+3 \sum_{i_{1} \neq i_{2} \in[\ell]} \sum_{j_{j \in[n]}} H_{2}\left(X_{i_{1},}\right) H_{2}\left(X_{i_{2} j}\right)\right. \\
& +3 \sum_{i \in[\ell]} \sum_{j_{1} \neq j_{2} \in[n]} H_{2}\left(X_{i_{1} j_{1}}\right) H_{2}\left(X_{i_{j_{2}}}\right)+\sum_{i_{1} \neq i_{2} \in[\ell \ell]} \sum_{j_{1} \neq j_{2} \in[n]} H_{2}\left(X_{i_{1} j_{1}}\right) H_{2}\left(X_{i_{2} j_{2}}\right) \\
& \left.+2 \sum_{i_{1} \neq i_{2} \in[\ell]} \sum_{j_{1} \neq j_{2} \in[n]} H_{1}\left(X_{i_{1} j_{1}}\right) H_{1}\left(X_{i_{2} j_{1}}\right) H_{1}\left(X_{i_{1} j_{2}}\right) H_{1}\left(X_{i_{2} j_{2}}\right)\right), \\
H_{(1,1)}^{(\ell, n)}(X)= & \frac{1}{6 n(n-1)}\left(\sum_{i_{1} \neq i_{2} \in[\ell]} \sum_{j_{1} \neq j_{2} \in[n]} H_{2}\left(X_{i_{1} j_{1}}\right) H_{2}\left(X_{i_{2} j_{2}}\right)\right. \\
& \left.-\sum_{i_{1} \neq i_{2} \in[\ell]} \sum_{j_{1} \neq j_{2} \in[n]} H_{1}\left(X_{i_{1} j_{1}}\right) H_{1}\left(X_{i_{2} j_{1}}\right) H_{1}\left(X_{i_{1} j_{2}}\right) H_{1}\left(X_{i_{2} j_{2}}\right)\right) . \tag{III.3.16}
\end{align*}
$$

Combining the content of Theorem III.3.2 with the orthogonality relation (III.3.9), allows one to derive variance expansions of spectral variables $F(X) \in L^{2}\left(\mu_{X}\right)$ where $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$ as a converging series in terms of its Fourier-Hermite coefficients.

Proposition III.3.3. For integers $1 \leq \ell \leq n$, let $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$ and $F(X) \in L^{2}\left(\mu_{X}\right)$. Then,

$$
\operatorname{Var}[F(X)]=\sum_{k \geq 1} \sum_{\kappa \vdash k} \frac{4^{k}\left(\frac{n}{2}\right)_{\kappa}}{k!C_{\kappa}\left(\mathbf{I}_{\ell}\right)} \mathbb{E}\left[F(X) H_{\kappa}^{(\ell, n)}(X)\right]^{2},
$$

where the convergence of the series is part of the conclusion.

## III.3.2 Fourier-Hermite coefficients of Gaussian determinants as intrinsic volumes of ellipsoids

In this section, we consider rectangular Gaussian matrices $X$ and provide the Wiener chaos expansion of determinants of the form $\operatorname{det}\left(X X^{T}\right)^{1 / 2}$. In [ZK12], the authors consider the case where $X \in \mathbb{R}^{\ell \times n}$ has independent rows with respective covariance matrices $\Sigma_{1}, \ldots, \Sigma_{\ell}$, and prove that (see in particular [ZK12, Theorem 1.1])

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{det}\left(X X^{T}\right)^{1 / 2}\right]=\frac{(n)_{\ell}}{(2 \pi)^{\ell / 2} \kappa_{n-\ell}} V\left(\mathcal{E}_{\Sigma_{1}}, \ldots, \mathcal{E}_{\Sigma_{\ell}}, \mathbb{B}_{n}, \ldots, \mathbb{B}_{n}\right) \tag{III.3.17}
\end{equation*}
$$

where $V\left(\mathcal{E}_{\Sigma_{1}}, \ldots, \mathcal{E}_{\Sigma_{\ell}}, \mathbb{B}_{n}, \ldots, \mathbb{B}_{n}\right)$ denotes the mixed volume of the ellipsoids $\mathcal{E}_{\Sigma_{i}}, i=1, \ldots, \ell$ associated with matrices $\Sigma_{i}$ and $\mathbb{B}_{n}$ denotes the unit ball in $\mathbb{R}^{n}$ with volume $\kappa_{n}=\pi^{n / 2} / \Gamma(1+n / 2)$. We also refer the reader to [Vit91, Theorem 3.2], where the author proves a similar formula linking the expected absolute determinant of a matrix with i.i.d. copies of a random vector to the volume of the zonoid associated with the random distribution.

In Theorem III.3.6 below, we substantially extend this framework to arbitrary projection coefficients associated with the Wiener chaos expansion of such Gaussian determinants in the case where the rows of $X$ are i.i.d Gaussian vectors with the same covariance matrix $\Sigma$.

Let $\Sigma \in \mathbb{R}^{n \times n}$ be a symmetric positive-definite matrix and $\left\{X^{(i)}=\left(X_{1}^{(i)}, \ldots, X_{n}^{(i)}\right): i \in[\ell]\right\}$ a collection of independent Gaussian vectors with covariance matrix $\Sigma$. We write $X \in \mathbb{R}^{\ell \times n}$ for the matrix whose $i$-th row is $X^{(i)}$. It follows that $X$ has distribution $\mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \Sigma\right)$ with density function

$$
\begin{equation*}
\gamma_{\Sigma}^{(\ell, n)}(X)=(2 \pi)^{-n \ell / 2} \operatorname{det}(\Sigma)^{-\ell / 2} \operatorname{etr}\left(-2^{-1} X \Sigma^{-1} X^{T}\right) \tag{III.3.18}
\end{equation*}
$$

As a consequence, the matrix $X \Sigma^{-1 / 2}$ has the $\mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$ distribution (see e.g. [GN00, Theorem 2.3.10]). Based on the matrix-variate Hermite polynomials $H_{\kappa}^{(\ell, n)}$ and their orthogonality relation with respect to $\gamma^{(\ell, n)}$ in (III.3.9), we define

$$
\begin{equation*}
H_{\kappa}^{(\ell, n)}(X ; \Sigma):=\operatorname{det}(\Sigma)^{\ell k} H_{\kappa}^{(\ell, n)}\left(X \Sigma^{-1 / 2}\right) . \tag{III.3.19}
\end{equation*}
$$

In particular, we note that $H_{\kappa}^{(\ell, n)}\left(\bullet, \mathbf{I}_{n}\right)=\underset{\kappa}{H_{\kappa}^{(\ell, n)}}(\bullet)$. The following proposition states that $H_{\kappa}^{(\ell, n)}(\bullet, \Sigma)$ are orthogonal with respect to the density $\gamma_{\Sigma}^{(\ell, n)}$ in (III.3.18).
Proposition III.3.4. For every integers $k, l \geq 0$ and every partitions $\kappa \vdash k, \sigma \vdash l$, we have

$$
\int_{\mathbb{R}^{\ell \times n}} H_{\kappa}^{(\ell, n)}(X ; \Sigma) H_{\sigma}^{(\ell, n)}(X ; \Sigma) \gamma_{\Sigma}^{(\ell, n)}(X)(d X)=\mathbb{1}_{\kappa=\sigma} \cdot \operatorname{det}(\Sigma)^{2 \ell k} 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right) .
$$

Therefore, the family of normalized polynomials

$$
\begin{equation*}
\mathbb{H}_{\Sigma}:=\left\{c(\kappa ; \Sigma)^{-1 / 2} H_{\kappa}^{(\ell, n)}(\bullet ; \Sigma): \kappa \vdash k \geq 0\right\}, \quad c(\kappa ; \Sigma):=\operatorname{det}(\Sigma)^{2 \ell k} 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right) \tag{III.3.20}
\end{equation*}
$$

forms an orthonormal system of $L^{2}\left(\mu_{X}\right)$, where $\mu_{X}$ denotes the spectral measure of $X X^{T}$ associated with $X$. Hence, for every $F \in L^{2}\left(\mu_{X}\right)$, one has the expansion

$$
F(X)=\sum_{k \geq 0} \sum_{\kappa \vdash k} \widehat{F}(\kappa ; \Sigma) H_{\kappa}^{(\ell, n)}(X ; \Sigma),
$$

where the projection coefficients are given by

$$
\begin{align*}
\widehat{F}(\kappa ; \Sigma) & =c(\kappa ; \Sigma)^{-1} \int_{\mathbb{R}^{\ell \times n}} F(X) H_{\kappa, \Sigma}^{(\ell, n)}(X) \phi_{\Sigma}^{(\ell, n)}(X)(d X) \\
& =c(\kappa ; \Sigma)^{-1} \mathbb{E}_{X}\left[F(X) H_{\kappa}^{(\ell, n)}(X ; \Sigma)\right], \quad X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \Sigma\right) \tag{III.3.21}
\end{align*}
$$

The next result provides an explicit formula for the projection coefficients $\widehat{F}(\kappa ; \Sigma)$ in the special case where $F(X)=\operatorname{det}\left(X X^{T}\right)^{1 / 2}$. Here, $\binom{\kappa}{\sigma}$ denote the generalized binomial coefficients defined by (III.2.3), and $\tilde{\mu}$ stands for the Haar probability measure on the Stiefel manifold $O(n, \ell)$ of $\ell$-frames in $\mathbb{R}^{n}$.

Theorem III.3.5. For integers $1 \leq \ell \leq n$ and $\Sigma \in \mathbb{R}^{n \times n}$ positive-definite symmetric, let $X \sim$ $\mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \Sigma\right)$. Then, $F(X)=\operatorname{det}\left(X X^{T}\right)^{1 / 2}$ is an element of $L^{2}\left(\mu_{X}\right)$, and one has the decomposition

$$
F(X)=\sum_{k \geq 0} \sum_{\kappa \vdash-k} \widehat{F}(\kappa ; \Sigma) H_{\kappa}^{(\ell, n)}(X ; \Sigma),
$$

where the Fourier-Hermite coefficients of $F$ are given by the formula

$$
\begin{gather*}
\widehat{F}(\kappa ; \Sigma)=\frac{(-2)^{k}}{\operatorname{det}(\Sigma)^{\ell k} k!}\left(\frac{n}{2}\right)_{\kappa} \sum_{s=0}^{k} \sum_{\sigma \vdash s}\binom{\kappa}{\sigma}(-1)^{s} \frac{\left(\frac{n+1}{2}\right)_{\sigma}}{\left(\frac{n}{2}\right)_{\sigma}} \\
\times \operatorname{det}(\Sigma)^{-\ell / 2} 2^{\ell / 2} \frac{\Gamma_{\ell}\left(\frac{n+1}{2}\right)}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \int_{O(n, \ell)} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2} \tilde{\mu}(d U) . \tag{III.3.22}
\end{gather*}
$$

As anticipated, our next result yields a geometric interpretation of the projection coefficients $\widehat{F}(\kappa ; \Sigma)$ appearing in (III.3.22) in terms of mixed volumes and intrinsic volumes of ellipsoids (see Section III.2.3 for preliminaries on these notions).

Theorem III.3.6. For integers $1 \leq \ell \leq n$ and $\Sigma \in \mathbb{R}^{n \times n}$ positive-definite symmetric, let $X \sim$ $\mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \Sigma\right)$. Then, for $F(X)=\operatorname{det}\left(X X^{T}\right)^{1 / 2}$, we have

$$
\begin{align*}
\widehat{F}(\kappa ; \Sigma) & =\mathcal{M}(\kappa ; \Sigma, \ell, n) \cdot V\left(\mathcal{E}_{\Sigma}[\ell], \mathbb{B}_{n}[n-\ell]\right)  \tag{III.3.23}\\
& =\mathcal{M}(\kappa ; \Sigma, \ell, n) \cdot \kappa_{n-\ell}\binom{n}{\ell}^{-1} V_{\ell}\left(\mathcal{E}_{\Sigma}\right), \tag{III.3.24}
\end{align*}
$$

where

$$
\mathcal{M}(\kappa ; \Sigma, \ell, n):=\frac{(-2)^{k}}{\operatorname{det}(\Sigma)^{\ell k} k!}\left(\frac{n}{2}\right)_{\kappa} \sum_{s=0}^{k} \sum_{\sigma \vdash \vdash}\binom{\kappa}{\sigma}(-1)^{s} \frac{\left(\frac{n+1}{2}\right)_{\sigma}}{\left(\frac{n}{2}\right)_{\sigma}} \frac{(n)_{\ell}}{(2 \pi)^{\ell^{\ell / 2} \kappa_{n-\ell}}}
$$

and where $V(\bullet, \ldots, \bullet)$ and $V_{\ell}(\bullet)$ stand for the mixed and $\ell$-th intrinsic volumes, respectively (see also notation (III.2.17)), $\mathbb{B}_{n}$ denotes the unit ball in $\mathbb{R}^{n}$ and $\kappa_{n}=\pi^{n / 2} / \Gamma(1+n / 2)$ denotes its volume. In particular, for $\kappa=(0)$,

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{det}\left(X X^{T}\right)^{1 / 2}\right]=\frac{(n)_{\ell}}{(2 \pi)^{n \ell / 2} \kappa_{n-\ell}} V\left(\mathcal{E}_{\Sigma}[\ell], \mathbb{B}_{n}[n-\ell]\right)=\frac{(n)_{\ell}}{(2 \pi)^{\ell / 2}}\binom{n}{\ell}^{-1} V_{\ell}\left(\mathcal{E}_{\Sigma}\right) . \tag{III.3.25}
\end{equation*}
$$

Remark III.3.7. (a) We point out that (III.3.25) coincides with (III.3.17) in the case where $\Sigma_{i}=\Sigma$ for $i=1, \ldots, \ell$. In this sense, relations (III.3.23) and (III.3.24) therefore generalize the content of [ZK12, Theorem 1.1] to arbitrary chaotic projection coefficients $\widehat{F}(\kappa ; \Sigma)$ associated with partitions $\kappa$ of order $k \geq 1$.
(b) Our proof of Theorem III.3.6 suggests the following new identity for intrinsic volumes of ellipsoids

$$
V_{\ell}\left(\mathcal{E}_{\Sigma}\right)=\binom{n}{\ell} \frac{\kappa_{n}}{\kappa_{n-\ell}} \operatorname{det}(\Sigma)^{-\ell / 2} \int_{O(n, \ell)} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2} \tilde{\mu}(d U), \quad 1 \leq \ell \leq n,
$$

where $\tilde{\mu}$ indicates the Haar probability measure on the Stiefel manifold $O(n, \ell)$.
(c) In Section IV.2.6, we sketch an attempt to further generalize the findings of Kabluchko and Zaporozhets to the more general setting where the rows of $X$ are independent with respective covariance matrices $\Sigma_{1}, \ldots, \Sigma_{\ell}$. As we will explain, we are not successful to adapt our techniques employed in the proof of Theorems III.3.5 and III.3.6 to this more general framework. Such a difficulty may be explained by the fact that the polynomials defined in (III.4.17) are not easily tractable for matrix calculus, as we have to deal with each row separately.

The following corollary is obtained from Theorem III.3.5 applied with $\Sigma=\mathbf{I}_{n}$, that is, when $X$ has independent rows with independent coordinates. In this case, we have $H_{\kappa}^{(\ell, n)}\left(X ; \mathbf{I}_{n}\right)=H_{\kappa}^{(\ell, n)}(X)$ and $\widehat{F}\left(\kappa ; \mathbf{I}_{n}\right)=\widehat{F}(\kappa)$ as in (III.3.13).

Corollary III.3.8. For integers $1 \leq \ell \leq n$, let $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$. Then, $F(X)=\operatorname{det}\left(X X^{T}\right)^{1 / 2}$ is an element of $L^{2}\left(\mu_{X}\right)$, and one has the decomposition

$$
F(X)=\sum_{k \geq 0} \sum_{\kappa \vdash k} \widehat{F}(\kappa) H_{K}^{(\ell, n)}(X),
$$

where the Fourier-Hermite coefficients of $F$ are given by the formula

$$
\begin{equation*}
\widehat{F}(\kappa)=2^{\ell / 2} \frac{\Gamma_{\ell}\left(\frac{n+1}{2}\right)}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{(-2)^{k}}{k!}\left(\frac{n}{2}\right)_{\kappa} \sum_{s=0}^{k} \sum_{\sigma \vdash s}\binom{\kappa}{\sigma}(-1)^{s} \frac{\left(\frac{n+1}{2}\right)_{\sigma}}{\left(\frac{n}{2}\right)_{\sigma}} . \tag{III.3.26}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{det}\left(X X^{T}\right)^{1 / 2}\right]=2^{\ell / 2} \frac{\Gamma_{\ell}\left(\frac{n+1}{2}\right)}{\Gamma_{\ell}\left(\frac{n}{2}\right)} . \tag{III.3.27}
\end{equation*}
$$

Remark III.3.9. (a) Combining the contents of Corollary III.3.8 and Theorem III.3.2, we see that (III.3.26) provides the chaotic projection coefficients associated with the Wiener-chaos decomposition of $\operatorname{det}\left(X X^{T}\right)^{1 / 2}$. In Section III.3.4, we consider functionals of multi-dimensional Gaussian fields arising in stochastic geometry, that admit a certain integral representation in terms of Jacobian determinants, and effectively use formula (III.3.26) to obtain a compact expression of their Wiener-Itô chaos expansions.
(b) Formula (III.3.27) is to be compared with Remark II.1.2 (a) of Chapter II for a link to flag coefficients $\left[\begin{array}{l}n \\ \ell\end{array}\right]:=\binom{n}{\ell} \frac{\kappa_{n}}{\kappa_{n-\ell} K_{\ell}}$, also appearing in the Gaussian Kinematic formula (see for instance Chapter 13 in [AT07]). In particular, one has that

$$
\mathbb{E}\left[\operatorname{det}\left(X X^{T}\right)^{1 / 2}\right]=\frac{\ell!\kappa_{\ell}}{(2 \pi)^{\ell / 2}}\left[\begin{array}{l}
n \\
\ell
\end{array}\right]
$$

## III.3.3 Generalized Ornstein-Uhlenbeck semigroup

## III.3.3.1 A Mehler-type representation

In this section, we provide the equivalent counterpart on matrix spaces of the classical Ornstein-Uhlenbeck semigroup $\left\{P_{t}: t \geq 0\right\}$ on $\mathbb{R}$ defined via Mehler's formula (see Proposition I.1.20)

$$
\begin{equation*}
P_{t} f(x)=\mathbb{E}\left[f\left(e^{-t} x+\sqrt{1-e^{-2 t}} X_{0}\right)\right], \quad X_{0} \sim \mathcal{N}(0,1), \quad x \in \mathbb{R}, \quad t \geq 0 \tag{III.3.28}
\end{equation*}
$$

For an integer $d \geq 1$ and $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$, we write

$$
\begin{equation*}
P_{t}^{(d)} f(x)=\mathbb{E}\left[f\left(e^{-t} x+\sqrt{1-e^{-2 t}} X_{0}\right)\right], \quad X_{0} \sim \mathscr{N}_{d}\left(0, \mathbf{I}_{d}\right), \quad x \in \mathbb{R}^{d}, \quad t \geq 0 \tag{III.3.29}
\end{equation*}
$$

for the Ornstein-Uhlenbeck operator in dimension $d$, in such a way that $P_{t}=P_{t}^{(1)}$. We fix integers $1 \leq \ell \leq n$, and define the space

$$
\begin{equation*}
\Pi(\ell, n)=\left\{f: \mathbb{R}^{\ell \times n} \rightarrow \mathbb{R}: f(X H)=f(X) \text { for every } H \in O(n)\right\} \tag{III.3.30}
\end{equation*}
$$

that is, an element of $\Pi(\ell, n)$ is a matrix-variate function that is right-invariant under orthogonal transformations. For a diagonal matrix $A=\operatorname{diag}\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n \times n}$ with $a_{1}, \ldots, a_{n} \geq 0$ and $f \in \Pi(\ell, n)$, we introduce the operator

$$
\begin{equation*}
O_{t ; A}^{(\ell, n)} f(X)=\mathbb{E}\left[\int_{O(n)} f\left(X H e^{-t A}+X_{0}\left(\mathbf{I}_{n}-e^{-2 t A}\right)^{1 / 2}\right) \tilde{\mu}(d H) \mid X\right], \quad t \geq 0 \tag{III.3.31}
\end{equation*}
$$

where the expectation is taken with respect to $X_{0} \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$, for a matrix $M \in \mathbb{R}^{n \times n}$,

$$
e^{t M}=\sum_{p \geq 0} \frac{1}{p!}(t M)^{p}
$$

denotes the matrix exponential of $M$, and $\tilde{\mu}$ indicates the probability Haar measure on the orthogonal group $O(n)$.

Our next result specifies the action of $O_{t ; A}^{(\ell, n)}$ on matrix-variate Hermite polynomials and naturally complements the action of $P_{t}$ on Hermite polynomials on $\mathbb{R}$ given derived in (I.1.21),

$$
\begin{equation*}
P_{t} H_{k}(x)=e^{-k t} H_{k}(x) \tag{III.3.32}
\end{equation*}
$$

Theorem III.3.10. For every diagonal matrix $A=\operatorname{diag}\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n \times n}$ such that $a_{1}, \ldots, a_{n} \geq 0$, every integer $k \geq 0$ and every partition $\kappa \vdash k$, we have that

$$
\begin{equation*}
O_{t ; A}^{(\ell, n)} H_{\kappa}^{(\ell, n)}(X)=\frac{C_{\kappa}\left(e^{-2 t A}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} H_{\kappa}^{(\ell, n)}(X) \tag{III.3.33}
\end{equation*}
$$

In particular, the family $\left\{O_{t ; A}^{(\ell, n)}: t \geq 0\right\}$ is a semigroup on the class $\Pi(\ell, n)$ if and only if $a_{1}=\ldots=a_{n}=$ a. More precisely, in this case, $O_{t ; A}^{(\ell, n)}$ coincides with $P_{a t}^{(\ell n)}$ on the class $\Pi(\ell, n)$.

In particular, it becomes clear that the polynomials $H_{K}^{(\ell, n)}$ are eigenfunctions of $O_{t ; A}^{(\ell, n)}$ with respective eigenvalue $C_{\kappa}\left(e^{-2 t A}\right) C_{\kappa}\left(\mathbf{I}_{n}\right)^{-1}$. Moreover, if $F \in L^{2}\left(\mu_{X}\right)$ admits the expansion (III.3.12), then $O_{t ; A}^{(\ell, n)} F \in$ $L^{2}\left(\mu_{X}\right)$ and

$$
O_{t ; A}^{(\ell, n)} F=\sum_{k \geq 0} \sum_{\kappa \vdash k} \widehat{F}(\kappa) \frac{C_{\kappa}\left(e^{-2 t A}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} H_{\kappa}^{(\ell, n)},
$$

that is, the projection coefficients of $O_{t ; A}^{(\ell, n)} F$ are obtained from those of $F$ by multiplying by $C_{K}\left(e^{-2 t A}\right) C_{\kappa}\left(\mathbf{I}_{n}\right)^{-1}$.

Remark III.3.11. (a) Using the fact that $H_{\kappa}^{(\ell, n)}$ is an element of the class $\Pi(\ell, n)$ (as can be seen for instance from (III.3.8)), we deduce from (III.3.33) applied with $A=\mathbf{I}_{n}$ that

$$
\begin{equation*}
P_{t}^{(\ell n)} H_{\kappa}^{(\ell, n)}(X)=O_{t ; \mathbf{I}_{n}}^{(\ell, n)} H_{\kappa}^{(\ell, n)}(X)=\frac{C_{\kappa}\left(e^{-2 t \mathbf{I}_{n}}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} H_{\kappa}^{(\ell, n)}(X)=e^{-2 k t} H_{\kappa}^{(\ell, n)}(X) \tag{III.3.34}
\end{equation*}
$$

where we used that $C_{K}\left(e^{-2 t \mathbf{I}_{n}}\right)=e^{-2 k t} C_{\kappa}\left(\mathbf{I}_{n}\right)$ by homogeneity. Recalling that $H_{\kappa}^{(\ell, n)}(X)$ is an element of the $2 k$-th Wiener chaos associated with $\operatorname{Vec}(X)$, it is clear that the classical OrnsteinUhlenbeck semigroup $\left\{P_{t}^{(\ell n)}: t \geq 0\right\}$ acts on the entries $X_{i j}$ of $X$ via the relation $P_{t}^{(\ell n)} H_{\kappa}^{(\ell, n)}(X)=$ $e^{-2 k t} H_{K}^{(\ell, n)}(X)$, which is consistent with (III.3.34).
(b) Let us assume that $A=\operatorname{diag}(a, \ldots, a), a \geq 0$. Then the relation in (III.3.33) reduces to

$$
O_{t ; A}^{(\ell, n)} H_{\kappa}^{(\ell, n)}(X)=e^{-2 t a} H_{\kappa}^{(\ell, n)}(X)
$$

in view of the identity $C_{\kappa}\left(e^{-2 t A}\right)=e^{-2 t a} C_{\kappa}\left(\mathbf{I}_{n}\right)$. In particular, from this identity, one can directly verify the semigroup property verified by $O_{t ; A}^{(\ell, n)}$ on matrix-Hermite polynomials, as for every $s, t \geq 0$,

$$
O_{t+s ; A}^{(\ell, n)} H_{\kappa}^{(\ell, n)}(X)=e^{-2(t+s) a} H_{\kappa}^{(\ell, n)}(X)=e^{-2 t a} e^{-2 s a} H_{\kappa}^{(\ell, n)}(X)=O_{t ; A}^{(\ell, n)} O_{s ; A}^{(\ell, n)} H_{\kappa}^{(\ell, n)}(X)
$$

Combining this relation with (III.3.33) in particular suggests the identity

$$
\frac{C_{\kappa}\left(e^{-2(t+s) A}\right)}{C_{K}\left(\mathbf{I}_{n}\right)}=\frac{C_{\kappa}\left(e^{-2 t A}\right) C_{\kappa}\left(e^{-2 s A}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)^{2}}
$$

which fails to hold in the case where the diagonal entries of $A$ are not all equal. Indeed, for simplicity a direct computation in the case $\ell=n=2, \kappa=(1), a_{1}=1, a_{2}=2$ shows that the left and right-hand sides of the above relation are respectively given by

$$
\frac{1}{2}\left[e^{-2(t+s)}+e^{-4(t+s)}\right], \quad \frac{1}{4} e^{-2 t} e^{-4 s},
$$

which are different.

## III.3.3.2 An extension of the orthogonality relation for matrix-variate Hermite polynomials

We recall that for jointly standardized Gaussian random variables $X, Y$ such that $\mathbb{E}[X Y]=\rho$, the univariate Hermite polynomials on the real line satisfy the orthogonality relation (see Proposition I.1.22)

$$
\begin{equation*}
\mathbb{E}\left[H_{k}(X) H_{l}(Y)\right]=\mathbb{1}_{k=l} \cdot k!\rho^{k} . \tag{III.3.35}
\end{equation*}
$$

Exploiting the action of the semigroup $\mathcal{O}_{t ; A}^{(\ell, n)}$ on matrix-variate Hermite polynomials derived in Theorem III.3.10 allows us to establish the matrix-counterpart of the orthogonality relation (III.3.35) in the setting where the correlation of the Gaussian matrix entries $X$ and $Y$ is reflected in a matrix $R$. This is the content of the following theorem.

Theorem III.3.12. Let $X, X_{0} \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$ be independent and $R$ be a deterministic matrix of dimension $n \times n$. Let $Y \stackrel{d}{=} X R+X_{0}\left(\mathbf{I}_{n}-R^{2}\right)^{1 / 2}$ in distribution. Then, for every integers $k, l \geq 0$ and every partitions $\kappa \vdash k, \sigma \vdash l$, we have

$$
\begin{equation*}
\mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}(Y)\right]=\mathbb{1}_{\kappa=\sigma} \cdot 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(R^{2}\right) \frac{C_{\kappa}\left(\mathbf{I}_{\ell}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} . \tag{III.3.36}
\end{equation*}
$$

Some remarks concerning Theorem III.3.12 are in order.
Remark III.3.13. (a) By independence of $X$ and $X_{0}$ and the distributional identity $Y \stackrel{d}{=} X R+$ $X_{0}\left(\mathbf{I}_{n}-R^{2}\right)^{1 / 2}$, we have that for every $i, i^{\prime} \in[\ell], j, j^{\prime} \in[n]$,

$$
\mathbb{E}\left[X_{i j} Y_{i^{\prime} j^{\prime}}\right]=\sum_{k=1}^{n} \mathbb{E}\left[X_{i j} X_{i^{\prime} k}\right] R_{k j^{\prime}}=\sum_{k=1}^{n} \mathbb{1}\left[i=i^{\prime}, j=k\right] R_{k j^{\prime}}=\mathbb{1}\left[i=i^{\prime}\right] R_{j j^{\prime}},
$$

where we used that $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$, yielding that, for every $j, j^{\prime}=1, \ldots, n,\left|R_{j j^{\prime}}\right| \leq 1$ by virtue of the Cauchy-Schwarz inequality. The above observation implies that $R$ is necessarily symmetric and positive-semidefinite as a covariance matrix, and therefore has non-negative eigenvalues $r_{1}, \ldots, r_{n}$. Note that, if $R=\Delta=\operatorname{diag}\left(r_{1}, \ldots, r_{n}\right)$ is diagonal, we therefore necessarily have $\left|r_{j}\right| \leq 1$ for every $j=1, \ldots, n$, so that $\left(\mathbf{I}_{n}-R^{2}\right)^{1 / 2}$ is well-defined. Our arguments to prove Theorem III.3.12 are based on the following general reduction argument: for $f, g \in \Pi(\ell, n)$, writing $R=O \Delta O^{T}$ with $O \in O(n)$ and $\Delta=\operatorname{diag}\left(r_{1}, \ldots, r_{n}\right)$,

$$
\begin{gathered}
\mathbb{E}\left[f(X) g\left(X O \Delta O^{T}+X_{0} O\left(\mathbf{I}_{n}-R^{2}\right)^{1 / 2} O^{T}\right)\right]=\mathbb{E}\left[f(X O) g\left(X O \Delta+X_{0} O\left(\mathbf{I}_{n}-\Delta^{2}\right)^{1 / 2}\right)\right] \\
=\mathbb{E}\left[f(X) g\left(X \Delta+X_{0}\left(\mathbf{I}_{n}-\Delta^{2}\right)^{1 / 2}\right)\right],
\end{gathered}
$$

where we used that $f(X)=f(X O)$ and $g\left(X O^{T}\right)=g(X)$ since $f, g \in \Pi(\ell, n)$ as well as the fact that $\left(X O, X_{0} O\right) \stackrel{d}{=}\left(X, X_{0}\right)$, showing in particular that $\left|r_{j}\right| \leq 1$ for every $j=1, \ldots, n$.
(b) We point out two particular cases of Theorem III.3.12: (1) if $R=\mathbf{I}_{n}$, relation (III.3.36) reduces to the orthogonality of Hermite polynomials stated in (III.3.9) and (2) when $R=\operatorname{diag}(\rho, \ldots, \rho)$, (III.3.36) gives

$$
\begin{align*}
& \mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}(\rho X\right.\left.\left.+\sqrt{1-\rho^{2}} X_{0}\right)\right]=\mathbb{1}_{\kappa=\sigma} \cdot 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\rho^{2} \mathbf{I}_{n}\right) \frac{C_{\kappa}\left(\mathbf{I}_{\ell}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} \\
&=\mathbb{1}_{\kappa=\sigma} \cdot 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!\rho^{2 k} C_{\kappa}\left(\mathbf{I}_{\ell}\right) \tag{III.3.37}
\end{align*}
$$

where we used homogeneity of zonal polynomials. For completeness, in Example III.3.14, we present three explicit examples of (III.3.37) for the Hermite polynomials in (III.3.16) by relying on moment formulae for products of univariate Hermite polynomials.
(c) Writing $\mathbf{X}=\operatorname{Vec}(X)$ and $\mathbf{Y}=\operatorname{Vec}(Y)$, we know by Theorem III.3.2 that $H_{\kappa}^{(\ell, n)}(X) \in C_{2 k}^{\mathbf{X}}$ and $H_{\kappa}^{(\ell, n)}(Y) \in C_{2 k}^{\mathbf{Y}}$. In particular by orthogonality of Wiener chaoses, it is clear that $H_{\kappa}^{(\ell, n)}(X)$ and $H_{\sigma}^{(\ell, n)}(Y)$ are orthogonal in $L^{2}(\mathbb{P})$ when $k \neq l$. Remarkably relation (III.3.36) yields a stronger orthogonality in the sense that, even if $k=l$, the elements $H_{\kappa}^{(\ell, n)}(X)$ and $H_{\sigma}^{(\ell, n)}(Y)$, belonging both to the Wiener chaos of order $2 k$, are orthogonal as soon as $\kappa \neq \sigma$.
(d) Combining relation (III.3.8) with (III.3.36), we deduce an extended orthogonality relation for generalized matrix-variate Laguerre polynomials

$$
\begin{gathered}
\mathbb{E}\left[L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} X X^{T}\right) L_{\sigma}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} Y Y^{T}\right)\right]=\gamma_{\kappa}^{-1} \gamma_{\sigma}^{-1} \mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}(Y)\right] \\
=\mathbb{1}_{\kappa=\sigma} \cdot\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(R^{2}\right) \frac{C_{\kappa}\left(\mathbf{I}_{\ell}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)}
\end{gathered}
$$

where we used that $\gamma_{\kappa}:=(-2)^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1}$, thus extending the orthogonality relation in (III.2.11) obtained for $R=\mathbf{I}_{n}$.

Example III.3.14. In this example, we explicitly compute the covariance

$$
\mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}(Y)\right], \quad Y:=\rho X+\sqrt{1-\rho^{2}} X_{0}
$$

in the three examples (i) $\kappa=\sigma=(1)$, (ii) $\kappa=(2), \sigma=(1,1)$ and (iii) $\kappa=\sigma=(1,1)$ by relying on the explicit expansions of the corresponding matrix-Hermite polynomials in terms of univariate Hermite polynomials in (III.3.16) and product formulae for the latter. Our computations developed below are consistent with (III.3.37). In view of the covariance structure between $X$ and $Y$, we have that $\mathbb{E}\left[X_{i j} Y_{i^{\prime} j^{\prime}}\right]=\mathbb{1}\left[i=i^{\prime}, j=j^{\prime}\right] \rho$. We start with (i). Using the covariance structure together with the expression for $H_{(1)}^{(\ell, n)}$ in (III.3.16) yields

$$
\begin{gathered}
\mathbb{E}\left[H_{(1)}^{(\ell, n)}(X) H_{(1)}^{(\ell, n)}(Y)\right]=\frac{1}{4 n^{2}} \sum_{i_{1}, i_{2} \in[\ell]} \sum_{j_{1}, j_{2} \in[n]} \mathbb{E}\left[H_{2}\left(X_{i_{1} j_{1}}\right) H_{2}\left(Y_{i_{2} j_{2}}\right)\right] \\
=\frac{\rho^{2}}{2 n^{2}} \sum_{i_{1}, i_{2} \in[\ell]} \sum_{j_{1}, j_{2} \in[n]} \mathbb{1}\left[i_{1}=i_{2}, j_{1}=j_{2}\right]=\frac{\rho^{2}}{2 n^{2}} \ell n=\rho^{2} \frac{\ell}{2 n}
\end{gathered}
$$

where we used (III.3.35). On the other hand, using that $(n / 2)_{(1)}=n / 2$ and $C_{(1)}\left(\mathbf{I}_{\ell}\right)=\operatorname{tr}\left(\mathbf{I}_{\ell}\right)=\ell$ yields from (III.3.37)

$$
\mathbb{E}\left[H_{(1)}^{(\ell, n)}(X) H_{(1)}^{(\ell, n)}(Y)\right]=4^{-1} \frac{2}{n} \rho^{2} \ell=\rho^{2} \frac{\ell}{2 n}
$$

which coincides with the above. Let us now treat (ii). In view of (III.3.16), we can write

$$
H_{(2)}^{(\ell, n)}(X):=\frac{1}{12 n(n+2)} \sum_{i=1}^{5} A_{i}(X), \quad H_{(1,1)}^{(\ell, n)}(Y):=\frac{1}{6 n(n-1)}\left(B_{1}(Y)+B_{2}(Y)\right)
$$

where $A_{1}(X), \ldots, A_{5}(X)$ and $B_{1}(Y), B_{2}(Y)$ are the double summations appearing in the respective definitions of $H_{(2)}^{(\ell, n)}(X)$ and $H_{(1,1)}^{(\ell, n)}(Y)$ (including their multiplicative coefficient). We can thus compute

$$
\begin{equation*}
\mathbb{E}\left[H_{(2)}^{(\ell, n)}(X) H_{(1,1)}^{(\ell, n)}(Y)\right]=\frac{1}{12 n(n+2)} \frac{1}{6 n(n-1)} \sum_{i=1}^{5} \sum_{j=1}^{2} \mathbb{E}\left[A_{i}(X) B_{j}(Y)\right] \tag{III.3.38}
\end{equation*}
$$

which is a sum of ten terms. First we recall the following relations for jointly standard Gaussian random variables $N_{1}, N_{2}, Z_{1}, Z_{2}$ such that $\mathbb{E}\left[N_{1} N_{2}\right]=\mathbb{E}\left[Z_{1} Z_{2}\right]=0$,

$$
\begin{aligned}
\mathbb{E}\left[H_{4}\left(N_{1}\right) H_{2}\left(Z_{1}\right) H_{2}\left(Z_{2}\right)\right] & =24 \mathbb{E}\left[N_{1} Z_{1}\right]^{2} \mathbb{E}\left[N_{1} Z_{2}\right]^{2} \\
\mathbb{E}\left[H_{2}\left(N_{1}\right) Z_{1} Z_{2}\right] & =2 \mathbb{E}\left[N_{1} Z_{1}\right] \mathbb{E}\left[N_{1} Z_{2}\right] \\
\mathbb{E}\left[N_{1} N_{2} Z_{1} Z_{2}\right] & =\mathbb{E}\left[N_{1} Z_{1}\right] \mathbb{E}\left[N_{2} Z_{2}\right]+\mathbb{E}\left[N_{1} Z_{2}\right] \mathbb{E}\left[N_{2} Z_{1}\right]
\end{aligned}
$$

Combining these relations with the covariance structure between $X$ and $Y$, one verifies that

$$
\mathbb{E}\left[A_{i}(X) B_{j}(Y)\right]=0, \quad \forall(i, j) \notin\{(5,2),(4,1)\}
$$

and

$$
\mathbb{E}\left[A_{4}(X) B_{1}(Y)\right]=-\mathbb{E}\left[A_{5}(X) B_{2}(Y)\right]=8 \ell(\ell-1) n(n-1) \rho^{4}
$$

implying in particular that $\mathbb{E}\left[H_{(2)}^{(\ell, n)}(X) H_{(1,1)}^{(\ell, n)}(Y)\right]=0$ in view of (III.3.38). Proceeding similarly for example (iii), we write

$$
\mathbb{E}\left[H_{(1,1)}^{(\ell, n)}(X) H_{(1,1)}^{(\ell, n)}(Y)\right]=\frac{1}{36 n^{2}(n-1)^{2}} \sum_{i, j=1}^{2} \mathbb{E}\left[B_{i}(X) B_{j}(Y)\right]
$$

where $B_{1}$ and $B_{2}$ are as above, for which we compute

$$
\begin{aligned}
& \mathbb{E}\left[B_{1}(X) B_{1}(Y)\right]=\mathbb{E}\left[A_{4}(X) B_{1}(X)\right]=8 \ell(\ell-1) n(n-1) \rho^{4}, \\
& \mathbb{E}\left[B_{1}(X) B_{2}(Y)\right]=\mathbb{E}\left[B_{2}(X) B_{1}(Y)\right]=\mathbb{E}\left[A_{4}(X) B_{2}(Y)\right]=0, \\
& \mathbb{E}\left[B_{2}(X) B_{2}(Y)\right]=-\frac{1}{2} \mathbb{E}\left[A_{5}(X) B_{2}(Y)\right]=4 \ell(\ell-1) n(n-1) \rho^{4},
\end{aligned}
$$

where $A_{4}$ and $A_{5}$ are the terms appearing in $H_{(2)}^{(\ell, n)}$. Summing these terms yields

$$
\begin{equation*}
\mathbb{E}\left[H_{(1,1)}^{(\ell, n)}(X) H_{(1,1)}^{(\ell, n)}(Y)\right]=\frac{1}{36 n^{2}(n-1)^{2}} \sum_{i, j=1}^{2} \mathbb{E}\left[B_{i}(X) B_{j}(Y)\right]=\frac{1}{3 n(n-1)} \ell(\ell-1) \rho^{4} \tag{III.3.39}
\end{equation*}
$$

On the other hand, computing $(n / 2)_{(1,1)}=n(n-1) / 4$ and $C_{(1,1)}\left(\mathbf{I}_{\ell}\right)=\frac{2}{3} \ell(\ell-1)$ yields from (III.3.37)

$$
\mathbb{E}\left[H_{(1,1)}^{(\ell, n)}(X) H_{(1,1)}^{(\ell, n)}(Y)\right]=4^{-2}\left(\frac{n}{2}\right)_{(1,1)}^{-1} 2!\rho^{4} C_{(1,1)}\left(\mathbf{I}_{\ell}\right)=\frac{1}{3 n(n-1)} \ell(\ell-1) \rho^{4}
$$

which is consistent with (III.3.39).

## III.3.4 Applications to geometric functionals of Gaussian random fields

In this section, we apply our main results of Sections III.3.1, III.3.2 and III.3.3 to the study of geometric functionals of multidimensional Gaussian fields.

In Section III.3.4.1, we consider random variables admitting an integral representation in terms of Jacobian determinants associated with multi-dimensional Gaussian fields. We argue that such a definition can be interpreted as the total variation of vector-valued functions, generalizing the classical definition of total variation of multi-variate functions. More specifically, in the setting of a certain matrix correlation structure between two Jacobian matrices, appearing notably in the study of Gaussian Laplace eigenfunctions, we exploit the findings of Theorem III.3.12 to obtain a precise expression for the variance of the total variation in terms of integrals of zonal polynomials.

In Section III.3.4.2, we apply the general framework of Section III.3.4.1 to vectors of independent arithmetic random waves with the same eigenvalue on the three-dimensional torus, and prove a CLT in the high-energy regime for their generalized total variation on the full torus.

In Section III.3.4.3, we consider the nodal volumes associated with vectors of independent arithmetic random waves on the three torus. In particular, we provide its Wiener-Itô chaos expansions in terms of both, multivariate and matrix-variate Hermite polynomials, and provide some insight for variance estimates of its chaotic components.

## III.3.4.1 Generalized total variation of vector-valued functions

Let $n \geq 1$ be an integer and consider a centred smooth Gaussian field $\mathfrak{f}=\left\{\mathfrak{f}(z): z \in \mathbb{R}^{n}\right\}$ on $\mathbb{R}^{n}$. For $1 \leq \ell \leq n$, we consider $\ell$ i.i.d copies $\mathfrak{f}^{(1)}, \ldots, \mathfrak{f}^{(\ell)}$ of $\mathfrak{f}$ and are interested in the $\ell$-dimensional Gaussian field

$$
\tilde{\mathfrak{f}}_{\ell}=\left\{\tilde{\mathfrak{f}}_{\ell}(z)=\left(\mathfrak{f}^{(1)}(z), \ldots, \mathfrak{f}^{(\ell)}(z)\right): z \in \mathbb{R}^{n}\right\} .
$$

We denote by $\mathfrak{f}_{\ell}^{\prime}(z) \in \mathbb{R}^{\ell \times n}$ the Jacobian matrix of $\tilde{f}_{\ell}$ evaluated at $z \in \mathbb{R}^{n}$. Moreover, we assume that (i) for every $z \in \mathbb{R}^{n}$, the distribution of $\tilde{f}_{\ell}(z)$ is non-degenerate and (ii) for every $z \in \mathbb{R}^{n}, \mathfrak{f}_{\ell}^{\prime}(z) \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$. We define the following random variable.

Definition III.3.15. For a compact domain $U \subset \mathbb{R}^{n}$, we define

$$
\begin{equation*}
\mathbf{V}_{\ell, n}\left(\mathfrak{f}_{\ell} ; U\right):=\int_{U} \Phi\left(\mathfrak{f}_{\ell}^{\prime}(z)\right) d z \tag{III.3.40}
\end{equation*}
$$

where $\Phi(M):=\operatorname{det}\left(M M^{T}\right)^{1 / 2}$ for $M \in \mathbb{R}^{\ell \times n}$.
We note that the above integral is well-defined since $U$ is compact and $\operatorname{det}\left(\mathfrak{f}_{\ell}^{\prime}(z)\right)$ is a multivariate polynomial in the entries of $\mathfrak{f}_{\ell}^{\prime}(z)$. We remark that the random variable $\mathbf{V}_{\ell, n}\left(\mathfrak{f}_{\ell} ; U\right)$ can be seen as a generalization of the total variation of vector-valued functions. Indeed, for $\ell=1$, (III.3.40) coincides with the definition of the total variation for functions $\mathbb{R}^{n} \rightarrow \mathbb{R}$. For $\ell=n$, [FFM04, DP12] consider a relaxed total variation of the Jacobian given by the Area formula (see Proposition I.1.11)

$$
\mathbf{V}_{n, n}\left(\mathfrak{f}_{n} ; U\right)=\int_{U}\left|\operatorname{det}\left(\tilde{f}_{n}^{\prime}(z)\right)\right| d z=\int_{\mathbb{R}^{n}} N_{y}\left(\tilde{f}_{n} ; U\right) d y
$$

where $N_{y}\left(\mathfrak{f}_{n} ; U\right)=\operatorname{card}\left(\left\{z \in U: \mathfrak{f}_{n}(z)=y\right\}\right)$. Using the Co-area formula in (III.3.40) shows that

$$
\mathbf{V}_{\ell, n}\left(\tilde{f}_{\ell} ; U\right)=\int_{\mathbb{R}^{\ell}} \sigma_{y}\left(\tilde{f}_{\ell} ; U\right) d y
$$

where $\sigma_{y}\left(\mathfrak{f}_{\ell} ; U\right)$ denotes the $(n-\ell)$-dimensional Hausdorff measure of the level set $\left\{z \in U: \mathfrak{f}_{\ell}(z)=y\right\}$. Thus, the definition (III.3.40) generalizes the above setting to functions $\mathbb{R}^{n} \rightarrow \mathbb{R}^{\ell}$ with $\ell<n$.

From now on, $1 \leq \ell \leq n$ are fixed and we write $\mathbf{V}\left(\mathfrak{f}_{\ell} ; U\right)=\mathbf{V}_{\ell, n}\left(\mathfrak{f}_{\ell} ; U\right)$. The fact that, for every $z \in \mathbb{R}^{n}, \Phi\left(\mathfrak{f}_{\ell}^{\prime}(z)\right)$ is an element of $L^{2}\left(\mu_{\mathfrak{f}_{\ell}^{\prime}}(z)\right)$ implies that $\mathbf{V}\left(\mathfrak{f}_{\ell} ; U\right)$ can be expanded in matrix-variate Hermite polynomials by means of Corollary III.3.8, yielding its Wiener chaos expansion

$$
\begin{equation*}
\mathbf{V}\left(\mathfrak{f}_{\ell} ; U\right)=\sum_{k \geq 0} \mathbf{V}\left(\mathfrak{f}_{\ell} ; U\right)[2 k], \quad \mathbf{V}\left(\mathfrak{f}_{\ell} ; U\right)[2 k]=\sum_{\kappa \vdash k} \widehat{\Phi}(\kappa) \int_{U} H_{\kappa}^{(\ell, n)}\left(\mathfrak{f}_{\ell}^{\prime}(z)\right) d z \tag{III.3.41}
\end{equation*}
$$

where $\widehat{\Phi}(\kappa)$ is as in (III.3.26) and $\mathbf{V}\left(\mathfrak{f}_{\ell} ; U\right)[2 k]$ denotes the projection of $\mathbf{V}\left(\mathfrak{f}_{\ell} ; U\right)$ onto the Wiener chaos of order $2 k$ associated with $\mathfrak{f}_{\ell}$. In the following proposition, we compute the variance of the total variation of $\tilde{f}_{\ell}$ on $U$ in the specific framework, where the matrices $\mathfrak{f}_{\ell}^{\prime}(z)$ and $\mathfrak{f}_{\ell}^{\prime}\left(z^{\prime}\right)$ satisfy a certain matrix correlation structure for every $z, z^{\prime} \in \mathbb{R}^{n}$ (see (III.3.42) below).

Proposition III.3.16. Let the above notation prevail. Assume furthermore that for every $z, z^{\prime} \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\mathfrak{f}_{\ell}^{\prime}\left(z^{\prime}\right) \stackrel{d}{=} \mathfrak{f}_{\ell}^{\prime}(z) R\left(z, z^{\prime}\right)+X_{0}\left(\mathbf{I}_{n}-R\left(z, z^{\prime}\right)^{2}\right)^{1 / 2} \tag{III.3.42}
\end{equation*}
$$

in distribution, where $X_{0}=X_{0}\left(z, z^{\prime}\right)$ is an independent copy of $\mathfrak{f}_{\ell}^{\prime}(z)$ and $R\left(z, z^{\prime}\right)$ is a deterministic matrix. Then,

$$
\begin{equation*}
\operatorname{Var}\left[\mathbf{V}\left(\tilde{f}_{\ell} ; U\right)\right]=\sum_{k \geq 1} \sum_{\kappa \vdash k} \widehat{\Phi}(\kappa)^{2} 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!\frac{C_{\kappa}\left(\mathbf{I}_{\ell}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} \int_{U \times U} C_{\kappa}\left(R\left(z, z^{\prime}\right)^{2}\right) d z d z^{\prime} \tag{III.3.43}
\end{equation*}
$$

where $\widehat{\Phi}(\kappa)$ is as in (III.3.26).

## III.3.4.2 Applications to Arithmetic Random Waves on the three-torus

In this section, we apply the general framework presented in Section III.3.4.1 to the setting of vectors of independent arithmetic random waves on the three-torus, $\mathbb{T}^{3}$. Recall that Arithmetic Random Waves $T_{n}$ are defined for integers $n \in S_{3}$ (that is $n$ is an integer expressible as the sum of three integer squares) as the stationary Gaussian process $\left\{T_{n}(z): z \in \mathbb{T}^{3}\right\}$ on the three-torus with covariance function

$$
\begin{equation*}
r^{(n)}\left(z, z^{\prime}\right):=\mathbb{E}\left[T_{n}(z) T_{n}\left(z^{\prime}\right)\right]=\frac{1}{\mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} e_{\lambda}\left(z-z^{\prime}\right)=: r^{(n)}\left(z-z^{\prime}\right), \quad z, z^{\prime} \in \mathbb{T}^{3} \tag{III.3.44}
\end{equation*}
$$

where $e_{\lambda}(z):=\exp (2 \pi i\langle\lambda, z\rangle), \Lambda_{n}$ denotes the set of frequencies and $\mathcal{N}_{n}$ is its cardinality. For thorough introduction on Arithmetic Random Waves, we refer the reader to Section II.1.2 of Chapter II.
Total variation of vectors of $A R W$ on $\mathbb{T}^{3}$. For an integer $1 \leq \ell \leq 3$ and $n \in S_{3}$, we consider i.i.d copies


$$
\begin{equation*}
\mathbf{T}_{n}^{(\ell)}:=\left\{\mathbf{T}_{n}^{(\ell)}(z)=\left(T_{n}^{(1)}(z), \ldots, T_{n}^{(\ell)}(z)\right): z \in \mathbb{T}^{3}\right\} \tag{III.3.45}
\end{equation*}
$$

Our specific goal is to study the high-energy behaviour (that is, when $\mathcal{N}_{n} \rightarrow \infty$ ) of the total variation $\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)$ (as defined in (III.3.40)) of $\mathbf{T}_{n}^{(\ell)}$ on the full torus. Rescaling the Jacobian matrix of $\mathbf{T}_{n}^{(\ell)}$ to make its entries have unit variance and according to (III.3.40), we use the homogeneity of the determinant in order to rewrite the total variation as

$$
\begin{equation*}
\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \int_{\mathbb{T}^{3}} \Phi\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z \tag{III.3.46}
\end{equation*}
$$

where $\Phi(M):=\sqrt{\operatorname{det}\left(M M^{T}\right)}$ and $\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)$ denotes its normalized Jacobian matrix evaluated at $z$. We furthermore adopt the notation

$$
\begin{equation*}
r_{j, j^{\prime}}^{(n)}(z):=\frac{\partial^{2}}{\partial z_{j} \partial z_{j}^{\prime}} r^{(n)}(z), \quad \tilde{r}_{j, j^{\prime}}^{(n)}(z):=\left(\frac{E_{n}}{3}\right)^{-1} r_{j, j^{\prime}}^{(n)}(z) . \tag{III.3.47}
\end{equation*}
$$

The statement of our result is divided into three parts: (i) gives the expected total variation of vectorvalued ARWs on the full torus, (ii) is an exact variance asymptotic and (iii) is a Central Limit Theorem in the high-energy regime for the normalized total variation

$$
\begin{equation*}
\widehat{\mathbf{V}}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right):=\frac{\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)-\mathbb{E}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)\right]}{\sqrt{\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)\right]}} \tag{III.3.48}
\end{equation*}
$$

Theorem III.3.17. Let the above notation prevail.
(i) (Expected total variation) For every $n \in S_{3}$, we have

$$
\begin{equation*}
\mathbb{E}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)\right]=\left(\frac{E_{n}}{3}\right)^{\ell / 2} 2^{\ell / 2} \frac{\Gamma_{\ell}(2)}{\Gamma_{\ell}\left(\frac{3}{2}\right)} \tag{III.3.49}
\end{equation*}
$$

(ii) (Asymptotic variance) As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\begin{equation*}
\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)\right]=\left(\frac{E_{n}}{3}\right)^{\ell} 2^{\ell} \frac{\Gamma_{\ell}(2)^{2}}{\Gamma_{\ell}\left(\frac{3}{2}\right)^{2}} \frac{\ell}{2 \mathcal{N}_{n}}\left(1+O\left(n^{-1 / 28+o(1)}\right)\right) \tag{III.3.50}
\end{equation*}
$$

(iii) $(C L T)$ As $n \rightarrow \infty, n \neq 0,4,7(\bmod 8)$,

$$
\begin{equation*}
\widehat{\mathbf{V}}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right) \xrightarrow{d} \mathcal{N}(0,1) \tag{III.3.51}
\end{equation*}
$$

where $\xrightarrow{d}$ denotes convergence in distribution.
We remark that (III.3.49) and (III.3.50) imply that the normalized total variation $\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right) / E_{n}^{\ell}$ converges in probability to $\left(\frac{2}{3}\right)^{\ell / 2} \frac{\Gamma_{\ell}(2)}{\Gamma_{\ell}(3 / 2)}$ as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$. Our proof of Theorem III.3.17 is based on the expansion of the total variation in (III.3.46) into matrix-variate Hermite polynomials by means of Corollary III.3.8 (see also (III.3.41)). As we will prove, the high-energy distributional behaviour of the normalized total variation is entirely characterized by its projection on the second Wiener chaos, which explains the underlying Gaussian fluctuations. In order to prove the negligibility of higer-order Wiener chaoses with respect to the second one, we rely on fine estimates for the second and sixth integral moments of $r^{(n)}$ derived in [BM19].

## III.3.4.3 Wiener chaos expansion of nodal volumes associated with ARW

In this section, we consider the same framework of Section III.3.4.2 and provide the Wiener chaos expansion of the $(3-\ell)$-dimensional volume $L_{n}^{(\ell)}:=\mathcal{H}_{3-\ell}\left(\left(\mathbf{T}_{n}^{(\ell)}\right)^{-1}(0)\right)$ of the nodal sets associated with $\mathbf{T}_{n}^{(\ell)}$ in (III.3.45), that we extensively studied in Chapter II.

Recall that, as discussed in Section II.3.1 of Chapter II, using the Area/Co-Area formulae (see Proposition I.1.11), the random variable $L_{n}^{(\ell)}$ is defined $\mathbb{P}$-almost surely and in $L^{2}(\mathbb{P})$ by the integral representation

$$
\begin{equation*}
L_{n}^{(\ell)}=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \int_{\mathbb{T}^{3}} \delta_{(0, \ldots, 0)}\left(\mathbf{T}_{n}^{(\ell)}(z)\right) \Phi\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z \tag{III.3.52}
\end{equation*}
$$

where $\Phi$ is as in (III.3.46) and for $x=\left(x_{1}, \ldots, x_{\ell}\right) \in \mathbb{R}^{\ell}, \delta_{(0, \ldots, 0)}(x):=\delta_{0}\left(x_{1}\right) \cdots \delta_{0}\left(x_{\ell}\right)$ denotes the multiple Dirac mass at the origin. Here below we show how matrix-variate Hermite polynomials allow one to obtain compact forms of the Wiener-Itô chaos expansion of $L_{n}^{(\ell)}$.

In view of definition (III.3.52), we use the stochastic independence of $\mathbf{T}_{n}^{(\ell)}(z)$ and $\widetilde{\mathrm{jac}} \mathbf{T}_{n}^{(\ell)}(z)$ for every fixed $z \in \mathbb{T}^{3}$, to derive the chaos expansion of the nodal volume. Indeed, the latter is obtained by multiplying the respective Hermite expansions of the multivariate Dirac function and of $\Phi$ and then integrate over the torus.
Formal Wiener chaos expansion of multiple Dirac mass. The multivariate Dirac mass admits the formal expansion into multivariate Hermite polynomials (see Lemma II.A. 1 of Chapter II)

$$
\delta_{(0, \ldots, 0)}\left(\mathbf{T}_{n}^{(\ell)}(z)\right)=\sum_{q \geq 0} \sum_{|\alpha|=q} \frac{\tilde{\beta}_{\alpha}}{\alpha!} H_{\alpha}^{\otimes \ell}\left(\mathbf{T}_{n}^{(\ell)}(z)\right), \quad z \in \mathbb{T}^{3}
$$

where $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{\ell}\right) \in 2 \mathbb{N}^{\ell},|\alpha|:=\sum_{i=1}^{\ell} \alpha_{i}, \alpha!:=\prod_{i=1}^{\ell} \alpha_{i}!$ and

$$
\tilde{\beta}_{\alpha}:=\prod_{i=1}^{\ell} \beta_{\alpha_{i}} ; \quad \beta_{\alpha_{i}}:=\int_{\mathbb{R}} \delta_{0}(u) H_{\alpha_{i}}(u) \gamma(d u) .
$$

Wiener chaos expansion of Gramian determinant. By Corollary III.3.8, we have the expansion of $\Phi$ in matrix-variate Hermite polynomials

$$
\Phi\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right)=\sum_{k \geq 0} \sum_{\kappa \vdash k} \widehat{\Phi}(\kappa) H_{\kappa}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right), \quad z \in \mathbb{T}^{3}
$$

where the projection coefficients are obtained from (III.3.26) applied with $n=3$,

$$
\begin{equation*}
\widehat{\Phi}(\kappa)=(-2)^{k}\left(\frac{3}{2}\right)_{\kappa} 2^{\ell / 2} \cdot \frac{1}{k!} \frac{\Gamma_{\ell}(2)}{\Gamma_{\ell}\left(\frac{3}{2}\right)} \sum_{s=0}^{k} \sum_{\sigma \vdash s}\binom{\kappa}{\sigma}(-1)^{s} \frac{(2)_{\sigma}}{\left(\frac{3}{2}\right)_{\sigma}} . \tag{III.3.53}
\end{equation*}
$$

Wiener chaos expansion of the nodal volume. Combining the two previous expansions and using independence, the Wiener chaos expansion of $L_{n}^{(\ell)}$ is given by the $L^{2}(\mathbb{P})$-converging series $L_{n}^{(\ell)}=\sum_{q \geq 0} L_{n}^{(\ell)}[2 q]$ where for $q \geq 0, L_{n}^{(\ell)}[2 q]$ is the chaotic component of order $2 q$ given by

$$
\begin{align*}
& L_{n}^{(\ell)}[2 q] \\
= & \left(\frac{E_{n}}{3}\right)^{\ell / 2} \sum_{q_{1}+2 q_{2}=2 q} \int_{\mathbb{T}^{3}} \sum_{|\alpha|=q_{1}} \frac{\tilde{\beta}_{\alpha}}{\alpha!} H_{\alpha}^{\otimes \ell}\left(\mathbf{T}_{n}^{(\ell)}(z)\right) \sum_{\kappa \vdash q_{2}} \widehat{\Phi}(\kappa) H_{\kappa}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z \\
= & \left(\frac{E_{n}}{3}\right)^{\ell / 2} \sum_{q_{1}+2 q_{2}=2 q} \sum_{|\alpha|=q_{1}} \sum_{\kappa \vdash q_{2}} \frac{\tilde{\beta}_{\alpha}}{\alpha!} \widehat{\Phi}(\kappa) \int_{\mathbb{T}^{3}} H_{\alpha}^{\otimes \ell}\left(\mathbf{T}_{n}^{(\ell)}(z)\right) H_{\kappa}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z . \tag{III.3.54}
\end{align*}
$$

We remark that, unlike the Wiener chaos expansion of the generalized total variation in (III.3.41), it becomes clear that the presence of the multiple Dirac mass leads to an expression containing both multivariate and matrix-variate Hermite polynomials. We write out the expressions obtained from (III.3.54) for $q \in\{0,1,2\}$, corresponding to the projections of $L_{n}^{(\ell)}$ on chaoses of order 0,2 and 4, respectively. For $q=0$, we obtain the expected nodal volume

$$
L_{n}^{(\ell)}[0]=\mathbb{E}\left[L_{n}^{(\ell)}\right]=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \beta_{0}^{\ell} \widehat{\Phi}((0))=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \frac{1}{(2 \pi)^{\ell / 2}} 2^{\ell / 2} \frac{\Gamma_{\ell}(2)}{\Gamma_{\ell}\left(\frac{3}{2}\right)}
$$

thus recovering the value of the expected nodal volume established in part (i) of our Theorem II.1.1. The projection on the second Wiener chaos is obtained for $q=1$,

$$
L_{n}^{(\ell)}[2]=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \int_{\mathbb{T}^{3}}\left[\sum_{i=1}^{\ell} \frac{\beta_{2}}{2!} H_{2}\left(T_{n}^{(i)}(z)\right)+\widehat{\Phi}((1)) H_{(1)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right)\right] d z
$$

In Section II. 2 of Chapter II, we presented a general principle, based on an application of Green's formula on manifolds, leading to cancellation phenomena in the study of nodal sets associated with Gaussian fields. In particular, we derived that that $L_{n}[2]=0$ (see Section II.2.2 for details). An equivalent reformulation of this fact in terms of the matrix-variate Hermite polynomials $H_{(1)}^{(\ell, 3)}$ then leads to the identity

$$
\int_{\mathbb{T}^{3}}\left[\sum_{i=1}^{\ell} \frac{\beta_{2}}{2!} H_{2}\left(T_{n}^{(i)}(z)\right)+\widehat{\Phi}((1)) H_{(1)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right)\right] d z=0
$$

Using the definition of $H_{(1)}^{(\ell, 3)}$ in terms of univariate Hermite polynomials $H_{2}$ (see (III.3.16)), and subsequently applying Green's integration by part formula on manifolds (see e.g. [Lee97, p.44]) eventually recovers this cancellation phenomenon. The fourth-order chaotic component of the nodal volume is obtained from (III.3.54) with $q=2$, namely writing $\tilde{\beta}_{0}:=\prod_{i=1}^{\ell} \beta_{0}=\beta_{0}^{\ell}$

$$
\begin{align*}
& L_{n}^{(\ell)}[4] \\
&=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \int_{\mathbb{T}^{3}} {\left[\widehat{\Phi}((0)) \sum_{|\alpha|=4} \frac{\tilde{\beta}_{\alpha}}{\alpha!} H_{\alpha}^{\otimes \ell}\left(\mathbf{T}_{n}^{(\ell)}(z)\right)+\sum_{|\alpha|=2} \frac{\tilde{\beta}_{\alpha}}{\alpha!} \widehat{\Phi}((1)) H_{\alpha}^{\otimes \ell}\left(\mathbf{T}_{n}^{(\ell)}(z)\right) H_{(1)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right)\right.} \\
&\left.+\tilde{\beta}_{0} \widehat{\Phi}((2)) H_{(2)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right)+\tilde{\beta}_{0} \widehat{\Phi}((1,1)) \int_{\mathbb{T}^{3}} H_{(1,1)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right)\right] d z \\
&=\left(\frac{E_{n}}{3}\right)^{\ell / 2}\left[\widehat{\Phi}((0)) \frac{\beta_{4}}{4!} \sum_{i \in[\ell]} \int_{\mathbb{T}^{3}} H_{4}\left(T_{n}^{(i)}(z)\right) d z+\left(\frac{\beta_{2}}{2!}\right)^{2} \widehat{\Phi}((0)) \sum_{i<j \in[\ell]} \int_{\mathbb{T}^{3}} H_{2}\left(T_{n}^{(i)}(z)\right) H_{2}\left(T_{n}^{(j)}(z)\right) d z\right. \\
&+\frac{\beta_{2}}{2!} \widehat{\Phi}((1)) \sum_{i \in[\ell]} \int_{\mathbb{T}^{3}} H_{2}\left(T_{n}^{(i)}(z)\right) H_{(1)}^{(\ell, 3)}\left(\widetilde{\left.\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z}\right. \\
&\left.\quad+\tilde{\beta}_{0} \widehat{\Phi}((2)) \int_{\mathbb{T}^{3}} H_{(2)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z+\tilde{\beta}_{0} \widehat{\Phi}((1,1)) \int_{\mathbb{T}^{3}} H_{(1,1)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z\right] \\
&=:\left(\frac{E_{n}}{3}\right)^{\ell / 2}\left[T_{1}^{(\ell)}(n)+\ldots+T_{5}^{(\ell)}(n)\right], \tag{III.3.55}
\end{align*}
$$

where

$$
\begin{aligned}
T_{1}^{(\ell)}(n) & :=\frac{\beta_{4}}{4!} \widehat{\Phi}((0)) \sum_{i \in[\ell]} \int_{\mathbb{T}^{3}} H_{4}\left(T_{n}^{(i)}(z)\right) d z \\
T_{2}^{(\ell)}(n) & :=\left(\frac{\beta_{2}}{2!}\right)^{2} \widehat{\Phi}((0)) \sum_{i<j \in[\ell]} \int_{\mathbb{T}^{3}} H_{2}\left(T_{n}^{(i)}(z)\right) H_{2}\left(T_{n}^{(j)}(z)\right) d z \\
T_{3}^{(\ell)}(n) & :=\frac{\beta_{2}}{2!} \widehat{\Phi}((1)) \sum_{i \in[\ell]} \int_{\mathbb{T}^{3}} H_{2}\left(T_{n}^{(i)}(z)\right) H_{(1)}^{(\ell, 3)}\left(\widetilde{\left.\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z}\right. \\
T_{4}^{(\ell)}(n) & :=\tilde{\beta}_{0} \widehat{\Phi}((2)) \int_{\mathbb{T}^{3}} H_{(2)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z \\
T_{5}^{(\ell)}(n) & :=\tilde{\beta}_{0} \widehat{\Phi}((1,1)) \int_{\mathbb{T}^{3}} H_{(1,1)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z,
\end{aligned}
$$

that is, the fourth-order chaotic component can be written compactly as a sum of 5 terms. This expression is to be compared with Equation (II.3.23). Furthermore, when $\ell=1$, we have that $T_{5}^{(1)}(n)=0$, since in this case, only projection coefficients $\widehat{\Phi}(\kappa)$ associated with partitions $\kappa$ of length one contribute to the chaotic expansion of $L_{n}^{(\ell)}$. Writing out the explicit values of the projection coefficients in (III.3.53) for partitions $\kappa \in\{(2),(1,1)\}$ and using the expressions for matrix-variate Hermite polynomials in (III.3.16), we recover the projection coefficients on the fourth Wiener chaos associated with $\Phi$ appearing in Proposition II.B. 5 of Chapter II (see also Proposition II.3.14).

In Chapter II, we established variance asymptotics of the fourth Wiener chaos by computing variances and covariances of each terms appearing in its expression. Here below, we give some insight to deal with the variance of the fourth Wiener chaos in a more compact form. From (III.3.55), the variance of $L_{n}^{(\ell)}$ [4] is given by

$$
\operatorname{Var}\left[L_{n}^{(\ell)}[4]\right]=\left(\frac{E_{n}}{3}\right)^{\ell}\left\{\sum_{p=1}^{5} \operatorname{Var}\left[T_{p}^{(\ell)}(n)\right]+2 \sum_{1 \leq p<q \leq 5} \mathbb{E}\left[T_{p}^{(\ell)}(n) T_{q}^{(\ell)}(n)\right]\right\}
$$

In order to deal with the variances of the random variables $T_{p}^{(\ell)}(n), p=1,2,3$, one can rely on the classical diagram formulae for Hermite polynomials (see e.g. [PT11]), whereas for the variance of $T_{p}^{(\ell)}(n), p=4,5$, one has

$$
\begin{aligned}
\operatorname{Var}\left[T_{4}^{(\ell)}(n)\right] & =\tilde{\beta}_{0}^{2} \widehat{\Phi}((2))^{2} \int_{\mathbb{T}^{3} \times \mathbb{T}^{3}} \mathbb{E}\left[H_{(2)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) H_{(2)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}\left(z^{\prime}\right)\right)\right] d z d z^{\prime} \\
\operatorname{Var}\left[T_{5}^{(\ell)}(n)\right] & =\tilde{\beta}_{0}^{2} \widehat{\Phi}((1,1))^{2} \int_{\mathbb{T}^{3} \times \mathbb{T}^{3}} \mathbb{E}\left[H_{(1,1)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) H_{(1,1)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}\left(z^{\prime}\right)\right)\right] d z d z^{\prime}
\end{aligned}
$$

Using the fact that the Jacobian matrices $\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)$ and $\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}\left(z^{\prime}\right)$ are correlated according to (III.3.42) where $R\left(z, z^{\prime}\right)=R_{n}\left(z-z^{\prime}\right)$ with (see also the proof of Lemma III.4.6 for more details on this)

$$
R_{n}\left(z-z^{\prime}\right):=\left(\tilde{r}_{j, j^{\prime}}^{(n)}\left(z-z^{\prime}\right)\right)_{j, j^{\prime} \in[3]}, \quad \tilde{r}_{j, j^{\prime}}^{(n)}\left(z-z^{\prime}\right):=\left(\frac{E_{n}}{3}\right)^{-1} \frac{\partial^{2}}{\partial z_{j} \partial z_{j^{\prime}}} r^{(n)}\left(z-z^{\prime}\right)
$$

we can use Theorem III.3.12 to infer (for $T_{4}^{(\ell)}(n)$ and similarly for $T_{5}^{(\ell)}(n)$ )

$$
\begin{aligned}
\operatorname{Var}\left[T_{4}^{(\ell)}(n)\right] & =\tilde{\beta}_{0}^{2} \widehat{\Phi}((2))^{2} 4^{-2}\left(\frac{3}{2}\right)_{(2)}^{-1} 2!\frac{C_{(2)}\left(\mathbf{I}_{\ell}\right)}{C_{(2)}\left(\mathbf{I}_{3}\right)} \int_{\mathbb{T}^{3} \times \mathbb{T}^{3}} C_{(2)}\left(R_{n}\left(z-z^{\prime}\right)^{2}\right) d z d z^{\prime} \\
& =\tilde{\beta}_{0}^{2} \widehat{\Phi}((2))^{2} 4^{-2}\left(\frac{3}{2}\right)_{(2)}^{-1} 2!\frac{C_{(2)}\left(\mathbf{I}_{\ell}\right)}{C_{(2)}\left(\mathbf{I}_{3}\right)} \int_{\mathbb{T}^{3}} C_{(2)}\left(R_{n}(z)^{2}\right) d z
\end{aligned}
$$

where the last identity follows from stationarity (and a similar expression involving the zonal polynomial $C_{(1,1)}$ holds for the variance of $\left.T_{5}^{(\ell)}(n)\right)$. Moreover since $T_{4}^{(\ell)}(n)$ and $T_{5}^{(\ell)}(n)$ involve different partitions of the integer 2, Theorem III.3.12 implies that $\mathbb{E}\left[T_{4}^{(\ell)}(n) T_{5}^{(\ell)}(n)\right]=0$, that is, the random variables $T_{4}(n)$ and $T_{5}(n)$ are orthogonal in $L^{2}(\mathbb{P})$. It should be remarked that $T_{4}^{(\ell)}(n)$ and $T_{5}^{(\ell)}(n)$ are however not orthogonal in $L^{2}(\mathbb{P})$ to the remaining terms $T_{p}^{(\ell)}(n), p=1,2,3$, as can be seen for instance from

$$
\mathbb{E}\left[T_{4}^{(\ell)}(n) T_{1}^{(\ell)}(n)\right]=\left(\frac{\beta_{4}}{4!}\right)^{2} \widehat{\Phi}((2))^{2} \sum_{i \in[\ell]} \int_{\mathbb{T}^{3} \times \mathbb{T}^{3}} \mathbb{E}\left[H _ { 4 } ( T _ { n } ^ { ( i ) } ( z ) ) H _ { ( 2 ) } ^ { ( \ell , 3 ) } \left(\widetilde{\left.\left.\mathrm{jac}_{\mathbf{T}_{n}^{(\ell)}}\left(z^{\prime}\right)\right)\right] d z d z^{\prime} .}\right.\right.
$$

involving covariances of both univariate and matrix-variate Hermite polynomials. Writing out $H_{(2)}^{(\ell, 3)}$ in univariate Hermite polynomials in (III.3.16), and using independence, we obtain that

$$
\sum_{i=1}^{\ell} \mathbb{E}\left[H_{4}\left(T_{n}^{(i)}(z)\right) H_{(2)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}\left(z^{\prime}\right)\right)\right]=\ell \cdot \mathbb{E}\left[H_{4}\left(T_{n}^{(1)}(z)\right) H_{(2)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}\left(z^{\prime}\right)\right)\right]
$$

$$
\begin{aligned}
&=\frac{\ell}{36 \cdot 5}\left(3 \sum_{j \in[3]} \mathbb{E}\left[H_{4}\left(T_{n}^{(1)}(z)\right) H_{4}\left(\tilde{\partial}_{j} T_{n}^{(1)}\left(z^{\prime}\right)\right)\right]\right. \\
&\left.+3 \sum_{j_{1} \neq j_{2} \in[3]} \mathbb{E}\left[H_{4}\left(T_{n}^{(1)}(z)\right) H_{2}\left(\tilde{\partial}_{j_{1}} T_{n}^{(1)}\left(z^{\prime}\right)\right) H_{2}\left(\tilde{\partial}_{j_{2}} T_{n}^{(1)}\left(z^{\prime}\right)\right)\right]\right) .
\end{aligned}
$$

In order to deal with this expression, one can again use the classical diagram formulae for univariate Hermite polynomials (see for instance the relations in Example III.3.14). We thus believe that matrixvariate Hermite polynomials can be adequately used in order to handle covariances of terms involving only the gradient components of $\mathbf{T}_{n}^{(\ell)}$.

## III. 4 Proofs of main results

## III.4.1 Proofs of Section III.3.1

## Proof of Theorem III.3.2

Since $F \in L^{2}\left(\mu_{X}\right) \subset L^{2}\left(\gamma^{(\ell, n)}\right)$, we can expand it in the two orthonormal systems $\mathbb{H}_{[\ell n]}$ and $\mathbb{H}_{[\ell \times n]}$ defined in (III.3.1) and (III.3.11) respectively, yielding

$$
\begin{equation*}
F=\sum_{k \geq 0} \operatorname{proj}\left(F \mid C_{k}^{\mathbf{X}}\right)=\sum_{k \geq 0} \sum_{\kappa \vdash k} \widehat{F}(\kappa) H_{\kappa}^{(\ell, n)} \tag{III.4.1}
\end{equation*}
$$

Using the representation of zonal polynomials in (III.2.6), we write $C_{\kappa}\left(X X^{T}\right)$ as a homogeneous polynomial of degree $2 k$ in the entries of $X=\left(X_{i j}\right)$, that is

$$
C_{\kappa}\left(X X^{T}\right)=\sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{i=1}^{\ell} \prod_{j=1}^{n} X_{i j}^{\alpha_{i j}}
$$

where $\alpha \in \mathbb{N}^{\ell \times n}$ is a multi-index such that $|\alpha|=2 k$ and $z_{\alpha}^{\kappa}$ is an explicit constant depending on $\alpha$ and $\kappa$. Using the above representation of zonal polynomials in the generalized Rodrigues formula (III.3.6), it follows that

$$
\begin{aligned}
H_{\kappa}^{(\ell, n)}(X) & =4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1}\left[\gamma^{(\ell, n)}(X)\right]^{-1} C_{\kappa}\left(\partial X \partial X^{T}\right) \gamma^{(\ell, n)}(X) \\
& =4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1}\left[\gamma^{(\ell, n)}(X)\right]^{-1} \sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{i=1}^{\ell} \prod_{j=1}^{n} \frac{\partial^{\alpha_{i j}}}{\partial X_{i j}^{\alpha_{i j}}} \gamma^{(\ell, n)}(X) \\
& =4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} \sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{i=1}^{\ell} \prod_{j=1}^{n}\left[\gamma\left(X_{i j}\right)\right]^{-1} \frac{\partial^{\alpha_{i j}}}{\partial X_{i j}^{\alpha_{i j}}} \gamma\left(X_{i j}\right)
\end{aligned}
$$

Then, using the classical Rodrigues formula for Hermite polynomials on the real line (III.3.7) for every $i \in[\ell], j \in[n]$, we infer that

$$
\left[\gamma\left(X_{i j}\right)\right]^{-1} \frac{\partial^{\alpha_{i j}}}{\partial X_{i j}^{\alpha_{i j}}} \gamma\left(X_{i j}\right)=(-1)^{\alpha_{i j}} H_{\alpha_{i j}}\left(X_{i j}\right)
$$

so that, using the fact that $|\alpha|=2 k$,

$$
H_{\kappa}^{(\ell, n)}(X)=4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} \sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{i=1}^{\ell} \prod_{j=1}^{n}(-1)^{\alpha_{i j}} H_{\alpha_{i j}}\left(X_{i j}\right)=4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} \sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} H_{\alpha}^{\otimes \ell n}\left(X_{11}, \ldots, X_{\ell n}\right)
$$

The above expression yields the expansion of $H_{\kappa}^{(\ell, n)}(X)$ into multivariate Hermite polynomials and implies in particular that $H_{K}^{(\ell, n)}(X)$ is an element of the Wiener chaos of order $2 k$ associated with the vector $\mathbf{X}=\operatorname{Vec}(X)$. The formula for the projection of $F$ onto $C_{2 k}^{\mathbf{X}}$ in (III.3.14) then follows summing over all partitions of $k$. The fact that the projection of $F$ onto Wiener chaos of odd order is zero follows from the fact that the R.H.S of (III.4.1) does not involve any multivariate Hermite polynomials of cumulative odd order since $H_{\kappa}^{(\ell, n)}(X) \in C_{2 k}^{\mathbf{X}}$.

In order to prove formula (III.3.15), we use the identity (III.3.8) and subsequently apply the polar decomposition $X=R^{1 / 2} U$ according to (III.2.13), yielding $(d X)=\frac{\pi^{n \ell / 2}}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \operatorname{det}(R)^{\frac{n-\ell-1}{2}} v(d R) \tilde{\mu}(d U)$, (see e.g. [Chi03, Theorem 1.5.2]). Therefore, we have from (III.3.13)

$$
\begin{aligned}
& \hat{F}(\kappa)=c(\kappa)^{-1} \int_{\mathbb{R} \ell \times n} F(X) H_{K}^{(\ell, n)}(X) \phi^{(\ell, n)}(X)(d X) \\
= & c(\kappa)^{-1} \gamma_{\kappa}(2 \pi)^{-n \ell / 2} \int_{\mathbb{R}^{\ell \times n}} f_{0}\left(X X^{T}\right) L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} X X^{T}\right) \operatorname{etr}\left(-2^{-1} X X^{T}\right)(d X) \\
= & c(\kappa)^{-1} \gamma_{\kappa}(2 \pi)^{-n \ell / 2} \int_{O(n, \ell)} \int_{\mathcal{P}_{\ell}(\mathbb{R})} f_{0}(R) L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} R\right) \operatorname{etr}\left(-2^{-1} R\right) \frac{\pi^{n \ell / 2}}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \operatorname{det}(R)^{\frac{n-\ell-1}{2}} v(d R) \tilde{\mu}(d U) \\
= & c(\kappa)^{-1} \gamma_{\kappa}(2 \pi)^{-n \ell / 2} \int_{\mathcal{P}_{\ell(\mathbb{R})}} f_{0}(R) L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} R\right) \operatorname{etr}\left(-2^{-1} R\right) \frac{\pi^{n \ell / 2}}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \operatorname{det}(R)^{\frac{n-\ell-1}{2}} v(d R) \\
= & \frac{1}{2^{n \ell / 2} \Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{(-2)^{k}}{k!C_{\kappa}\left(\mathbf{I}_{\ell}\right)} \int_{\mathcal{P}_{\ell}(\mathbb{R})} f_{0}(R) L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} R\right) \operatorname{etr}\left(-2^{-1} R\right) \operatorname{det}(R)^{\frac{n-\ell-1}{2}} v(d R)
\end{aligned}
$$

where we used that $\tilde{\mu}$ is a probability measure on $O(n, \ell)$ and the definitions of $c(\kappa)$ and $\gamma_{\kappa}$ in (III.3.11) and (III.3.8), respectively. This finishes the proof.

## Proof of Proposition III.3.3

By Theorem III.3.2, the Wiener-Itô chaos expansion of $F(X)$ is given by

$$
\begin{equation*}
F(X)=\sum_{k \geq 0} \sum_{\kappa \vdash k} \widehat{F}(\kappa) H_{\kappa}^{(\ell, n)}(X) \tag{III.4.2}
\end{equation*}
$$

where $\widehat{F}(\kappa)$ is as in (III.3.13). Computing the $L^{2}(\mathbb{P})$-norm on both sides of (III.4.2) and using the orthogonality relation (III.3.9) then yields

$$
\begin{gathered}
\mathbb{E}\left[F(X)^{2}\right]=\sum_{k \geq 0} \sum_{l \geq 0} \sum_{\kappa \vdash k} \sum_{\sigma \vdash l} \widehat{F}(\kappa) \widehat{F}(\sigma) \mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}(X)\right] \\
=\sum_{k \geq 0} \sum_{\kappa \vdash k} \widehat{F}(\kappa)^{2} 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right)=\widehat{F}((0))^{2}+\sum_{k \geq 1} \sum_{\kappa \vdash k} \widehat{F}(\kappa)^{2} 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right) .
\end{gathered}
$$

Since $\widehat{F}((0))=\mathbb{E}[F(X)]$, we obtain the expansion for the variance of $F(X)$,

$$
\begin{aligned}
\operatorname{Var}[F(X)]=\sum_{k \geq 1} \sum_{k \vdash k} \widehat{F}(\kappa)^{2} 4^{-k} & \left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right)=\sum_{k \geq 1} \sum_{\kappa \vdash k}\left[4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right)\right]^{-1} \mathbb{E}\left[F(X) H_{\kappa}^{(\ell, n)}(X)\right]^{2} \\
& =\sum_{k \geq 1} \sum_{k \vdash k} \frac{4^{k}\left(\frac{n}{2}\right)_{k}}{k!C_{\kappa}\left(\mathbf{I}_{\ell}\right)} \mathbb{E}\left[F(X) H_{\kappa}^{(\ell, n)}(X)\right]^{2},
\end{aligned}
$$

where we used (III.3.11).

## III.4.2 Proofs of Section III.3.2

## Polar decomposition of Gaussian rectangular matrices

Let us assume that $X$ has the $\mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \Sigma\right)$ distribution with density function $\gamma_{\Sigma}^{(\ell, n)}(X)$ defined in (III.3.18), and write $X=R^{1 / 2} U$ for its polar decomposition according to (III.2.13). In the following lemma, we compute the joint probability density function of the pair $(R, U)$.

Lemma III.4.1. If $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \Sigma\right)$, the joint probability density of the pair $(R, U)$ is given by

$$
\begin{equation*}
f_{(R, U)}(R, U)=\frac{1}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{1}{2^{n \ell / 2}} \operatorname{det}(\Sigma)^{-\ell / 2} \operatorname{det}(R)^{\frac{n-\ell-1}{2}} \operatorname{etr}\left(-2^{-1} U \Sigma^{-1} U^{T} R\right) \tag{III.4.3}
\end{equation*}
$$

Proof. Applying the polar change of variable $X=R^{1 / 2} U$ gives $(d X)=\frac{\pi^{n \ell / 2}}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \operatorname{det}(R)^{\frac{n-\ell-1}{2}} v(d R) \tilde{\mu}(d U)$ (see e.g. [Chi03, Theorem 1.5.2]), so that

$$
\begin{aligned}
\gamma_{\Sigma}(X)(d X) & =\gamma_{\Sigma}\left(R^{1 / 2} U\right) \frac{\pi^{n \ell / 2}}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \operatorname{det}(R)^{\frac{n-\ell-1}{2}} v(d R) \tilde{\mu}(d U) \\
& =\frac{1}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{1}{2^{n \ell / 2}} \operatorname{det}(\Sigma)^{-\ell / 2} \operatorname{det}(R)^{\frac{n-\ell-1}{2}} \operatorname{etr}\left(-2^{-1} U \Sigma^{-1} U^{T} R\right) v(d R) \tilde{\mu}(d U)
\end{aligned}
$$

where we used that $\operatorname{etr}\left(-2^{-1} R^{1 / 2} U \Sigma^{-1} U^{T} R^{1 / 2}\right)=\operatorname{etr}\left(-2^{-1} U \Sigma^{-1} U^{T} R\right)$.
The following lemma (see [Chi03, Theorem 2.4.2]) gives the marginal density functions of $R$ and $U$, respectively. These are obtained when integrating the joint density $f_{(R, U)}(R, U)$ with respect to $U$ and $R$, respectively.
Lemma III.4.2 (Theorem 2.4.2, [Chi03]). Assume that $X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \Sigma\right)$ and write $X=R^{1 / 2} U$. Then, the marginal density functions of $R$ and $U$ are respectively given by

$$
\begin{equation*}
f_{R}(R)=\frac{1}{2^{n \ell / 2} \Gamma_{\ell}\left(\frac{n}{2}\right) \operatorname{det}(\Sigma)^{\ell / 2}} 0 F_{0}\left(; ;-2^{-1} \Sigma^{-1}, R\right) \operatorname{det}(R)^{\frac{n-\ell-1}{2}} \tag{III.4.4}
\end{equation*}
$$

where

$$
{ }_{p} F_{q}\left(a_{1}, \ldots, a_{p} ; b_{1}, \ldots, b_{q} ; S, T\right)=\sum_{k \geq 0} \sum_{\kappa \vdash k} \frac{\left(a_{1}\right)_{\kappa} \cdots\left(a_{p}\right)_{\kappa}}{\left(b_{1}\right)_{\kappa} \cdots\left(b_{q}\right)_{\kappa}} \frac{C_{\kappa}(S) C_{\kappa}(T)}{k!C_{\kappa}\left(\mathbf{I}_{\ell}\right)}
$$

denotes the hypergeometric function with two matrix arguments (see e.g. [Chi03, Appendix A.6]) and

$$
\begin{equation*}
f_{U}(U)=\operatorname{det}(\Sigma)^{-\ell / 2} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-n / 2} \tag{III.4.5}
\end{equation*}
$$

The density function of $U$ in (III.4.5) is referred to as the matrix angular central distribution with parameter $\Sigma$ on $O(n, \ell)$. We also point out that, when $\Sigma=\mathbf{I}_{n}$, the matrix $R$ follows the Wishart distribution with density function

$$
\frac{1}{2^{n \ell / 2} \Gamma_{\ell}\left(\frac{n}{2}\right)}{ }_{0} F_{0}\left(; ;-2^{-1} \mathbf{I}_{\ell}, R\right) \operatorname{det}(R)^{\frac{n-\ell-1}{2}}=\frac{1}{2^{n \ell / 2} \Gamma_{\ell}\left(\frac{n}{2}\right)} \operatorname{etr}\left(-2^{-1} R\right) \operatorname{det}(R)^{\frac{n-\ell-1}{2}}
$$

and the matrix angular central distribution of $U$ reduces to the uniform distribution on $O(n, \ell)$. Moreover, it follows from (III.4.3), that in this case, $R$ and $U$ are independent.
Combining (III.4.3) with (III.4.5), we obtain the conditional probability density of $R$ given $U$ :

$$
\begin{equation*}
\frac{f_{(R, U)}(R, U)}{f_{U}(U)}=\frac{1}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{1}{2^{n \ell / 2}} \operatorname{det}(R)^{\frac{n-\ell-1}{2}} \operatorname{etr}\left(-2^{-1} U \Sigma^{-1} U^{T} R\right) \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{n / 2} \tag{III.4.6}
\end{equation*}
$$

In the forthcoming sections, whenever $Z$ is a random variable, we often write $\mathbb{E}_{Z}[\cdot]$ to indicate mathematical expectation with respect to the law of $Z$.

## Proof of Proposition III.3.4

We observe that the following relation holds

$$
\begin{equation*}
\gamma_{\Sigma}^{(\ell, n)}(X)=\operatorname{det}(\Sigma)^{-\ell / 2} \gamma^{(\ell, n)}\left(X \Sigma^{-1 / 2}\right) \tag{III.4.7}
\end{equation*}
$$

where $\gamma^{(\ell, n)}$ denotes the standard Gaussian density on $\mathbb{R}^{\ell \times n}$. From the definition (III.3.19) and the relation (III.4.7), it hence follows that

$$
\begin{gathered}
\int_{\mathbb{R}^{\ell \times n}} H_{\kappa}^{(\ell, n)}(X ; \Sigma) H_{\sigma}^{(\ell, n)}(X ; \Sigma) \gamma_{\Sigma}^{(\ell, n)}(X)(d X) \\
=\operatorname{det}(\Sigma)^{\ell k+\ell l-\ell / 2} \int_{\mathbb{R}^{\ell \times n}} H_{\kappa}^{(\ell, n)}\left(X \Sigma^{-1 / 2}\right) H_{\sigma}^{(\ell, n)}\left(X \Sigma^{-1 / 2}\right) \gamma^{(\ell, n)}\left(X \Sigma^{-1 / 2}\right)(d X)
\end{gathered}
$$

Applying the change of variables $Y=X \Sigma^{-1 / 2}$, we have $(d Y)=\operatorname{det}\left(\Sigma^{-1 / 2}\right)^{\ell}(d X)=\operatorname{det}(\Sigma)^{-\ell / 2}(d X)$ (see e.g. [Mui82, Theorem 2.1.5]), i.e. $(d X)=\operatorname{det}(\Sigma)^{\ell / 2}(d Y)$, so that the integral above becomes

$$
\begin{aligned}
& \operatorname{det}(\Sigma)^{\ell k+\ell l-\ell / 2} \int_{\mathbb{R}^{\ell \times n}} H_{K}^{(\ell, n)}\left(X \Sigma^{-1 / 2}\right) H_{\sigma}^{(\ell, n)}\left(X \Sigma^{-1 / 2}\right) \gamma^{(\ell, n)}\left(X \Sigma^{-1 / 2}\right)(d X) \\
= & \operatorname{det}(\Sigma)^{\ell k+\ell l} \int_{\mathbb{R}^{\ell \times n}} H_{\kappa}^{(\ell, n)}(Y) H_{\sigma}^{(\ell, n)}(Y) \gamma^{(\ell, n)}(Y)(d Y)=\mathbb{1}_{\kappa=\sigma} \operatorname{det}(\Sigma)^{2 \ell k} 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right),
\end{aligned}
$$

where we used (III.3.9). This proves the statement.

## Proof of Theorem III.3.5

The proof of Theorem III.3.5 is based on the following key identity.
Lemma III.4.3. Let $A \in \mathbb{C}^{\ell \times \ell}$ be a complex symmetric matrix with positive real part, $B \in \mathbb{C}^{\ell \times \ell}$ a complex symmetric matrix and $t \in \mathbb{C}$ such that $\mathfrak{R}(t)>(\ell-1) / 2$. Then, we have

$$
\begin{gather*}
\int_{\mathcal{P}_{\ell(\mathbb{R})}} \operatorname{etr}(-A R) \operatorname{det}(R)^{t-\frac{\ell+1}{2}} L_{\kappa}^{(\gamma)}(R B) v(d R)  \tag{III.4.8}\\
=\left(\gamma+\frac{\ell+1}{2}\right)_{\kappa} C_{\kappa}\left(\mathbf{I}_{\ell}\right) \Gamma_{\ell}(t) \operatorname{det}(A)^{-t} \sum_{s=0}^{k} \sum_{\sigma \vdash s}\binom{\kappa}{\sigma} \frac{(-1)^{s}}{\left(\gamma+\frac{\ell+1}{2}\right)_{\sigma}} \frac{1}{C_{\sigma}\left(\mathbf{I}_{\ell}\right)}(t)_{\sigma} C_{\sigma}\left(B A^{-1}\right) .
\end{gather*}
$$

Proof. This identity follows directly from the definition of Laguerre polynomials in (III.2.10): indeed by linearity, it suffices to apply relation (III.2.12) on each zonal polynomial $C_{\sigma}$ appearing in the expansion of $L_{\kappa}^{(\gamma)}$.

We are now in position to prove Theorem III.3.5.
Proof of Theorem III.3.5. The fact that the random variable $F(X)=\operatorname{det}\left(X X^{T}\right)^{1 / 2}$ is an element of $L^{2}\left(\mu_{X}\right)$ follows from the following observation: Denoting by $s_{1}, \ldots, s_{\ell}$ the eigenvalues of $X X^{T}$, we have that
$\operatorname{det}\left(X X^{T}\right)=\prod_{i=1}^{\ell} s_{i}=\frac{1}{\ell!} \sum_{i_{1} \neq \ldots \neq i_{\ell} \in[\ell]} s_{i_{1}} \cdots s_{i_{\ell}}=\int_{\mathbb{R}} \cdots \int_{\mathbb{R}} \frac{1}{\ell!} \mathbb{1}\left[t_{i} \neq t_{j}, \forall i \neq j \in[\ell]\right] \mu_{X}\left(d t_{1}\right) \ldots \mu_{X}\left(d t_{\ell}\right)$.
This justifies the decomposition into matrix-variate Hermite polynomials of $F$. We now prove formula (III.3.22). Using the definition of the polynomials $H_{K}^{(\ell, n)}(X ; \Sigma)$ in (III.3.19) and the relation (III.3.8), we obtain from (III.3.21)

$$
\widehat{F}(\kappa ; \Sigma)=c(\kappa ; \Sigma)^{-1} \mathbb{E}_{X}\left[F(X) H_{\kappa}^{(\ell, n)}(X ; \Sigma)\right]
$$

$$
=c(\kappa ; \Sigma)^{-1} \operatorname{det}(\Sigma)^{\ell k} \gamma_{\kappa} \mathbb{E}_{X}\left[F(X) L_{\kappa}^{\left.\frac{n-\ell-1}{2}\right)}\left(2^{-1} X \Sigma^{-1} X^{T}\right)\right], \quad X \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \Sigma\right) .
$$

Applying the polar decomposition $X=R^{1 / 2} U$ and noting that $F\left(R^{1 / 2} U\right)=\operatorname{det}(R)^{1 / 2}$, we have

$$
\begin{aligned}
\widehat{F}(\kappa ; \Sigma) & =c(\kappa ; \Sigma)^{-1} \operatorname{det}(\Sigma)^{\ell k} \gamma_{\kappa} \mathbb{E}_{(R, U)}\left[\operatorname{det}(R)^{1 / 2} L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} R^{1 / 2} U \Sigma^{-1} U^{T} R^{1 / 2}\right)\right] \\
& =c(\kappa ; \Sigma)^{-1} \operatorname{det}(\Sigma)^{\ell k} \gamma_{\kappa} \mathbb{E}_{(R, U)}\left[\operatorname{det}(R)^{1 / 2} L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} U \Sigma^{-1} U^{T} R\right)\right]
\end{aligned}
$$

where in the last line we used the fact that $L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} R^{1 / 2} U \Sigma^{-1} U^{T} R^{1 / 2}\right)=L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} U \Sigma^{-1} U^{T} R\right)$, which is a consequence of the permutation invariance property (III.2.9) of zonal polynomials appearing in the definition of matrix-variate Laguerre polynomials (III.2.10). By conditioning on $U$, we can rewrite the above expectation as

$$
\begin{aligned}
& \mathbb{E}_{(R, U)}\left[\operatorname{det}(R)^{1 / 2} L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} U \Sigma^{-1} U^{T} R\right)\right] \\
= & \mathbb{E}_{U}\left[\mathbb{E}_{R \mid U}\left[\operatorname{det}(R)^{1 / 2} L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} U \Sigma^{-1} U^{T} R\right)\right]\right]=: \mathbb{E}_{U}\left[Z_{\kappa}(U ; \Sigma)\right],
\end{aligned}
$$

where

$$
Z_{\kappa}(U ; \Sigma):=\mathbb{E}_{R \mid U}\left[\operatorname{det}(R)^{1 / 2} L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} U \Sigma^{-1} U^{T} R\right)\right]
$$

so that

$$
\begin{equation*}
\widehat{F}(\kappa ; \Sigma)=c(\kappa ; \Sigma)^{-1} \operatorname{det}(\Sigma)^{\ell k} \gamma_{\kappa} \mathbb{E}_{U}\left[Z_{\kappa}(U ; \Sigma)\right] . \tag{III.4.9}
\end{equation*}
$$

We start by computing $Z_{K}(U ; \Sigma)$. Using the conditional probability density of $R$ given $U$ in (III.4.6), we have

$$
\begin{aligned}
Z_{K}(U ; \Sigma)= & \int_{\mathcal{P}_{\ell}(\mathbb{R})} \operatorname{det}(R)^{1 / 2} L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} U \Sigma^{-1} U^{T} R\right) \frac{f_{(R, U)}(R, U)}{f_{U}(U)} v(d R) \\
= & \int_{\mathcal{P}_{\ell}(\mathbb{R})} \operatorname{det}(R)^{1 / 2} L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} U \Sigma^{-1} U^{T} R\right) \frac{1}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{1}{2^{n \ell / 2}} \operatorname{det}(R)^{\frac{n-\ell-1}{2}} \operatorname{etr}\left(-2^{-1} U \Sigma^{-1} U^{T} R\right) \\
& \quad \times \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{n / 2} v(d R) \\
= & \int_{\mathcal{P}_{\ell}(\mathbb{R})} \operatorname{det}(R)^{\frac{n-\ell}{2}} L_{K}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} U \Sigma^{-1} U^{T} R\right) \operatorname{etr}\left(-2^{-1} U \Sigma^{-1} U^{T} R\right) v(d R) \\
& \times \frac{1}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{1}{2^{n \ell / 2}} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{n / 2}
\end{aligned}
$$

$$
\begin{equation*}
=: \quad \frac{1}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{1}{2^{n \ell / 2}} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{n / 2} \cdot I_{\kappa}(U ; \Sigma), \tag{III.4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{\kappa}(U ; \Sigma)=\int_{\mathcal{P}_{\ell}(\mathbb{R})} \operatorname{det}(R)^{\frac{n-\ell}{2}} L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} U \Sigma^{-1} U^{T} R\right) \operatorname{etr}\left(-2^{-1} U \Sigma^{-1} U^{T} R\right) v(d R) \tag{III.4.11}
\end{equation*}
$$

Exploiting the identity (III.4.8) with $\gamma=(n-\ell-1) / 2, t=(n+1) / 2$ and $A=B=2^{-1} U \Sigma^{-1} U^{T}$ yields

$$
I_{\kappa}(U ; \Sigma)=\left(\frac{n}{2}\right)_{\kappa} C_{\kappa}\left(\mathbf{I}_{\ell}\right) \sum_{s=0}^{k} \sum_{\sigma \vdash s}\binom{\kappa}{\sigma} \frac{(-1)^{s}}{\left(\frac{n}{2}\right)_{\sigma}} \frac{1}{C_{\sigma}\left(\mathbf{I}_{\ell}\right)}\left(\frac{n+1}{2}\right)_{\sigma} \Gamma_{\ell}\left(\frac{n+1}{2}\right)
$$

$$
\begin{aligned}
& \quad \times \operatorname{det}\left(2^{-1} U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2} C_{\sigma}\left(\mathbf{I}_{\ell}\right) \\
& =\operatorname{det}\left(2^{-1} U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2}\left(\frac{n}{2}\right)_{\kappa} C_{\kappa}\left(\mathbf{I}_{\ell}\right) \Gamma_{\ell}\left(\frac{n+1}{2}\right) \sum_{s=0}^{k} \sum_{\sigma \vdash s}\binom{\kappa}{\sigma}(-1)^{s} \frac{\left(\frac{n+1}{2}\right)_{\sigma}}{\left(\frac{n}{2}\right)_{\sigma}} \\
& =\operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2} 2^{\ell(n+1) / 2}\left(\frac{n}{2}\right)_{\kappa} C_{\kappa}\left(\mathbf{I}_{\ell}\right) \Gamma_{\ell}\left(\frac{n+1}{2}\right) \sum_{s=0}^{k} \sum_{\sigma \vdash s}\binom{\kappa}{\sigma}(-1)^{s} \frac{\left(\frac{n+1}{2}\right)_{\sigma}}{\left(\frac{n}{2}\right)_{\sigma}} \\
& =\operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2} \cdot d_{\kappa},
\end{aligned}
$$

where

$$
\begin{equation*}
d_{\kappa}:=2^{\ell(n+1) / 2}\left(\frac{n}{2}\right)_{\kappa} C_{\kappa}\left(\mathbf{I}_{\ell}\right) \Gamma_{\ell}\left(\frac{n+1}{2}\right) \sum_{s=0}^{k} \sum_{\sigma \vdash S}\binom{\kappa}{\sigma}(-1)^{s} \frac{\left(\frac{n+1}{2}\right)_{\sigma}}{\left(\frac{n}{2}\right)_{\sigma}} . \tag{III.4.12}
\end{equation*}
$$

Replacing this expression into the R.H.S of (III.4.10) eventually gives

$$
\begin{aligned}
Z_{K}(U ; \Sigma) & =\frac{1}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{1}{2^{n \ell / 2}} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{n / 2} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2} \cdot d_{\kappa} \\
& =d_{\kappa} \frac{1}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{1}{2^{n \ell / 2}} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-1 / 2} .
\end{aligned}
$$

Taking expectations with respect to $U$ gives from (III.4.9)

$$
\begin{aligned}
\widehat{F}(\kappa ; \Sigma) & =c(\kappa ; \Sigma)^{-1} \operatorname{det}(\Sigma)^{\ell k} \gamma_{\kappa} \mathbb{E}_{U}\left[Z_{\kappa}(U ; \Sigma)\right] \\
& =c(\kappa ; \Sigma)^{-1} \operatorname{det}(\Sigma)^{\ell k} \gamma_{\kappa} d_{\kappa} \frac{1}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{1}{2^{n \ell / 2}} \mathbb{E}_{U}\left[\operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-1 / 2}\right] .
\end{aligned}
$$

The expectation with respect to $U$ is computed using (III.4.5),

$$
\begin{aligned}
\mathbb{E}_{U}\left[\operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-1 / 2}\right] & =\int_{O(\ell, n)} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-1 / 2} f_{U}(U) \tilde{\mu}(d U) \\
& =\operatorname{det}(\Sigma)^{-\ell / 2} \int_{O(\ell, n)} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2} \tilde{\mu}(d U)
\end{aligned}
$$

Replacing this expression into the previous relation, we conclude that

$$
\begin{gathered}
\widehat{F}(\kappa ; \Sigma)=c(\kappa ; \Sigma)^{-1} \operatorname{det}(\Sigma)^{\ell k-\ell / 2} \gamma_{\kappa} d_{\kappa} \frac{1}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{1}{2^{n \ell / 2}} \int_{O(\ell, n)} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2} \tilde{\mu}(d U) \\
=\operatorname{det}(\Sigma)^{-\ell k} 4^{k}\left(\frac{n}{2}\right)_{\kappa} \frac{1}{k!C_{\kappa}\left(\mathbf{I}_{\ell}\right)} \operatorname{det}(\Sigma)^{-\ell / 2} \gamma_{\kappa} d_{\kappa} \frac{1}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \frac{1}{2^{n \ell / 2}} \int_{O(n, \ell)} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2} \tilde{\mu}(d U),
\end{gathered}
$$

where we used the definition of $c(\kappa ; \Sigma)$ in (III.3.20). Combining this expression with the definitions of $\gamma_{\kappa}$ in (III.3.8) and $d_{\kappa}$ in (III.4.12), yields after simplications

$$
\begin{aligned}
\widehat{F}(\kappa ; \Sigma)= & \frac{(-2)^{k}}{\operatorname{det}(\Sigma)^{\ell k} k!}\left(\frac{n}{2}\right)_{\kappa} \sum_{s=0}^{k} \sum_{\sigma+s}\binom{\kappa}{\sigma}(-1)^{s} \frac{\left(\frac{n+1}{2}\right)_{\sigma}}{\left(\frac{n}{2}\right)_{\sigma}} \\
& \times \operatorname{det}(\Sigma)^{-\ell / 2} 2^{\ell / 2} \frac{\Gamma_{\ell}\left(\frac{n+1}{2}\right)}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \int_{O(n, \ell)} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2} \tilde{\mu}(d U),
\end{aligned}
$$

which finishes the proof.

## Proof of Theorem III.3.6

In order to prove (III.3.23), it is sufficient to prove the relation

$$
\begin{align*}
& \operatorname{det}(\Sigma)^{-\ell / 2} 2^{\ell / 2} \frac{\Gamma_{\ell}\left(\frac{n+1}{2}\right)}{\Gamma_{\ell}\left(\frac{n}{2}\right)} \int_{O(n, \ell)} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2} \tilde{\mu}(d U) \\
= & \frac{(n)_{\ell}}{(2 \pi)^{\ell / 2} \kappa_{n-\ell}} V\left(\mathcal{E}_{\Sigma}[\ell], \mathbb{B}_{n}[n-\ell]\right) \tag{III.4.13}
\end{align*}
$$

since then (III.3.23) directly follows after combining (III.4.13) with (III.3.22). Let us now prove (III.4.13). A direct computation shows that

$$
\begin{equation*}
2^{\ell / 2} \frac{\Gamma_{\ell}\left(\frac{n+1}{2}\right)}{\Gamma_{\ell}\left(\frac{n}{2}\right)}=\frac{(n)_{\ell}}{(2 \pi)^{\ell / 2}} \frac{\kappa_{n}}{\kappa_{n-\ell}}, \quad \kappa_{n}=\frac{\pi^{n / 2}}{\Gamma(1+n / 2)} . \tag{III.4.14}
\end{equation*}
$$

Since the mixed volume on the R.H.S of (III.4.13) only involves the convex bodies $\mathcal{E}_{\Sigma}$ and $\mathbb{B}_{n}$, we can use (III.2.18) to represent it as an intrinsic volume,

$$
\begin{equation*}
V\left(\mathcal{E}_{\Sigma}[\ell], \mathbb{B}_{n}[n-\ell]\right)=\frac{\kappa_{n-\ell}}{\binom{n}{\ell}} V_{\ell}\left(\mathcal{E}_{\Sigma}\right) \tag{III.4.15}
\end{equation*}
$$

Using the integral representation (III.2.16) for the $\ell$-th intrinsic volume yields

$$
V_{\ell}\left(\mathcal{E}_{\Sigma}\right)=\binom{n}{\ell} \frac{\kappa_{n}}{\kappa_{\ell} \kappa_{n-\ell}} \int_{G(n, \ell)} \operatorname{vol}_{\ell}\left(\mathcal{E}_{\Sigma} \mid \mathscr{U}\right) v_{n, \ell}(d \mathscr{U}),
$$

where $v_{n, \ell}$ is the Haar probability measure on the Grassmannian $G(n, \ell)$. Combining this with (III.4.14) shows that the identity in (III.4.13) is equivalent to

$$
\begin{equation*}
\operatorname{det}(\Sigma)^{-\ell / 2} \int_{O(n, \ell)} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-(n+1) / 2} \tilde{\mu}(d U)=\frac{1}{\kappa_{\ell}} \int_{G(n, \ell)} \operatorname{vol}_{\ell}\left(\mathcal{E}_{\Sigma} \mid \mathscr{U}\right) v_{n, \ell}(d \mathscr{U}) \tag{III.4.16}
\end{equation*}
$$

Therefore it remains to prove (III.4.16). We rewrite the L.H.S of (III.4.16) as follows

$$
\int_{O(n, \ell)} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-1 / 2} \Pi_{n, \ell}(d U)=\int_{O(n, \ell)} \operatorname{det}\left(\left[U \Sigma^{-1} U^{T}\right]^{-1}\right)^{1 / 2} \Pi_{n, \ell}(d U)
$$

where $\Pi_{n, \ell}(d U)=\operatorname{det}(\Sigma)^{-\ell / 2} \operatorname{det}\left(U \Sigma^{-1} U^{T}\right)^{-n / 2} \tilde{\mu}(d U)$ is a probability measure on $O(n, \ell)$ by virtue of (III.4.5). We now argue that

$$
\int_{O(n, \ell)} \operatorname{det}\left(\left[U \Sigma^{-1} U^{T}\right]^{-1}\right)^{1 / 2} \Pi_{n, \ell}(d U)=\int_{O(n, \ell)} \operatorname{det}\left(U \Sigma U^{T}\right)^{1 / 2} \Pi_{n, \ell}(d U)
$$

In order to see this, let us write $\Sigma=O \Lambda O^{T}$ for $O \in O(n), \Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. Then, we have $\operatorname{det}\left(U \Sigma^{-1} U^{T}\right)=\operatorname{det}\left(W \Lambda^{-1} W^{T}\right)$ with $W=U O \in O(n, \ell)$ since $W W^{T}=U O(U O)^{T}=\mathbf{I}_{\ell}$. Therefore, it suffices to consider the case where $\Sigma=\Lambda$ is diagonal. Moreover, since $W \in O(n, \ell)$ we have that for every $Q \in O(\ell),(Q W)(Q W)^{T}=Q W W^{T} Q^{T}=\mathbf{I}_{\ell}$, that is, $Q W \in O(n, \ell)$. This implies that, up to rotating the matrix $W=U O$, we can assume that the rows of $W$ coincide with the $\ell$ first canonical basis vectors $e_{1}, \ldots, e_{\ell}$ in $\mathbb{R}^{n}$. Then, we compute

$$
\operatorname{det}\left(\left[W \Lambda^{-1} W^{T}\right]^{-1}\right)=\operatorname{det}\left(W \Lambda^{-1} W^{T}\right)^{-1}=\left(\prod_{i=1}^{\ell} \lambda_{i}^{-1}\right)^{-1}=\prod_{i=1}^{\ell} \lambda_{i}=\operatorname{det}\left(W \Lambda W^{T}\right)
$$

Therefore, integrating on $O(n, \ell)$ and noting that $\Pi_{n, \ell}(d(Q U))=\Pi_{n, \ell}(d U)$ for every $Q \in O(\ell)$, yields the claim. Now, since $\Pi_{n, \ell}$ is left-invariant by orthogonal transformations, it can be viewed as a probability measure on $O(n, \ell) / O(\ell) \simeq G(n, \ell)$, where two elements $U_{1}, U_{2}$ in $O(n, \ell)$ are equivalent if and only if there exists $Q \in O(\ell)$ such that $U_{1}=Q U_{2}$. Thus, since $v_{n, \ell}$ is the unique left and right-invariant Haar probability measure on $G(n, \ell)$, it must coincide with $\Pi_{n, \ell}$. Writing $\mathscr{U}$ for the $\ell$-dimensional linear subspace generated by the rows of $U$, we have that the matrix $U \Sigma U^{T}$ represents the ellipsoid $\mathcal{E}_{\Sigma} \mid \mathscr{U}$ of volume $\operatorname{vol}_{\ell}\left(\mathcal{E}_{\Sigma} \mid \mathscr{U}\right)=\kappa_{\ell} \operatorname{det}\left(U \Sigma U^{T}\right)^{1 / 2}$, implying in turn

$$
\int_{O(n, \ell)} \operatorname{det}\left(U \Sigma U^{T}\right)^{1 / 2} \Pi_{n, \ell}(d U)=\int_{G(n, \ell)} \frac{1}{\kappa_{\ell}} \operatorname{vol}_{\ell}\left(\mathcal{E}_{\Sigma} \mid \mathscr{U}\right) v_{n, \ell}(d \mathscr{U})
$$

This proves (III.4.16) and thus (III.4.13). Formula (III.3.24) follows from (III.3.23) and relation (III.4.15). Formula (III.3.25) is obtained when setting $\kappa=(0)$ in (III.3.23) and (III.3.24), respectively, and using the fact that $\widehat{F}((0) ; \Sigma)=\mathbb{E}_{X}[F(X)]$.

## III.4.2.1 An attempt at generalizing to distinct covariance matrices

In this section, we try to generalize the results of Theorem III.3.5 and Theorem III.3.6 to the more general setting where the rows of $X$ are independent Gaussian vectors with distinct covariance matrices. Let $\left\{\Sigma_{i} \in \mathbb{R}^{n \times n}: i \in[\ell]\right\}$ be positive-definite symmetric matrices and $\left\{X^{(i)}=\left(X_{1}^{(i)}, \ldots, X_{n}^{(i)}\right): i \in[\ell]\right\}$ a collection of $\ell$ independent Gaussian vectors with respective covariance matrices $\Sigma_{1}, \ldots, \Sigma_{\ell}$. We write $X$ for the $\ell \times n$ matrix whose $i$-th row is $X^{(i)}$. Then, the vector $\operatorname{Vec}\left(X^{T}\right)$ has the multivariate normal distribution $\mathcal{N}_{\ell n}(0, \Omega)$, where

$$
\Omega=\sum_{i=1}^{\ell}\left(e_{i} e_{i}^{T} \otimes \Sigma_{i}\right)=\operatorname{diag}\left(\Sigma_{1}, \ldots, \Sigma_{\ell}\right)=\Sigma_{1} \oplus \ldots \oplus \Sigma_{\ell}
$$

with $e_{i} \in \mathbb{R}^{\ell}$ denoting the $i$-th canonical basis vector. The density function of $X$ is given by

$$
\gamma_{\Omega}\left(\operatorname{Vec}\left(X^{T}\right)\right)=(2 \pi)^{-n \ell / 2} \operatorname{det}(\Omega)^{-n \ell / 2} \operatorname{etr}\left(-\frac{1}{2} \Omega^{-1} \operatorname{Vec}\left(X^{T}\right) \operatorname{Vec}\left(X^{T}\right)^{T}\right)
$$

If $X$ is distributed as above, a computation shows that the $\ell \times n$ matrix

$$
Y_{X}:=\left(\mathbf{I}_{\ell} \otimes \operatorname{Vec}\left(X^{T}\right)^{T} \Omega^{-1 / 2}\right)\left(\operatorname{Vec}\left(\mathbf{I}_{\ell}\right) \otimes \mathbf{I}_{n}\right)
$$

has the standard matrix normal distribution. Therefore, we consider the matrix-variate polynomials

$$
\begin{equation*}
H_{\kappa}^{(\ell, n)}(X ; \Omega)=\operatorname{det}(\Omega)^{k} H_{\kappa}^{(\ell, n)}\left(Y_{X}\right), \quad \kappa \vdash k \tag{III.4.17}
\end{equation*}
$$

satisfying the orthogonality relation (similar as in the proof of Proposition III.3.4)

$$
\int_{\mathbb{R}^{\ell \times n}} H_{\kappa}^{(\ell, n)}(X ; \Omega) H_{\sigma}^{(\ell, n)}(X ; \Omega) \gamma_{\Omega}\left(\operatorname{Vec}\left(X^{T}\right)\right)(d X)=\mathbb{1}_{\kappa=\sigma} \cdot \operatorname{det}(\Omega)^{2 k} 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right)
$$

and thus the family

$$
\mathbb{H}_{\Omega}:=\left\{c(\kappa ; \Omega)^{-1 / 2} H_{\kappa}^{(\ell, n)}(\cdot ; \Omega): \kappa \vdash k \geq 0\right\}, \quad c(\kappa ; \Omega):=\operatorname{det}(\Omega)^{2 k} 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right)
$$

forms an orthonormal system of $L^{2}\left(\mu_{X}\right)$, where, as usual, $\mu_{X}$ indicates the spectral measure associated with $X X^{T}$. Expanding the function $F(X)=\operatorname{det}\left(X X^{T}\right)^{1 / 2} \in L^{2}\left(\mu_{X}\right)$ in the basis $\mathbb{H}_{\Omega}$, using the relation

$$
\gamma_{\Omega}\left(\operatorname{Vec}\left(X^{T}\right)\right)=\operatorname{det}(\Omega)^{-1 / 2} \gamma^{(\ell, n)}\left(Y_{X}\right)
$$

and the definition of $H_{\kappa}^{(\ell, n)}(\cdot ; \Omega)$, we have that the associated projection coefficients are

$$
\begin{aligned}
\widehat{F}(\kappa ; \Omega) & =c(\kappa ; \Omega)^{-1} \int_{\mathbb{R}^{\ell \times n}} F(X) H_{\kappa}^{(\ell, n)}(X ; \Omega) \gamma_{\Omega}\left(\operatorname{Vec}\left(X^{T}\right)\right)(d X) \\
& =\operatorname{det}(\Omega)^{k-1 / 2} \int_{\mathbb{R}^{\ell \times n}} F(X) H_{\kappa}^{(\ell, n)}\left(Y_{X}\right) \gamma^{(\ell, n)}\left(Y_{X}\right)(d X) \\
& =\operatorname{det}(\Omega)^{k-1 / 2} \gamma_{\kappa} \int_{\mathbb{R}^{\ell \times n}} F(X) L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(2^{-1} Y_{X} Y_{X}^{T}\right)(2 \pi)^{-n \ell / 2} \operatorname{etr}\left(-2^{-1} Y_{X} Y_{X}^{T}\right)(d X)
\end{aligned}
$$

The idea is now to perform the polar change of variables $X=R^{1 / 2} U$. In order to do so, we compute $\operatorname{tr}\left(Y_{X} Y_{X}^{T}\right)$ :

$$
\begin{gathered}
\operatorname{tr}\left(Y_{X} Y_{X}^{T}\right)=\operatorname{tr}\left(\Omega^{-1} \operatorname{Vec}\left(X^{T}\right) \operatorname{Vec}\left(X^{T}\right)^{T}\right)=\operatorname{Vec}\left(X^{T}\right)^{T} \Omega^{-1} \operatorname{Vec}\left(X^{T}\right) \\
=\operatorname{Vec}\left(X^{T}\right)^{T} \sum_{i=1}^{\ell}\left(e_{i} e_{i}^{T} \otimes \Sigma_{i}^{-1}\right) \operatorname{Vec}\left(X^{T}\right)=\sum_{i=1}^{\ell} \operatorname{Vec}\left(X^{T}\right)^{T}\left(e_{i} e_{i}^{T} \otimes \Sigma_{i}^{-1}\right) \operatorname{Vec}\left(X^{T}\right) .
\end{gathered}
$$

Then, using the relation $\operatorname{Vec}(S)^{T}(B D \otimes E) \operatorname{Vec}(S)=\operatorname{tr}\left(D S^{T} E S B\right)$ (see e.g. [GN00, Theorem 1.2.22]), we obtain

$$
\begin{aligned}
\operatorname{tr}\left(Y_{X} Y_{X}^{T}\right) & =\sum_{i=1}^{\ell} \operatorname{Vec}\left(X^{T}\right)^{T}\left(e_{i} e_{i}^{T} \otimes \Sigma_{i}^{-1}\right) \operatorname{Vec}\left(X^{T}\right)=\sum_{i=1}^{\ell} \operatorname{tr}\left(e_{i}^{T} R^{1 / 2} U \Sigma_{i}^{-1} U^{T} R^{1 / 2} e_{i}\right) \\
& =\sum_{i=1}^{\ell} \operatorname{tr}\left(e_{i} e_{i}^{T} R^{1 / 2} U \Sigma_{i}^{-1} U^{T} R^{1 / 2}\right)=\operatorname{tr}\left(\sum_{i=1}^{\ell} e_{i} e_{i}^{T} R^{1 / 2} U \Sigma_{i}^{-1} U^{T} R^{1 / 2}\right)
\end{aligned}
$$

The difficulty to proceed now is the following: the above computation suggests that we cannot write $\operatorname{tr}\left(Y_{X} Y_{X}^{T}\right)$ as $\operatorname{tr}(A R)$ for some matrix $A$, due to the fact that one cannot exploit the permutation invariance of the trace in view of presence of the matrix $e_{i} e_{i}^{T}$. We remark that, when $\Sigma_{i}=\Sigma$ for every $i=1, \ldots, \ell$, the above formula gives $\operatorname{tr}\left(Y_{X} Y_{X}^{T}\right)=\operatorname{tr}\left(\mathbf{I}_{\ell} U \Sigma^{-1} U^{T}\right)=\operatorname{tr}\left(U \Sigma^{-1} U^{T}\right)$, which coincides with our computations in the proof of Theorem III.3.5. This observation makes it in particular difficult to directly apply the integration formula (III.2.12), and thus hints to the fact that the polynomials $H_{\kappa}^{(\ell, n)}(\cdot ; \Omega)$ are not easily amenable to matrix calculus.

## III.4.3 Proofs of Section III.3.3

## Proofs of Theorem III.3.10 and Theorem III.3.12

Our proofs of Theorem III.3.10 and Theorem III.3.12 involve auxiliary polynomials introduced by Hayakawa in [Hay69]. For $X \in \mathbb{R}^{\ell \times n}$ and $A \in \mathbb{R}^{n \times n}$ symmetric, we consider the polynomials $P_{\kappa}(X, A), \kappa \vdash$ $k$ defined by (see [Hay69, Eq.(34)])

$$
\begin{equation*}
\operatorname{etr}\left(-X X^{T}\right) P_{K}(X, A)=\frac{(-1)^{k}}{\pi^{n \ell / 2}} \int_{\mathbb{R}^{\ell \times n}} \operatorname{etr}\left(-2 i X U^{T}\right) \operatorname{etr}\left(-U U^{T}\right) C_{K}\left(U A U^{T}\right)(d U) \tag{III.4.18}
\end{equation*}
$$

These polynomials have the following properties (see e.g. [MPH95, p.229] and [Hay69, Section 6]).
Lemma III.4.4. For every integer $k \geq 0$, every $\kappa \vdash k$ and every symmetric $A \in \mathbb{R}^{n \times n}$, we have

$$
\begin{gather*}
P_{\kappa}\left(X, \mathbf{I}_{n}\right)=2^{k}\left(\frac{n}{2}\right)_{\kappa} H_{\kappa}^{(\ell, n)}(\sqrt{2} X)  \tag{III.4.19}\\
\int_{O(n)} P_{\kappa}(X H, A) \tilde{\mu}(d H)=\int_{O(n)} P_{\kappa}\left(X, H A H^{T}\right) \tilde{\mu}(d H)=\frac{C_{\kappa}(A)}{C_{K}\left(\mathbf{I}_{n}\right)} P_{\kappa}\left(X, \mathbf{I}_{n}\right)  \tag{III.4.20}\\
P_{K}(X, A)=\mathbb{E}_{V}\left[C_{\kappa}\left((X+i V) A(X+i V)^{T}\right)\right], \quad V \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} / 2 \otimes \mathbf{I}_{n}\right) \tag{III.4.21}
\end{gather*}
$$

In order to prove Theorem III.3.10, we shall first show the following Lemma, linking the conditional expectation of $H_{\kappa}^{(\ell, n)}$ with the polynomial $P_{\kappa}$.
Lemma III.4.5. Let $k \geq 0$ be an integer, $\kappa \vdash k$ a partition of $k$ and $\Delta=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$ a diagonal matrix with $\left|d_{i}\right| \leq 1$ for $i=1, \ldots, n$. Then, for $X_{0} \sim \mathcal{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$, we have for every $X \in \mathbb{R}^{\ell \times n}$,

$$
\begin{equation*}
\mathbb{E}_{X_{0}}\left[H_{\kappa}^{(\ell, n)}\left(X \Delta+X_{0}\left(\mathbf{I}_{n}-\Delta^{2}\right)^{1 / 2}\right)\right]=2^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} P_{\kappa}\left(\frac{X}{\sqrt{2}}, \Delta^{2}\right) . \tag{III.4.22}
\end{equation*}
$$

Proof. For $W=\left(W_{l j}\right) \in \mathbb{R}^{\ell \times n}$ we use the implicit representation (III.2.6) of $C_{\kappa}\left(W W^{T}\right)$ as homogeneous polynomials of degree $2 k$ in the entries of $W$,

$$
C_{\kappa}\left(W W^{T}\right)=\sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{l=1}^{\ell} \prod_{j=1}^{n} W_{l j}^{\alpha_{i j}} .
$$

Then, using (III.4.21) with $B=\operatorname{diag}\left(b_{1}, \ldots, b_{n}\right)$ such that $b_{1}, \ldots, b_{n} \geq 0$, we can write

$$
\begin{aligned}
P_{\kappa}(W, B) & =\mathbb{E}_{V}\left[C_{\kappa}\left((W+i V) B(W+i V)^{T}\right)\right] \\
& =\mathbb{E}_{V}\left[C_{\kappa}\left(\left(W B^{1 / 2}+i V B^{1 / 2}\right)\left(W B^{1 / 2}+i V B^{1 / 2}\right)^{T}\right)\right] \\
& =\sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{l=1}^{\ell} \prod_{j=1}^{n} \mathbb{E}_{V_{l j}}\left[\left(W_{l j} \sqrt{b_{j}}+i V_{l j} \sqrt{b_{j}}\right)^{\alpha_{l j}}\right] \\
& =\sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{l=1}^{\ell} \prod_{j=1}^{n} b_{j}^{\alpha_{l j} / 2} \mathbb{E}_{V_{l j}}\left[\left(W_{l j}+i V_{l j}\right)^{\alpha_{l j}}\right] .
\end{aligned}
$$

Using the one-dimensional representation of Hermite polynomials as Gaussian expectation,

$$
\mathbb{E}_{V_{l j}}\left[\left(W_{l j}+i V_{l j}\right)^{\alpha_{l j}}\right]=2^{-\alpha_{l j} / 2} H_{\alpha_{l j}}\left(\sqrt{2} W_{l j}\right)
$$

leads to

$$
\begin{align*}
P_{\kappa}(W, B) & =\sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{l=1}^{\ell} \prod_{j=1}^{n} b_{j}^{\alpha_{l j} / 2} 2^{-\alpha_{l j} / 2} H_{\alpha_{l j}}\left(\sqrt{2} W_{l j}\right) \\
& =2^{-k} \sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{l=1}^{\ell} \prod_{j=1}^{n} b_{j}^{\alpha_{l j} / 2} H_{2 \alpha_{l j}}\left(\sqrt{2} W_{l j}\right) . \tag{III.4.23}
\end{align*}
$$

Applying (III.4.23) with $W=X / \sqrt{2}$ and $B=\Delta^{2}$, yields

$$
\begin{equation*}
P_{\kappa}\left(\frac{X}{\sqrt{2}}, \Delta^{2}\right)=2^{-k} \sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{l=1}^{\ell} \prod_{j=1}^{n} d_{j}^{\alpha_{l j}} H_{\alpha_{l j}}\left(X_{l j}\right) \tag{III.4.24}
\end{equation*}
$$

On the other hand, applying (III.4.23) with $W=(X / \sqrt{2}) \Delta+\left(X_{0} / \sqrt{2}\right)\left(\mathbf{I}_{n}-\Delta^{2}\right)^{1 / 2}$ and $B=\mathbf{I}_{n}$, we have

$$
\begin{equation*}
P_{\kappa}\left(\frac{X}{\sqrt{2}} \Delta+\frac{X_{0}}{\sqrt{2}}\left(\mathbf{I}_{n}-\Delta^{2}\right)^{1 / 2}, \mathbf{I}_{n}\right)=2^{-k} \sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{l=1}^{\ell} \prod_{j=1}^{n} H_{\alpha_{l j}}\left(d_{j} X_{l j}+\sqrt{1-d_{j}^{2}} X_{0, l j}\right) . \tag{III.4.25}
\end{equation*}
$$

Taking expectation with respect to $X_{0}$ in (III.4.25), we infer

$$
\mathbb{E}_{X_{0}}\left[H_{\kappa}^{(\ell, n)}\left(X \Delta+X_{0}\left(\mathbf{I}_{n}-\Delta^{2}\right)^{1 / 2}\right)\right]
$$

$$
\begin{align*}
& =2^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} \mathbb{E}_{X_{0}}\left[P_{\kappa}\left(\frac{X}{\sqrt{2}} \Delta+\frac{X_{0}}{\sqrt{2}}\left(\mathbf{I}_{n}-\Delta^{2}\right)^{1 / 2}, \mathbf{I}_{n}\right)\right] \quad(\text { by (III.4.19)) }) \\
& =2^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} \mathbb{E}_{X_{0}}\left[2^{-k} \sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{l=1}^{\ell} \prod_{j=1}^{n} H_{\alpha_{l j}}\left(d_{j} X_{l j}+\sqrt{1-d_{j}^{2}} X_{0, l j}\right)\right] \quad \quad \text { (by (III.4.25)) }  \tag{III.4.25}\\
& =2^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} 2^{-k} \sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{l=1}^{\ell} \prod_{j=1}^{n} \mathbb{E}_{X_{0, l j}}\left[H_{\alpha_{l j}}\left(d_{j} X_{l j}+\sqrt{1-d_{j}^{2}} X_{0, l j}\right)\right] \quad \text { (by independence) } \\
& =2^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} 2^{-k} \sum_{|\alpha|=2 k} z_{\alpha}^{\kappa} \prod_{l=1}^{\ell} \prod_{j=1}^{n} d_{j}^{\alpha_{l j}} H_{\alpha_{l j}}\left(X_{l j}\right) \quad(\text { by (III.3.32)) } \\
& =2^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} P_{\kappa}\left(\frac{X}{\sqrt{2}}, \Delta^{2}\right), \quad(\text { by (III.4.24)) }
\end{align*}
$$

which proves relation (III.4.22).
We are now in position to prove Theorem III.3.10.
Proof of Theorem III.3.10. In order to prove (III.3.33), we use Fubini and apply (III.4.22) with $\Delta=e^{-t A}$ and integrate both sides with respect to the Haar measure on $O(n)$ to obtain:

$$
\begin{aligned}
O_{t ; A}^{(\ell, n)} H_{\kappa}^{(\ell, n)}(X) & =\mathbb{E}\left[\int_{O(n)} H_{\kappa}^{(\ell, n)}\left(X H e^{-t A}+X_{0}\left(\mathbf{I}_{n}-e^{-2 t A}\right)^{1 / 2}\right) \tilde{\mu}(d H) \mid X\right] \\
& =\int_{O(n)} \mathbb{E}\left[H_{\kappa}^{(\ell, n)}\left(X H e^{-t A}+X_{0}\left(\mathbf{I}_{n}-e^{-2 t A}\right)^{1 / 2}\right) \mid X\right] \tilde{\mu}(d H) \\
& =2^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} \int_{O(n)} P_{\kappa}\left(\frac{X H}{\sqrt{2}}, e^{-2 t A}\right) \tilde{\mu}(d H) \\
& =2^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} \frac{C_{\kappa}\left(e^{-2 t A}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} P_{\kappa}\left(\frac{X}{\sqrt{2}}, \mathbf{I}_{n}\right)=\frac{C_{\kappa}\left(e^{-2 t A}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} H_{\kappa}^{(\ell, n)}(X),
\end{aligned}
$$

where we used (III.4.19) and (III.4.20). This finishes the proof of the first part of the statement. Let us now prove the second part: Assume first that $A=\operatorname{diag}(a, \ldots, a)$ and let $f \in \Pi(\ell, n)$ (see (III.3.30)). Then, one has that

$$
\begin{aligned}
O_{t ; A}^{(\ell, n)} f(X) & =\int_{O(n)} \mathbb{E}\left[f\left(e^{-a t} X H+\sqrt{1-e^{-2 a t}} X_{0} H\right) \mid X\right] \tilde{\mu}(d H) \\
& =\int_{O(n)} \mathbb{E}\left[f\left(e^{-a t} X+\sqrt{1-e^{-2 a t}} X_{0}\right) \mid X\right] \tilde{\mu}(d H)=P_{a t}^{(\ell n)} f(X)
\end{aligned}
$$

where we used the facts that $X_{0} \stackrel{d}{=} X_{0} H$ for $H \in O(n), f$ is an element of $\Pi(\ell, n)$ and $\tilde{\mu}$ is a probability measure on $O(n)$. Finally, if the $a_{i}$ 's are not all equal, then arguing as in Remark III.3.11 (b), one can derive a relation contradicting the semigroup property of $O_{t ; A}^{(\ell, n)}$.
Proof of Theorem III.3.12. We proceed in two steps. In view of Remark III.3.13, the matrix $R$ is necessarily symmetric and has non-negative eigenvalues. We start by showing that (III.3.36) holds for diagonal matrices $R=\operatorname{diag}\left(r_{1}, \ldots, r_{n}\right)$. The statement for arbitrary symmetric matrices will then follow from the diagonal case by a reduction argument.
Step 1: $R$ is diagonal. Let us first assume that $r_{1}, \ldots, r_{n}>0$. Since $X \stackrel{d}{=} X H, H \in O(n)$ and using the fact that $H_{K}^{(\ell, n)}(X H)=H_{K}^{(\ell, n)}(X)$ for every $H \in O(n)$ (as can be seen e.g. from (III.3.5) or (III.3.8)), we
have

$$
\begin{align*}
& \mathbb{E}\left[H_{K}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}\left(X R+X_{0}\left(\mathbf{I}_{n}-R^{2}\right)^{1 / 2}\right)\right] \\
= & \mathbb{E}\left[H_{K}^{(\ell, n)}(X) \mathbb{E}\left[H_{\sigma}^{(\ell, n)}\left(X R+X_{0}\left(\mathbf{I}_{n}-R^{2}\right)^{1 / 2}\right) \mid X\right]\right] \\
= & \mathbb{E}\left[\int_{O(n)} H_{\kappa}^{(\ell, n)}(X H) \mathbb{E}\left[H_{\sigma}^{(\ell, n)}\left(X H R+X_{0}\left(\mathbf{I}_{n}-R^{2}\right)^{1 / 2}\right) \mid X\right] \tilde{\mu}(d H)\right] \\
= & \mathbb{E}\left[H_{K}^{(\ell, n)}(X) \mathbb{E}\left[\int_{O(n)} H_{\sigma}^{(\ell, n)}\left(X H R+X_{0}\left(\mathbf{I}_{n}-R^{2}\right)^{1 / 2}\right) \tilde{\mu}(d H) \mid X\right]\right]  \tag{III.4.26}\\
= & \mathbb{E}\left[H_{K}^{(\ell, n)}(X) O_{1 ; R_{*}}^{(\ell, n)} H_{\sigma}^{(\ell, n)}(X)\right],
\end{align*}
$$

where $R_{*}:=\operatorname{diag}\left(\ln \left(1 / r_{1}\right), \ldots, \ln \left(1 / r_{n}\right)\right)$. Then, exploiting the action of $O_{t ; R_{*}}^{(\ell, n)}$ on matrix-variate Hermite polynomials given in (III.3.33) we infer

$$
\begin{gathered}
\mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}\left(X R+X_{0}\left(\mathbf{I}_{n}-R^{2}\right)^{1 / 2}\right)\right]=\frac{C_{K}\left(e^{-2 R_{*}}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} \mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}(X)\right] \\
=\frac{C_{\kappa}\left(R^{2}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} \mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}(X)\right]=\mathbb{1}_{\kappa=\sigma} \cdot 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(R^{2}\right) \frac{C_{\kappa}\left(\mathbf{I}_{\ell}\right)}{C_{K}\left(\mathbf{I}_{n}\right)},
\end{gathered}
$$

where we used that $e^{-2 R_{*}}=R^{2}$ and the orthogonality relation for Hermite polynomials (III.3.9). If some of $r_{1}, \ldots, r_{n}$ are equal to zero, the conclusion remains valid, as in this case, from (III.4.26), we can use (III.4.22) and (III.4.20) yielding the same conclusion.

Step 2: $R$ is symmetric. Since $R$ is symmetric, there exists $O \in O(n)$ such that $R=O \Delta_{R} O^{T}$, where $\Delta_{R}$ is diagonal. Moreover, since $R^{2}=O \Delta_{R}^{2} O^{T}$, we have

$$
\mathbf{I}_{n}-R^{2}=\mathbf{I}_{n}-O \Delta_{R}^{2} O^{T}=O O^{T}-O \Delta_{R}^{2} O^{T}=O\left(\mathbf{I}_{n}-\Delta_{R}^{2}\right) O^{T}
$$

yielding $\left(\mathbf{I}_{n}-R^{2}\right)^{1 / 2}=O\left(\mathbf{I}_{n}-\Delta_{R}^{2}\right)^{1 / 2} O^{T}$, as can be seen from the computation

$$
\left[O\left(\mathbf{I}_{n}-\Delta_{R}^{2}\right)^{1 / 2} O^{T}\right]^{2}=\left[O\left(\mathbf{I}_{n}-\Delta_{R}^{2}\right)^{1 / 2} O^{T}\right]\left[O\left(\mathbf{I}_{n}-\Delta_{R}^{2}\right)^{1 / 2} O^{T}\right]=O\left(\mathbf{I}_{n}-\Delta_{R}^{2}\right) O^{T}=\mathbf{I}_{n}-R^{2}
$$

Exploiting once more the fact that $H_{\kappa}^{(\ell, n)}(X O)=H_{\kappa}^{(\ell, n)}(X)$ for every $O \in O(n)$, we have

$$
\begin{aligned}
& \mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}\left(X R+X_{0}\left(\mathbf{I}_{n}-R^{2}\right)^{1 / 2}\right)\right] \\
= & \mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}\left(X O \Delta_{R} O^{T}+X_{0} O\left(\mathbf{I}_{n}-\Delta_{R}^{2}\right)^{1 / 2} O^{T}\right)\right] \\
= & \mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}\left(\left(X O \Delta_{R}+X_{0} O\left(\mathbf{I}_{n}-\Delta_{R}^{2}\right)^{1 / 2}\right) O^{T}\right)\right] \\
= & \mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X O) H_{\sigma}^{(\ell, n)}\left(X O \Delta_{R}+X_{0} O\left(\mathbf{I}_{n}-\Delta_{R}^{2}\right)^{1 / 2}\right)\right] \\
= & \mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}\left(X \Delta_{R}+X_{0}\left(\mathbf{I}_{n}-\Delta_{R}^{2}\right)^{1 / 2}\right)\right],
\end{aligned}
$$

where the last equality follows from the fact that the pair $\left(X, X_{0}\right)$ has the same distribution as the pair ( $X O, X_{0} O$ ). Since $\Delta_{R}$ is diagonal, we can apply the conclusion of Step 1 to infer

$$
\begin{gathered}
\mathbb{E}\left[H_{\kappa}^{(\ell, n)}(X) H_{\sigma}^{(\ell, n)}\left(X \Delta_{R}+X_{0}\left(\mathbf{I}_{n}-\Delta_{R}^{2}\right)^{1 / 2}\right)\right]=\mathbb{1}_{\kappa=\sigma} \cdot 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\Delta_{R}^{2}\right) \frac{C_{\kappa}\left(\mathbf{I}_{\ell}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} \\
=\mathbb{1}_{\kappa=\sigma} \cdot 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(R^{2}\right) \frac{C_{\kappa}\left(\mathbf{I}_{\ell}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)}
\end{gathered}
$$

where in the last line, we used the fact that $C_{K}\left(\Delta_{R}^{2}\right)=C_{\kappa}\left(O \Delta_{R}^{2} O^{T}\right)=C_{\kappa}\left(R^{2}\right)$. This finishes the proof.

## III.4.4 Proofs of Section III.3.4

## Proof of Proposition III.3.16

The variance of the total variation is obtained from (III.3.41). Using the orthogonality of Wiener chaoses, the variance of $\mathbf{V}\left(\tilde{f}_{\ell} ; U\right)$ is computed to be

$$
\begin{equation*}
\operatorname{Var}\left[\mathbf{V}\left(\tilde{f}_{\ell} ; U\right)\right]=\operatorname{Var}\left[\sum_{k \geq 1} \mathbf{V}\left(\tilde{f}_{\ell} ; U\right)[2 k]\right]=\sum_{k \geq 1} \operatorname{Var}\left[\mathbf{V}\left(\tilde{f}_{\ell} ; U\right)[2 k]\right] \tag{III.4.27}
\end{equation*}
$$

where

$$
\operatorname{Var}\left[\mathbf{V}\left(\mathfrak{f}_{\ell} ; U\right)[2 k]\right]=\sum_{\kappa \vdash k} \sum_{\sigma \vdash k} \widehat{\Phi}(\kappa) \widehat{\Phi}(\sigma) \int_{U^{2}} \mathbb{E}\left[H_{\kappa}^{(\ell, n)}\left(\mathfrak{f}_{\ell}^{\prime}(z)\right) H_{\sigma}^{(\ell, n)}\left(\mathfrak{f}_{\ell}^{\prime}\left(z^{\prime}\right)\right)\right] d z d z^{\prime},
$$

with $\widehat{\Phi}(\kappa)$ as in (III.3.26). Now, in view of (III.3.42), we can apply Theorem III.3.12 with $R=R\left(z, z^{\prime}\right)$ to infer

$$
\mathbb{E}\left[H_{K}^{(\ell, n)}\left(\mathfrak{f}_{\ell}^{\prime}(z)\right) H_{\sigma}^{(\ell, n)}\left(\mathfrak{f}_{\ell}^{\prime}\left(z^{\prime}\right)\right)\right]=\mathbb{1}_{\kappa=\sigma} \cdot 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(R\left(z, z^{\prime}\right)^{2}\right) \frac{C_{\kappa}\left(\mathbf{I}_{\ell}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)}
$$

yielding

$$
\operatorname{Var}\left[\mathbf{V}\left(\mathfrak{f}_{\ell} ; U\right)[2 k]\right]=\sum_{\kappa \vdash k} \widehat{\Phi}(\kappa)^{2} 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!\frac{C_{\kappa}\left(\mathbf{I}_{\ell}\right)}{C_{\kappa}\left(\mathbf{I}_{n}\right)} \int_{U^{2}} C_{\kappa}\left(R\left(z, z^{\prime}\right)^{2}\right) d z d z^{\prime}
$$

The relation in (III.3.43) then follows from (III.4.27).

## Proof of Theorem III.3.17

The Wiener chaos expansion of $\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)$ is given by (III.3.41):

$$
\begin{equation*}
\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \sum_{k \geq 0} \mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2 k] \tag{III.4.28}
\end{equation*}
$$

where for $k \geq 0$,

$$
\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2 k]=\sum_{\kappa \vdash k} \widehat{\Phi}(\kappa) \int_{\mathbb{T}^{3}} H_{\kappa}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z
$$

and $\widehat{\Phi}(\kappa)$ is as in (III.3.26). In particular, for $k=0$, we have by (III.3.27),

$$
\mathbb{E}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)\right]=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \widehat{\Phi}((0))=\left(\frac{E_{n}}{3}\right)^{\ell / 2} 2^{\ell / 2} \frac{\Gamma_{\ell}(2)}{\Gamma_{\ell}\left(\frac{3}{2}\right)}
$$

which proves (III.3.49).
$\underline{\text { Second Wiener chaos component. The second Wiener chaos of } \mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right) \text { is given by }}$

$$
\begin{equation*}
\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]=\left(\frac{E_{n}}{3}\right)^{\ell / 2} \widehat{\Phi}((1)) \int_{\mathbb{T}^{3}} H_{(1)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z \tag{III.4.29}
\end{equation*}
$$

In the following lemma, we establish the asymptotic variance of the second Wiener chaos in the highenergy regime:

Lemma III.4.6. As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$, we have

$$
\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]\right]=\left(\frac{E_{n}}{3}\right)^{\ell} 2^{\ell} \frac{\Gamma_{\ell}(2)^{2}}{\Gamma_{\ell}\left(\frac{3}{2}\right)^{2}} \frac{\ell}{2 \mathcal{N}_{n}}\left(1+O\left(n^{-1 / 28+o(1)}\right)\right)
$$

Proof. Since, for every $z, z^{\prime} \in \mathbb{T}^{3}$, we have

$$
\begin{equation*}
\mathbb{E}\left[\tilde{\partial}_{j} T_{n}^{(i)}(z) \cdot \tilde{\partial}_{j^{\prime}} T_{n}^{\left(i^{\prime}\right)}\left(z^{\prime}\right)\right]=\mathbb{1}_{i=i^{\prime}} \cdot\left(\frac{E_{n}}{3}\right)^{-1} r_{j, j^{\prime}}^{(n)}\left(z-z^{\prime}\right) \tag{III.4.30}
\end{equation*}
$$

we note that the matrices $\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)$ and $\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}\left(z^{\prime}\right)$ are such that

$$
\begin{equation*}
\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}\left(z^{\prime}\right) \stackrel{d}{=} \widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z) R_{n}\left(z-z^{\prime}\right)+X_{0}\left(\mathbf{I}_{3}-R_{n}\left(z-z^{\prime}\right)^{2}\right)^{1 / 2} \tag{III.4.31}
\end{equation*}
$$

where $X_{0}=X_{0}\left(z, z^{\prime}\right)$ is an independent copy of $\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)$ and the matrix $R_{n}\left(z-z^{\prime}\right)$ is given by

$$
R_{n}\left(z-z^{\prime}\right):=\left(\tilde{r}_{j, j^{\prime}}^{(n)}\left(z-z^{\prime}\right)\right)_{j, j^{\prime} \in[3]}, \quad \tilde{r}_{j, j^{\prime}}^{(n)}\left(z-z^{\prime}\right):=\left(\frac{E_{n}}{3}\right)^{-1} \frac{\partial^{2}}{\partial z_{j} \partial z_{j^{\prime}}} r^{(n)}\left(z-z^{\prime}\right)
$$

Indeed, by (III.4.31) it follows by Remark III.3.13 part (a), that

$$
\mathbb{E}\left[\tilde{\partial}_{j} T_{n}^{(i)}(z) \cdot \tilde{\partial}_{j^{\prime}} T_{n}^{\left(i^{\prime}\right)}\left(z^{\prime}\right)\right]=\mathbb{1}_{i=i^{\prime}} \cdot \tilde{r}_{j, j^{\prime}}^{(n)}\left(z-z^{\prime}\right)
$$

which is (III.4.30). In particular, the variance of the second Wiener chaos component is computed by Proposition III.3.16,

$$
\begin{align*}
\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]\right] & =\left(\frac{E_{n}}{3}\right)^{\ell} \widehat{\Phi}((1))^{2} 4^{-1}\left(\frac{3}{2}\right)_{(1)}^{-1} \frac{C_{(1)}\left(\mathbf{I}_{\ell}\right)}{C_{(1)}\left(\mathbf{I}_{3}\right)} \int_{\mathbb{T}^{3} \times \mathbb{T}^{3}} C_{(1)}\left(R_{n}\left(z-z^{\prime}\right)^{2}\right) d z d z^{\prime} \\
& =\left(\frac{E_{n}}{3}\right)^{\ell} \widehat{\Phi}((1))^{2} 4^{-1} \frac{2}{3} \frac{\ell}{3} \int_{\mathbb{T}^{3}} \operatorname{tr}\left(R_{n}(z)^{2}\right) d z \\
& =\left(\frac{E_{n}}{3}\right)^{\ell} \widehat{\Phi}((1))^{2} \frac{\ell}{18} \int_{\mathbb{T}^{3}} \operatorname{tr}\left(R_{n}(z)^{2}\right) d z, \tag{III.4.32}
\end{align*}
$$

where we used that $C_{(1)}(A)=\operatorname{tr}(A)$ and stationarity of $\mathbf{T}_{n}^{(\ell)}$ to reduce integrations on $\mathbb{T}^{3} \times \mathbb{T}^{3}$ to $\mathbb{T}^{3}$. A direct computation gives

$$
\operatorname{tr}\left(R_{n}(z)^{2}\right)=\sum_{j, j^{\prime} \in[3]}\left(\tilde{r}_{j, j^{\prime}}^{(n)}(z)\right)^{2}
$$

Now, in view of (III.3.44) and (III.3.47), we have

$$
\tilde{r}_{j, j^{\prime}}^{(n)}(z)=\left(\frac{E_{n}}{3}\right)^{-1}\left(-4 \pi^{2}\right) \frac{1}{\mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} \lambda_{j} \lambda_{j^{\prime}} e_{\lambda}(z)
$$

Integrating over $\mathbb{T}^{3}$ and using the orthogonality relation for complex exponentials on the torus

$$
\begin{equation*}
\int_{\mathbb{T}^{3}} e_{\lambda}(z) d z=\mathbb{1}_{\lambda=0} \tag{III.4.33}
\end{equation*}
$$

then yields

$$
\begin{aligned}
& \int_{\mathbb{T}^{3}} \operatorname{tr}\left(R_{n}(z)^{2}\right) d z \\
= & \int_{\mathbb{T}^{3}} \sum_{j, j^{\prime} \in[3]}\left(\tilde{r}_{j, j^{\prime}}^{(n)}(z)\right)^{2} d z=\left(\frac{E_{n}}{3}\right)^{-2} \sum_{j, j^{\prime} \in[3]} 16 \pi^{4} \frac{1}{\mathcal{N}_{n}^{2}} \sum_{\lambda, \lambda^{\prime} \in \Lambda_{n}} \lambda_{j} \lambda_{j^{\prime}} \lambda_{j}^{\prime} \lambda_{j^{\prime}}^{\prime} \int_{\mathbb{T}^{3}} e_{\lambda+\lambda^{\prime}}(z) d z \\
= & \left(\frac{E_{n}}{3}\right)^{-2} 16 \pi^{4} \frac{1}{\mathcal{N}_{n}^{2}} \sum_{j, j^{\prime} \in[3]} \sum_{\lambda \in \Lambda_{n}} \lambda_{j}^{2} \lambda_{j^{\prime}}^{2}=\frac{9}{n^{2} \mathcal{N}_{n}^{2}} \sum_{j, j^{\prime} \in[3]} \sum_{\lambda \in \Lambda_{n}} \lambda_{j}^{2} \lambda_{j^{\prime}}^{2} \\
= & \frac{9}{\mathcal{N}_{n}} \frac{1}{n^{2} \mathcal{N}_{n}} \sum_{j, j^{\prime} \in[3]} \sum_{\lambda \in \Lambda_{n}} \lambda_{j}^{2} \lambda_{j^{\prime}}^{2} .
\end{aligned}
$$

Now, using the relation (see e.g. [Cam19, Appendix C])

$$
\frac{1}{n^{2} \mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} \lambda_{j}^{2} \lambda_{j^{\prime}}^{2}=\frac{1}{5} \mathbb{1}_{j=j^{\prime}}+\frac{1}{15} \mathbb{1}_{j \neq j^{\prime}}+O\left(n^{-1 / 28+o(1)}\right)
$$

gives

$$
\int_{\mathbb{T}^{3}} \operatorname{tr}\left(R_{n}(z)^{2}\right) d z=\frac{9}{\mathcal{N}_{n}}\left(\frac{3}{5}+\frac{6}{15}+O\left(n^{-1 / 28+o(1)}\right)\right)=\frac{9}{\mathcal{N}_{n}}\left(1+O\left(n^{-1 / 28+o(1)}\right)\right),
$$

so that, computing $\widehat{\Phi}((1))=2^{\ell / 2} \frac{\Gamma_{\ell}(2)}{\Gamma_{\ell}\left(\frac{3}{2}\right)}$ from (III.3.26) gives by (III.4.32)

$$
\begin{gathered}
\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]\right]=\left(\frac{E_{n}}{3}\right)^{\ell} \widehat{\Phi}((1))^{2} \frac{\ell}{18} \frac{9}{\mathcal{N}_{n}}\left(1+O\left(n^{-1 / 28+o(1)}\right)\right) \\
=\left(\frac{E_{n}}{3}\right)^{\ell} 2^{\ell} \frac{\Gamma_{\ell}(2)^{2}}{\Gamma_{\ell}\left(\frac{3}{2}\right)^{2}} \frac{\ell}{2 \mathcal{N}_{n}}\left(1+O\left(n^{-1 / 28+o(1)}\right)\right)
\end{gathered}
$$

which finishes the proof.
Higher-order chaotic components. We prove the following statement, dealing with the variance of the tail of the Wiener chaos expansion of $\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)$.

Proposition III.4.7. As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$, we have

$$
\begin{equation*}
\operatorname{Var}\left[\sum_{k \geq 2} \mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2 k]\right]=O\left(E_{n}^{\ell} \mathcal{N}_{n}^{-5 / 3+o(1)}\right)=o\left(\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]\right]\right) . \tag{III.4.34}
\end{equation*}
$$

In particular, as $n \rightarrow \infty, n \neq 0,4,7(\bmod 8)$,

$$
\begin{equation*}
\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)=\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]+o_{\mathbb{P}}(1) \tag{III.4.35}
\end{equation*}
$$

where $o_{\mathbb{P}}(1)$ denotes a sequence of random variables converging to zero in probability, that is, in the high-energy regime, the random variable $\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)$ is dominated in the $L^{2}(\mathbb{P})$-sense by its projection on the second Wiener chaos.

The proof of Proposition III.4.7 is based on a suitable partition of the torus into singular and nonsingular pairs of cubes, as already exploited in Appendix II.E of Chapter II (see also [ORW08, DNPR19, PR18] for further references using this approach).

We now describe this partition for the convenience of the reader. For every $n \in S_{3}$, we partition the torus into a disjoint union of cubes of length $1 / M$, where $M=M_{n} \geq 1$ is an integer proportional to $\sqrt{E_{n}}$, as follows: Let $Q_{0}=[0,1 / M)^{3}$; then we consider the partition of $\mathbb{T}^{3}$ obtained by translating $Q_{0}$ in the directions $k / M, k \in \mathbb{Z}^{3}$. Denote by $\mathcal{P}(M)$ the partition of $\mathbb{T}^{3}$ that is obtained in this way. By construction, we have that $\operatorname{card}(\mathcal{P}(M))=M^{3}$. Let us now denote by

$$
\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)\left[4^{+}\right]:=\sum_{k \geq 2} \mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2 k]
$$

the projection of $\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)$ onto Wiener chaoses of order at least 4 . By linearity, we can write

$$
\begin{equation*}
\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)\left[4^{+}\right]=\sum_{Q \in \mathcal{P}(M)} \mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; Q\right)\left[4^{+}\right], \quad \ell \in[3] \tag{III.4.36}
\end{equation*}
$$

where $\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; Q\right)$ denotes the total variation of $\mathbf{T}_{n}^{(\ell)}$ in the cube $Q$. From now on, we fix a small number $0<\eta<10^{-10}$. In the forthcoming definition, we define singular pairs of points and cubes (see also Definition II.E.1). Recall the notations

$$
r_{i}^{(n)}(z):=\frac{\partial}{\partial z_{i}} r^{(n)}(z), \quad r_{i, j}^{(n)}(z):=\frac{\partial^{2}}{\partial z_{i} \partial z_{j}} r^{(n)}(z), \quad(i, j) \in[3] \times[3] .
$$

Definition III.4.8 (Singular pairs of points and cubes). A pair of points $\left(z, z^{\prime}\right) \in \mathbb{T}^{3} \times \mathbb{T}^{3}$ is called a singular pair of points if one of the following inequalities is satisfied:

$$
\left|r^{(n)}\left(z-z^{\prime}\right)\right|>\eta, \quad\left|r_{i}^{(n)}\left(z-z^{\prime}\right)\right|>\eta \sqrt{E_{n} / 3}, \quad\left|r_{i, j}^{(n)}\left(z-z^{\prime}\right)\right|>\eta E_{n} / 3
$$

for $(i, j) \in[3] \times[3]$. A pair of cubes $\left(Q, Q^{\prime}\right) \in \mathcal{P}(M)^{2}$ is called a singular pair of cubes if the product $Q \times Q^{\prime}$ contains a singular pair of points. We denote by $\mathcal{S}=\mathcal{S}(M) \subset \mathcal{P}(M)^{2}$ the set of singular pairs of cubes. A pair of cubes $\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}$ is called non-singular. By construction, $\mathcal{P}(M)^{2}=\mathcal{S} \cup \mathcal{S}^{c}$.

For fixed $Q \in \mathcal{P}(M)$, let us furthermore denote by $\mathcal{B}_{Q}$ the union over all cubes $Q^{\prime} \in \mathcal{P}(M)$ such that $\left(Q, Q^{\prime}\right) \in \mathcal{S}$. Arguing as in (II.E.2), we have that

$$
\begin{equation*}
\operatorname{Leb}\left(\mathcal{B}_{Q}\right)=O\left(\mathcal{R}_{n}(6)\right) \tag{III.4.37}
\end{equation*}
$$

where $\mathcal{R}_{n}(6)=\int_{\mathbb{T}^{3}}\left[r^{(n)}(z)\right]^{6} d z$. In view of (III.4.36), we can thus split the variance into its singular and non-singular contribution as follows

$$
\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)\left[4^{+}\right]\right]=\left\{\sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}}+\sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}}\right\} \mathbb{E}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; Q\right)\left[4^{+}\right] \cdot \mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; Q^{\prime}\right)\left[4^{+}\right]\right]:=\Delta_{n, 1}^{(\ell)}+\Delta_{n, 2}^{(\ell)}
$$

The contributions to the variance of the terms $\Delta_{n, j}^{(\ell)}, j=1,2$ are given in Lemma III.4.9 and III.4. 10 below. The combination of both results proves Proposition III.4.7.

Lemma III.4.9 (Singular part). As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$, we have that

$$
\left|\Delta_{n, 1}^{(\ell)}\right|=o\left(\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]\right]\right) .
$$

Proof. Using the triangle inequality, the Cauchy-Schwarz inequality, and (III.4.37), we can write

$$
\left|\Delta_{n, 1}^{(\ell)}\right| \leq \sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}} \sqrt{\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; Q\right)\left[4^{+}\right]\right]} \sqrt{\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; Q^{\prime}\right)\left[4^{+}\right]\right]}
$$

$$
\begin{equation*}
\ll E_{n}^{3} \mathcal{R}_{n}(6) \cdot \operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; Q_{0}\right)\left[4^{+}\right]\right] \tag{III.4.38}
\end{equation*}
$$

where we exploited stationarity of $\mathbf{T}_{n}^{(\ell)}$ and where $Q_{0}$ denotes the cube around the origin. Now we notice that

$$
\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; Q_{0}\right)\left[4^{+}\right]\right] \leq \operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; Q_{0}\right)\right] \leq \mathbb{E}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; Q_{0}\right)^{2}\right]
$$

By definition of the total variation (III.3.46), we can write

$$
\mathbb{E}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; Q_{0}\right)^{2}\right]=\left(\frac{E_{n}}{3}\right)^{\ell} \int_{Q_{0} \times Q_{0}} \mathbb{E}\left[\Phi\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) \Phi\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}\left(z^{\prime}\right)\right)\right] d z d z^{\prime}
$$

Now for every fixed $z, z^{\prime} \in Q_{0}$, we have by the Cauchy-Schwarz inequality

$$
\mathbb{E}\left[\Phi\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) \Phi\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}\left(z^{\prime}\right)\right)\right] \leq \sqrt{\mathbb{E}\left[\Phi\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right)^{2}\right] \mathbb{E}\left[\Phi\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}\left(z^{\prime}\right)\right)^{2}\right]}=\mathbb{E}\left[\Phi(\mathbf{N})^{2}\right]=O(1)
$$

where $\mathbf{N} \stackrel{d}{=} \mathcal{N}_{\ell \times 3}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{3}\right)$. Therefore, bearing in mind that $\operatorname{Leb}\left(Q_{0}\right)=M^{-3}=O\left(E_{n}^{-3 / 2}\right)$, it follows that

$$
\mathbb{E}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; Q_{0}\right)^{2}\right]=O\left(E_{n}^{\ell} M^{-6}\right)=O\left(E_{n}^{\ell-3}\right)
$$

Combining this with the estimate in (III.4.38) yields $\left|\Delta_{n, 1}^{(\ell)}\right| \ll E_{n}^{3} \mathcal{R}_{n}(6) E_{n}^{\ell-3} \ll E_{n}^{\ell} \mathcal{R}_{n}(6)$. By [BM19, Eq.(1.18)], we have that $\mathcal{R}_{n}(6) \ll \mathcal{N}_{n}^{-7 / 3+o(1)}$, as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$. Combining this with the estimate in Lemma III.4.6 yields the desired conclusion.

Lemma III.4.10 (Non-singular part). As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$, we have that

$$
\left|\Delta_{n, 2}^{(\ell)}\right|=o\left(\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]\right]\right) .
$$

Proof. Using the expansion in matrix-Hermite polynomials and arguing as in the proof of Proposition III.3.16, we have that

$$
\left|\Delta_{n, 2}^{(\ell)}\right| \leq E_{n}^{\ell} \sum_{k \geq 2} \sum_{\kappa \vdash k} \widehat{\Phi}(\kappa)^{2} 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!\frac{C_{\kappa}\left(\mathbf{I}_{\ell}\right)}{C_{\kappa}\left(\mathbf{I}_{3}\right)} \sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}} \int_{Q \times Q^{\prime}}\left|C_{\kappa}\left(R_{n}(x-y)^{2}\right)\right| d x d y
$$

Now for a matrix $S \in \mathbb{C}^{m \times m}$, we denote by $\rho(S):=\max \left(\left|\lambda_{1}\right|, \ldots,\left|\lambda_{m}\right|\right)$, where $\lambda_{i}$ denote the eigenvalues of $S$. We now use the following two facts: (i) For every partition $\kappa \vdash k$, every matrix $S \in \mathbb{C}^{m \times m}$ and every $x$ such that $\rho(S)<x$, one has that $\left|C_{\kappa}(S)\right| \leq x^{k} C_{\kappa}\left(\mathbf{I}_{m}\right)$ (see for instance [MPH95], p.197) and (ii) by Gerschgorin's Theorem (see for instance [GR14], p.1084), writing $S=\left(s_{i j}\right)$,

$$
\rho(S) \leq \min \left(\max _{i=1, \ldots, m} \sum_{j=1}^{m}\left|s_{i j}\right|, \max _{j=1, \ldots, m} \sum_{i=1}^{m}\left|s_{i j}\right|\right)=: \tilde{\rho}(S)
$$

Applying the facts above with the symmetric matrix $S=R_{n}(x-y)^{2}$ and $x=2 \tilde{\rho}(S)$ yields

$$
\begin{equation*}
\left|\Delta_{n, 2}^{(\ell)}\right| \leq E_{n}^{\ell} \sum_{k \geq 2} \sum_{\kappa \vdash k} \widehat{\Phi}(\kappa)^{2} 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right) \sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}} \int_{Q \times Q^{\prime}}\left(2 \tilde{\rho}\left(R_{n}(x-y)^{2}\right)\right)^{k} d x d y \tag{III.4.39}
\end{equation*}
$$

By definition of $\tilde{\rho}$ and the triangular inequality, we have that

$$
\begin{equation*}
2 \tilde{\rho}\left(R_{n}(x-y)^{2}\right) \leq 2 \max _{i=1,2,3} \sum_{j, l=1}^{3}\left|\tilde{r}_{i l}^{(n)}(x-y)\right|\left|\tilde{r}_{l j}^{(n)}(x-y)\right|, \tag{III.4.40}
\end{equation*}
$$

which is bounded by $18 \eta^{2}<1$ on the non-singular regions. Combining this with the fact that we are summing over integers $k \geq 2$ yields

$$
\begin{aligned}
& \sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}} \int_{Q \times Q^{\prime}}\left(2 \tilde{\rho}\left(R_{n}(x-y)^{2}\right)\right)^{k} d x d y \\
= & \sum_{\left(Q, Q^{\prime}\right) \in \mathcal{S}^{c}} \int_{Q \times Q^{\prime}}\left(2 \tilde{\rho}\left(R_{n}(x-y)^{2}\right)\right)^{k-2}\left(2 \tilde{\rho}\left(R_{n}(x-y)^{2}\right)\right)^{2} d x d y \\
\ll & \int_{\mathbb{T}^{3}}\left(\tilde{\rho}\left(R_{n}(z)^{2}\right)\right)^{2} d z
\end{aligned}
$$

Combining (III.4.40) with the Cauchy-Schwarz inequality and the estimate

$$
\int_{\mathbb{T}^{3}}\left[\tilde{r}_{j, j^{\prime}}^{(n)}(z)\right]^{2 p} d z=O\left(\mathcal{R}_{n}(2 p)\right), \quad p \geq 1,
$$

where the constant involved in the 'big-O' notation depends only on $p$ (see Lemma II.E. 2 in Chapter II), we deduce that

$$
\int_{\mathbb{T}^{3}}\left(\tilde{\rho}\left(R_{n}(z)^{2}\right)\right)^{2} d z \ll \int_{\mathbb{T}^{3}} \max _{i, l=1,2,3}\left|\tilde{r}_{i l}^{(n)}(z)\right|^{2} \max _{j, l=1,2,3}\left|\tilde{r}_{j l}^{(n)}(z)\right|^{2} d z=\int_{\mathbb{T}^{3}} \max _{j, l=1,2,3}\left|\tilde{r}_{j l}^{(n)}(z)\right|^{4} d z \ll \mathcal{R}_{n}(4) .
$$

Therefore, in view of the estimate (III.4.39), and the fact that $\Phi \in L^{2}\left(\mu_{X}\right)$ for $X \sim \mathscr{N}_{\ell \times n}\left(0, \mathbf{I}_{\ell} \otimes \mathbf{I}_{n}\right)$, we conclude that

$$
\left|\Delta_{n, 2}^{(\ell)}\right| \ll E_{n}^{\ell} \mathcal{R}_{n}(4) \sum_{k \geq 2} \sum_{\kappa \vdash k} \widehat{\Phi}(\kappa)^{2} 4^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1} k!C_{\kappa}\left(\mathbf{I}_{\ell}\right) \leq E_{n}^{\ell} \mathcal{R}_{n}(4) \mathbb{E}\left[\Phi(X)^{2}\right] \ll E_{n}^{\ell} \mathcal{R}_{n}(4)
$$

Now, the Cauchy-Schwarz inequality implies that

$$
\mathcal{R}_{n}(4)=\int_{\mathbb{T}^{3}}\left[r^{(n)}(z)\right]^{4} d z \leq\left(\int_{\mathbb{T}^{3}}\left[r^{(n)}(z)\right]^{2} d z \int_{\mathbb{T}^{3}}\left[r^{(n)}(z)\right]^{6} d z\right)^{1 / 2}=\sqrt{\mathcal{R}_{n}(2) \mathcal{R}_{n}(6)}
$$

Using the estimates (see [BM19, Eq.(1.16) and (1.18)])

$$
\mathcal{R}_{n}(2)=\frac{1}{\mathcal{N}_{n}}, \quad \mathcal{R}_{n}(6) \ll \mathcal{N}_{n}^{-7 / 3+o(1)}, \quad n \rightarrow \infty, n \not \equiv 0,4,7 \quad(\bmod 8)
$$

implies that $\sqrt{\mathcal{R}_{n}(2) \mathcal{R}_{n}(6)} \ll \mathcal{N}_{n}^{-5 / 3+o(1)}$. The fact that $E_{n}^{\ell} \mathcal{N}_{n}^{-5 / 3+o(1)}=o\left(\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)}, \mathbb{T}^{3}\right)\right]\right)$ follows from the order of the variance of the second Wiener chaos in Lemma III.4.6.

Limiting distribution of the normalized total variation. The next proposition establishes a CLT in the high-frequency regime for normalized version of the second chaotic component of the total variation

$$
\begin{equation*}
\widehat{\mathbf{V}}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]:=\frac{\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]}{\sqrt{\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]\right]}} \tag{III.4.41}
\end{equation*}
$$

Proposition III.4.11. As $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$, we have

$$
\widehat{\mathbf{V}}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2] \xrightarrow{d} \mathcal{N}(0,1) .
$$

Proof. The expression of $\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)$ [2] is given in (III.4.29). Normalising that expression by the square root of the order of the variance in (III.3.50) yields

$$
\widehat{\mathbf{V}}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]=\frac{\sqrt{2} \sqrt{\mathcal{N}_{n}}}{\sqrt{\ell}} \int_{\mathbb{T}^{3}} H_{(1)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z
$$

Using (III.3.16), we can rewrite

$$
H_{(1)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right)=\frac{1}{6} \sum_{k=1}^{\ell} \sum_{j=1}^{3} H_{2}\left(\tilde{\partial}_{j} T_{n}^{(k)}(z)\right)
$$

Now, for every $k \in[\ell]$, we write $H_{2}(u)=u^{2}-1$ and exploit once more the orthogonality relations for complex exponentials on the torus (III.4.33) in order to write

$$
\begin{aligned}
& \sum_{j=1}^{3} \int_{\mathbb{T}^{3}} H_{2}\left(\tilde{\partial}_{j} T_{n}^{(k)}\right) d z=\sum_{j=1}^{3} \int_{\mathbb{T}^{3}}\left[\left(\tilde{\partial}_{j} T_{n}^{(k)}(z)\right)^{2}-1\right] d z \\
= & \sum_{j=1}^{3} \frac{3}{n \mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}} \lambda_{j}^{2}\left(\left|a_{k, \lambda}\right|^{2}-1\right)=\frac{3}{\mathcal{N}_{n}} \sum_{\lambda \in \Lambda_{n}}\left(\left|a_{k, \lambda}\right|^{2}-1\right),
\end{aligned}
$$

where we used that $\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}=n$, so that

$$
\begin{align*}
\widehat{\mathbf{V}}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2] & =\frac{\sqrt{2} \sqrt{\mathcal{N}_{n}}}{\sqrt{\ell}} \int_{\mathbb{T}^{3}} H_{(1)}^{(\ell, 3)}\left(\widetilde{\mathrm{jac}}_{\mathbf{T}_{n}^{(\ell)}}(z)\right) d z=\frac{1}{\sqrt{\ell}} \frac{1}{\sqrt{2}} \sum_{k=1}^{\ell} \frac{1}{\sqrt{\mathcal{N}_{n}}} \sum_{\lambda \in \Lambda_{n}}\left(\left|a_{k, \lambda}\right|^{2}-1\right) \\
& =\frac{1}{\sqrt{\ell}} \sum_{k=1}^{\ell} \frac{1}{\sqrt{\mathcal{N}_{n} / 2}} \sum_{\lambda \in \Lambda_{n} / \sim}\left(\left|a_{k, \lambda}\right|^{2}-1\right) \tag{III.4.42}
\end{align*}
$$

where $\Lambda_{n} / \sim$ stands the equivalence classes in $\Lambda_{n}$ obtained by identifying $\lambda$ with $-\lambda$, so that $\left|\Lambda_{n} / \sim\right|=\mathcal{N}_{n} / 2$. Note that the random variables $\left\{\left|a_{k, \lambda}\right|^{2}-1: \lambda \in \Lambda_{n} / \sim\right\}$ are i.i.d, centered and have unit variance. The classical CLT thus implies that, as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$,

$$
\sum_{k=1}^{\ell} \frac{1}{\sqrt{N_{n} / 2}} \sum_{\lambda \in \Lambda_{n} / \sim}\left(\left|a_{k, \lambda}\right|^{2}-1\right) \xrightarrow{d} \sum_{k=1}^{\ell} Z_{k}
$$

where $\left(Z_{1}, \ldots, Z_{\ell}\right)$ is a standard Gaussian vector. The statement then follows from (III.4.42).
End of the proof of Theorem III.3.17. Relation (III.4.35) implies that the second chaotic component of the total variation dominates the Wiener chaos expansion in (III.4.28). In particular, (III.4.35) implies that, as $n \rightarrow \infty, n \not \equiv 0,4,7(\bmod 8)$

$$
\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)\right]=\operatorname{Var}\left[\mathbf{V}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]\right](1+o(1))
$$

and that the normalized sequences of random variables

$$
\left\{\widehat{\mathbf{V}}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right): n \in S_{3}\right\}, \quad\left\{\widehat{\mathbf{V}}\left(\mathbf{T}_{n}^{(\ell)} ; \mathbb{T}^{3}\right)[2]: n \in S_{3}\right\}
$$

defined in (III.3.48) and (III.4.41) respectively, have the same limiting distribution. Combining this with the asymptotic variance for the second chaos in Lemma III.4.6 proves the variance estimate in (III.3.50). Finally, the CLT in (III.3.51) for the total variation follows when combining (III.4.35) with the content of Proposition III.4.11. This concludes the proof of Theorem III.3.17.

## Appendix III.A Proof of Proposition III.3.1

We recall that $L^{2}\left(\mu_{X}\right)=L^{2}\left(\Omega, \sigma\left(\mu_{X}\right), \mathbb{P}\right)$, where $\sigma\left(\mu_{X}\right)$ is the $\sigma$-field generated by random variables of the form

$$
\int_{\mathbb{R}} f(x) \mu_{X}(d x)
$$

where $f$ is a finite linear combination of trigonometric functions of the form $\cos (a x), \sin (b x)$ with $a, b \in \mathbb{R}$. Since $f(x)$ is equal to the limit of its Taylor expansion for every $x \in \mathbb{R}$, and since the support of $\mu_{X}$ consists of at most $\ell$ points, we deduce that $\sigma\left(\mu_{X}\right)$ is generated by random variables as above where $f=p$ is a polynomial. Our goal is now to prove that, if $F \in L^{2}\left(\mu_{X}\right)$ is such that $\mathbb{E}\left[F H_{\kappa}^{(\ell, n)}(X)\right]=0$ for every $\kappa \vdash k$ and every $k \geq 0$, then $F=0, \mathbb{P}$-almost everywhere. In order to obtain the desired conclusion, we will use the following three facts: (i) zonal polynomials can be expanded into a finite linear combination of matrix-Hermite polynomials (see e.g [Chi92, Eq.(4.12)]), (ii) the product of finitely many zonal polynomials is a finite linear combination of zonal polynomials (see (III.2.8)) and (iii) every monomial of the form $t_{k}(X):=\operatorname{tr}\left(\left[X X^{T}\right]^{k}\right)=s_{1}^{k}+\ldots+s_{\ell}^{k}$ (where $s_{1}, \ldots, s_{\ell}$ denote the eigenvalues of $X X^{T}$ ) can be represented as a linear combination of zonal polynomials (see (III.2.1)). Using these three facts shows that, whenever $F$ satisfies the assumption above, then $\mathbb{E}\left[F t_{j_{0}}(X)^{a_{0}} \ldots t_{j_{M}}(X)^{a_{M}}\right]=0$ for every finite $M \geq 1$ and every collection of integers $j_{0}, \ldots, j_{M} \geq 0$ and $a_{0}, \ldots, a_{M} \geq 0$. In particular, writing $p(x)=\sum_{j=0}^{M} c_{j} x^{j}$ for a polynomial of degree $M$, one has that

$$
\begin{aligned}
& \mathbb{E}\left[F \exp \left(i \int_{\mathbb{R}} p(x) \mu_{X}(d x)\right)\right]=\mathbb{E}\left[F \exp \left(i \sum_{j=0}^{M} c_{j}\left(s_{1}^{j}+\ldots+s_{\ell}^{j}\right)\right)\right]=\mathbb{E}\left[F \exp \left(i \sum_{j=0}^{M} c_{j} t_{j}(X)\right)\right] \\
& =\mathbb{E}\left[F \prod_{j=0}^{M} \exp \left(i c_{j} t_{j}(X)\right)\right]=\sum_{a_{0}, \ldots, a_{M} \geq 0} \frac{\left(i c_{0}\right)^{a_{0}} \cdots\left(i c_{M}\right)^{a_{M}}}{a_{0}!\cdots a_{M}!} \mathbb{E}\left[F t_{0}(X)^{a_{0}} \cdots t_{M}(X)^{a_{M}}\right]=0
\end{aligned}
$$

by assumption. By a standard approximation argument, we therefore deduce that $\mathbb{E}\left[F \mid \sigma\left(\mu_{X}\right)\right]=0$, yielding the desired conclusion.

## Appendix III.B A relation between Hermite and Laguerre polynomials

In this section, we present a proof of relation (III.3.8) between matrix-variate Hermite polynomials and generalized Laguerre polynomials, inspired by [Hay69]. We state the result in the following theorem for convenience.

Theorem III.B.1. For every integer $k \geq 0$ and $\kappa \vdash k$, we have

$$
\gamma_{\kappa} \cdot L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(X X^{T}\right)=H_{\kappa}^{(\ell, n)}(\sqrt{2} X), \quad \gamma_{\kappa}:=(-2)^{-k}\left(\frac{n}{2}\right)_{\kappa}^{-1}
$$

The following notion of matrix-variate Bessel function is defined in [Hay69, Eq. (6)].
Definition III.B.2. Let $R \in \mathbb{R}^{\ell \times \ell}$ be a symmetric matrix. For $\gamma>-1$ a real number, the Bessel function of matrix argument $R$ is defined as

$$
\begin{equation*}
A_{\gamma}(R)=\frac{1}{\Gamma_{\ell}\left(\gamma+\frac{\ell+1}{2}\right)} \sum_{k \geq 0} \sum_{\kappa \vdash k} \frac{C_{\kappa}(-R)}{\left(\gamma+\frac{\ell+1}{2}\right)_{k} k!} . \tag{III.B.1}
\end{equation*}
$$

In [Hay69, Eq.(7)], it is shown that Laguerre polynomials can be recovered by means of Bessel functions as follows

$$
\begin{equation*}
\operatorname{etr}(-S) L_{\kappa}^{(\gamma)}(S)=\int_{\mathcal{P}_{\ell}(\mathbb{R})} A_{\gamma}(R S) \operatorname{etr}(-R) \operatorname{det}(R)^{\gamma} C_{\kappa}(R) v(d R) \tag{III.B.2}
\end{equation*}
$$

The following auxiliary Lemma is needed for the proof of Theorem III.B.1.
Lemma III.B.3. Let $f: \mathbb{R}^{\ell \times \ell} \rightarrow \mathbb{R}$ be a function and $X \in \mathbb{R}^{\ell \times n}$. Then, we have

$$
\int_{\mathbb{R}^{\ell \times n}} \operatorname{etr}\left(-2 i X U^{T}\right) f\left(U U^{T}\right)(d U)=\pi^{n \ell / 2} \cdot \int_{\mathcal{P}_{\ell}(\mathbb{R})} f(R) A_{\frac{n-\ell-1}{2}}\left(X X^{T} R\right) \operatorname{det}(R)^{\frac{n-\ell-1}{2}} v(d R) .
$$

Proof. By integrating on $O(n)$, we can write

$$
\begin{align*}
\int_{\mathbb{R}^{\ell \times n}} \operatorname{etr}\left(-2 i X U^{T}\right) & f\left(U U^{T}\right)(d U)=\int_{\mathbb{R}^{\ell \times n}} \int_{O(n)} \operatorname{etr}\left(-2 i X H^{T} U^{T}\right) f\left(U H H^{T} U^{T}\right) \tilde{\mu}(d H)(d U) \\
& =\int_{\mathbb{R}^{\ell \times n}} f\left(U U^{T}\right) \int_{O(n)} \operatorname{etr}\left(-2 i X H^{T} U^{T}\right) \tilde{\mu}(d H)(d U) \tag{III.B.3}
\end{align*}
$$

We now compute the inner integral on $O(n)$. Using the relations (see for instance [MPH95, Theorem 4.3.3])

$$
\int_{O(n)} \operatorname{tr}(A H)^{2 k+1} \tilde{\mu}(d H)=0, \quad \int_{O(n)} \operatorname{tr}(A H)^{2 k} \tilde{\mu}(d H)=\sum_{\kappa \vdash k} \frac{(2 k)!}{4^{k} k!\left(\frac{n}{2}\right)_{\kappa}} C_{\kappa}\left(A A^{T}\right), \quad k \geq 0
$$

we can write

$$
\begin{gathered}
\int_{O(n)} \operatorname{etr}\left(-2 i X H^{T} U^{T}\right) \tilde{\mu}(d H)=\sum_{k \geq 0} \frac{1}{k!} \int_{O(n)}(-2 i)^{k} \operatorname{tr}\left(X^{T} U H\right)^{k} \tilde{\mu}(d H) \\
=\sum_{k \geq 0} \frac{1}{(2 k)!}(-4)^{k} \int_{O(n)} \operatorname{tr}\left(X^{T} U H\right)^{2 k} \tilde{\mu}(d H)=\sum_{k \geq 0} \frac{1}{(2 k)!}(-4)^{k} \sum_{\kappa \vdash k} \frac{(2 k)!}{4^{k} k!\left(\frac{n}{2}\right)_{K}} C_{\kappa}\left(X^{T} U U^{T} X\right) \\
=\sum_{k \geq 0} \sum_{\kappa \vdash k} \frac{1}{k!\left(\frac{n}{2}\right)_{\kappa}} C_{\kappa}\left(-X^{T} U U^{T} X\right) .
\end{gathered}
$$

Now using (III.B.1), the last line can be re-written as

$$
\int_{O(n)} \operatorname{etr}\left(-2 i X H^{T} U^{T}\right) \tilde{\mu}(d H)=\Gamma_{\ell}\left(\frac{n}{2}\right) A_{\frac{n-\ell-1}{2}}\left(X^{T} U U^{T} X\right)
$$

The proof is then completed from (III.B.3) and the change of variable $U U^{T}=R$.
We are now in position to prove Theorme III.B.1.
Proof of Lemma III.B.1. Setting $A=\mathbf{I}_{n}$ in (III.4.18) and combining it with (III.4.19), we deduce the relation

$$
\operatorname{etr}\left(-X X^{T}\right) 2^{k}\left(\frac{n}{2}\right)_{\kappa} H_{\kappa}^{(\ell, n)}(\sqrt{2} X)=\frac{(-1)^{k}}{\pi^{n \ell / 2}} \int_{\mathbb{R}^{\ell \times n}} \operatorname{etr}\left(-2 i X U^{T}\right) \operatorname{etr}\left(-U U^{T}\right) C_{\kappa}\left(U U^{T}\right)(d U)
$$

Applying Lemma III.B. 3 to the R.H.S with $f\left(U U^{T}\right)=\operatorname{etr}\left(-U U^{T}\right) C_{\kappa}\left(U U^{T}\right)$ then leads to

$$
\begin{aligned}
& \operatorname{etr}\left(-X X^{T}\right) 2^{k}\left(\frac{n}{2}\right)_{\kappa} H_{K}^{(\ell, n)}(\sqrt{2} X) \\
= & (-1)^{k} \int_{\mathcal{P}_{\ell}(\mathbb{R})} \operatorname{etr}(-R) C_{\kappa}(R) A_{\frac{n-\ell-1}{2}}\left(X X^{T} R\right) \operatorname{det}(R)^{\frac{n-\ell-1}{2}} v(d R) \\
= & (-1)^{k} \operatorname{etr}\left(-X X^{T}\right) L_{\kappa}^{\left(\frac{n-\ell-1}{2}\right)}\left(X X^{T}\right),
\end{aligned}
$$

where we used (III.B.2). This finishes the proof.

## Chapter IV

## Some functional convergence results related to Berry's nodal lengths on the plane

In this chapter, we study the high-energy behaviour of the nodal length process indexed by rectangles in the unit square associated with the two-dimensional Berry random field. Such a model of Gaussian eigenfunctions has been introduced by Berry [Ber77, Ber02] and studied later in a number of works (see for instance [NPR19, KW18, BCW17, CH20, PV20, DNPR20] and references therein). In [NPR19] and [PV20], the authors prove that, in the high-energy limit, the nodal length restricted to a fixed planar domain exhibits Gaussian fluctuations (see [NPR19]), and present subsequent multi-dimensional extensions for random vectors associated with a collection of domains (see [PV20]), yielding in particular finite-dimensional convergence results, suggesting a functional limit theorem. In [PV20], a partial weak convergence result towards a standard two-parameter Wiener sheet is obtained for the dominant projection of the nodal length on the fourth Wiener chaos. An extension of such a limit theorem to the entire nodal length process was not fully solved in [PV20], due to technical problems arising when studying certain boundary terms appearing in the projections of the nodal length on the second Wiener chaos. In this chapter, we present some progress towards such a global functional limit theorem, allowing one to deduce novel probabilistic limit theorems for semi-local functionals associated with nodal length processes. In order to achieve such a task, we study the second chaos components independently, highlighting in particular an intrinsic relation with a Gaussian total disorder process (see Corollary IV.1.5). Based on a tightness criterion by Davydov and Zitikis [DZ08] for proving weak convergence of multivariate processes, our findings allow us to show that the laws of the second chaos projections are tight and converge weakly to zero (see Corollary IV.1.6). Combining this result with a chaining technique (inspired by Dehling and Taqqu [DT89] and Marinucci and Wigman [MW11]) for dealing with higher-order chaotic projections, allows us in particular to formulate a weak convergence result, towards a Wiener sheet, of a discretized version of the nodal length, obtained by introducing refining partitions of the unit square (see Theorem IV.1.8 and Corollary IV.1.9). We also derive weak convergence results for the truncated nodal length process in the high-energy limit (see Corollary IV.1.15). As a by-product of our results, we deduce a number of new limit theorems involving suprema of the discretized and truncated nodal length process. We believe that our findings are important steps towards a fully general functional limit theorem for the nodal length process.

## IV. 1 Introduction and main results

For a parameter $E>0$, we consider the real-valued Berry Random Wave Model with energy $4 \pi^{2} E$, that is the centred stationary and isotropic Gaussian field on $\mathbb{R}^{2}, B_{E}=\left\{B_{E}(x): x \in \mathbb{R}^{2}\right\}$, whose covariance function is given by

$$
\begin{equation*}
r^{E}(x, y)=r^{E}(x-y):=J_{0}(2 \pi \sqrt{E}\|x-y\|), \quad x, y \in \mathbb{R}^{2} \tag{IV.1.1}
\end{equation*}
$$

where $J_{0}$ is the Bessel function of the first kind of order 0 , see for instance [Ber77, Ber02, NPR19, PV20]. Let us denote by $\mathscr{A}$ the collection of all piecewise $C^{1}$ simply connected compact subsets of $\mathbb{R}^{2}$ having non-empty interior. For $\mathcal{D} \in \mathscr{A}$, we write

$$
\mathscr{L}_{E}(\mathcal{D}):=\mathcal{H}^{1}\left(B_{E}^{-1}(0) \cap \mathcal{D}\right)
$$

for the length of the zero set of $B_{E}$ inside $\mathcal{D}$. In [NPR19, Theorem 1.1], it is shown that for a fixed domain $\mathcal{D}$, the nodal length verifies

$$
\mathbb{E}\left[\mathscr{L}_{E}(\mathcal{D})\right]=\operatorname{area}(\mathcal{D}) \frac{\pi}{\sqrt{2}} \sqrt{E}, \quad \operatorname{Var}\left[\mathscr{L}_{E}(\mathcal{D})\right] \sim \operatorname{area}(\mathcal{D}) \frac{\log E}{512 \pi}
$$

as $E \rightarrow \infty$, and the subsequent one-dimensional Central Limit Theorem is derived

$$
\begin{equation*}
\widetilde{\mathscr{L}}_{E}(\mathcal{D}):=\frac{\mathscr{L}_{E}(\mathcal{D})-\mathbb{E}\left[\mathscr{L}_{E}(\mathcal{D})\right]}{\sqrt{\operatorname{Var}\left[\mathscr{L}_{E}(\mathcal{D})\right]}} \stackrel{d}{\rightarrow} N \sim \mathcal{N}(0,1) \tag{IV.1.2}
\end{equation*}
$$

Such a limit theorem originates from the fact that the Wiener-Itô chaos expansion of $\mathscr{L}_{E}(\mathcal{D})$ is dominated in the $L^{2}(\mathbb{P})$-sense by its projection on the fourth Wiener chaos. In [PV20, Theorem 3.2], the authors prove the following multivariate extension of (IV.1.2).

Theorem IV.1.1. For every integer $d \geq 1$ and every fixed $\mathcal{D}_{1}, \mathcal{D}_{2}, \ldots, \mathcal{D}_{d} \in \mathscr{A}$, we define the $d \times d$ matrix $\Sigma=\{\Sigma(i, j): i, j=1, \ldots, d\}$ by the relation

$$
\begin{equation*}
\Sigma(i, j):=\frac{\operatorname{area}\left(\mathcal{D}_{i} \cap \mathcal{D}_{j}\right)}{\sqrt{\operatorname{area}\left(\mathcal{D}_{i}\right) \operatorname{area}\left(\mathcal{D}_{j}\right)}} \tag{IV.1.3}
\end{equation*}
$$

Then, as $E \rightarrow \infty$, one has that

$$
\begin{equation*}
\left(\widetilde{\mathscr{L}_{E}}\left(\mathcal{D}_{1}\right), \widetilde{\mathscr{L}_{E}}\left(\mathcal{D}_{2}\right), \ldots, \widetilde{\mathscr{L}_{E}}\left(\mathcal{D}_{d}\right)\right) \xrightarrow{d} Z \sim \mathcal{N}_{d}(0, \Sigma) \tag{IV.1.4}
\end{equation*}
$$

where $Z$ is a centred d-dimensional Gaussian vector with covariance matrix $\Sigma$.
Such a result shows that, in the high-energy limit, the finite-dimensional distributions of the process $\left\{\widetilde{\mathscr{L}}_{E}(\mathcal{D}): \mathcal{D} \in \mathscr{A}\right\}$ converge to those of a Gaussian process with a limiting covariance structure of a homogeneous independently scattered random measure with unit intensity. Given the limiting covariance structure appearing in (IV.1.3), Theorem IV.1.1 immediately implies that, when restricting the nodal length to rectangles of the type $\left[0, t_{1}\right] \times\left[0, t_{2}\right]$, the process $X_{E}=\left\{X_{E}\left(t_{1}, t_{2}\right):\left(t_{1}, t_{2}\right) \in[0,1]^{2}\right\}$ defined by

$$
\begin{equation*}
X_{E}\left(t_{1}, t_{2}\right):=\sqrt{\frac{512 \pi}{\log E}}\left(\mathscr{L}_{E}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)-\mathbb{E}\left[\mathscr{L}_{E}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)\right]\right) \tag{IV.1.5}
\end{equation*}
$$

converges in the sense of finite-dimensional distributions to a standard Wiener sheet, that is, to a centred Gaussian process $\mathbf{W}=\left\{\mathbf{W}\left(t_{1}, t_{2}\right):\left(t_{1}, t_{2}\right) \in[0,1]^{2}\right\}$ with covariance function $\mathbb{E}\left[\mathbf{W}\left(t_{1}, t_{2}\right) \mathbf{W}\left(s_{1}, s_{2}\right)\right]=$ $\left(t_{1} \wedge s_{1}\right)\left(t_{2} \wedge s_{2}\right)$. We refer the reader for instance to [RY99, p.39] for an introduction to such an object. The following partial weak convergence result for the projection of $X_{E}$ on the fourth Wiener chaos is obtained in [PV20, Theorem 3.4]. We denote by $X_{E}[q]\left(t_{1}, t_{2}\right)$ the projection of $X_{E}\left(t_{1}, t_{2}\right)$ on the $q$-th Wiener chaos associated with $B_{E}$.

Theorem IV.1.2. For every fixed $\left(t_{1}, t_{2}\right) \in[0,1]^{2}$, one has that, as $E \rightarrow \infty$,

$$
\mathbb{E}\left[\left(X_{E}\left(t_{1}, t_{2}\right)-X_{E}[4]\left(t_{1}, t_{2}\right)\right)^{2}\right] \rightarrow 0
$$

Moreover, the random mappings $X_{E}[4]:\left(t_{1}, t_{2}\right) \mapsto X_{E}[4]\left(t_{1}, t_{2}\right)$ belong almost surely to the class $C\left([0,1]^{2}, \mathbb{R}\right)$ of continuous processes on $[0,1]^{2}$, and as $E \rightarrow \infty, X_{E}[4]$ converges weakly to a standard Wiener sheet $\mathbf{W}$ on $[0,1]^{2}$ in the Skorohod space $\mathbf{D}_{2}=D\left([0,1]^{2}, \mathbb{R}\right)$.

Results regarding a global functional convergence in the Skorohod space were not obtained in [PV20]. The proof of such weak convergence results would typically allow one to derive new probabilistic limit theorems involving semi-local functionals associated to nodal length processes, such as for instance the supremum of $X_{E}$. The difficulties of extending such a weak convergence from the fourth projection to the entire process $X_{E}$ was partially explained by the presence of certain boundary terms appearing in the expression of the second chaotic projection $X_{E}$ [2], see in particular [PV20, Remark 3.2]. The goal of this chapter is to substantially (albeit not completely!) fill such gaps by presenting a careful analysis of these residual terms and dealing with the remainder term formed by higher-order chaotic projections associated with $X_{E}$. In the forthcoming sections, we describe our findings.

## IV.1.1 Some weak convergence results

We now describe the main contributions of this chapter. We write $\mathbf{t}=\left(t_{1}, t_{2}\right) \in[0,1]^{2}$ and consider the normalized nodal length process

$$
X_{E}=\left\{X_{E}(\mathbf{t}): \mathbf{t} \in[0,1]^{2}\right\}
$$

introduced in (IV.1.5), whose Wiener-Itô chaos expansion is given by

$$
\begin{equation*}
X_{E}=X_{E}[2]+X_{E}[4]+R_{E}, \quad R_{E}:=\sum_{q \geq 3} X_{E}[2 q] \tag{IV.1.6}
\end{equation*}
$$

where $X_{E}[q]$ indicates the projection of $X_{E}$ on the $q$-th Wiener chaos. In what follows, we specify to which functions spaces our random objects of interest belong. Consider the unit square $[0,1]^{2}$ and define the following four regions for every fixed $\mathbf{t}=\left(t_{1}, t_{2}\right) \in[0,1]^{2}$,

$$
\begin{aligned}
Q(\mathbf{t}, N E) & :=\left\{\mathbf{s}=\left(s_{1}, s_{2}\right) \in[0,1]^{2}: s_{1}>t_{1}, s_{2}>t_{2}\right\} \\
Q(\mathbf{t}, N W) & :=\left\{\mathbf{s}=\left(s_{1}, s_{2}\right) \in[0,1]^{2}: s_{1}<t_{1}, s_{2}>t_{2}\right\} \\
Q(\mathbf{t}, S W) & :=\left\{\mathbf{s}=\left(s_{1}, s_{2}\right) \in[0,1]^{2}: s_{1}<t_{1}, s_{2}<t_{2}\right\} \\
Q(\mathbf{t}, S E) & :=\left\{\mathbf{s}=\left(s_{1}, s_{2}\right) \in[0,1]^{2}: s_{1}>t_{1}, s_{2}<t_{2}\right\} .
\end{aligned}
$$

We remark that some of these regions may be empty, in the case where $\mathbf{t}$ belongs to the boundary of $[0,1]^{2}$. The Skorohod space $\mathbf{D}_{2}=D\left([0,1]^{2}, \mathbb{R}\right)$ is the class of functions $f:[0,1]^{2} \rightarrow \mathbb{R}$ verifying the following continuity property for every $\mathbf{t} \in[0,1]^{2}$ : for every $R \in\{N E, N W, S W, S E\}$ and every sequence $\left\{\mathbf{t}_{n}: n \geq 1\right\} \subset Q(\mathbf{t}, R)$ such that $\mathbf{t}_{n} \rightarrow \mathbf{t}$ as $n \rightarrow \infty$, the limit $\lim _{n \rightarrow \infty} f\left(\mathbf{t}_{n}\right)$ exists and is finite, and, moreover for every sequence $\left\{\mathbf{t}_{n}: n \geq 1\right\} \subset Q(\mathbf{t}, N E)$ such that $\mathbf{t}_{n} \rightarrow \mathbf{t}$ as $n \rightarrow \infty$, we have that $\lim _{n \rightarrow \infty} f\left(\mathbf{t}_{n}\right)=f(\mathbf{t})$.

We endow the space $\mathbf{D}_{2}$ both with the $\sigma$-field generated by coordinate projections, and with the Skorohod topology described in Neuhaus [Neu71, p.1289]. We also define $\mathbf{C}_{2}=C\left([0,1]^{2}, \mathbb{R}\right)$ to be the subset of $\mathbf{D}_{2}$ composed of continuous mappings.

We note that, in the case where $f:[0,1]^{2} \rightarrow \mathbb{R}$ takes the form $f(\mathbf{t}):=\mu\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)$ for some finite measure $\mu$ on $[0,1]^{2}$, it follows from an application of the dominated convergence theorem that
$f \in \mathbf{D}_{2}$. In view of the above discussion, the nodal length processes $\left\{X_{E}: E>0\right\}$ are $\mathbf{D}_{2}$-valued random mappings. Our strategy for proving a weak convergence result for the process $X_{E}$ is based on the following lemma. Its proof is postponed to Appendix IV.A.

Lemma IV.1.3. Let $\left\{X, X_{n}: n \geq 1\right\}$ be a sequence of stochastic processes with values in $\mathbf{D}_{2}$ such that $P\left(X \in \mathbf{C}_{2}\right)=1$. We assume that for every $n \geq 1$, the process $X_{n}$ can be written as $X_{n}=U_{n}+V_{n}+W_{n}$, where the processes $U_{n}, V_{n}, W_{n}$ are such that
(i) as $n \rightarrow \infty, U_{n}$ converges weakly to $X$ in $\mathbf{D}_{2}$,
(ii) as $n \rightarrow \infty, V_{n}$ converges weakly to zero in $\mathbf{D}_{2}$,
(iii) for every $\varepsilon>0$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left\{\sup _{\mathbf{t} \in[0,1]^{2}}\left|W_{n}(\mathbf{t})\right|>\varepsilon\right\}=0
$$

Then, $X_{n}$ converges weakly to $X$ in $\mathbf{D}_{2}$.
In order order to prove a global functional convergence result for the normalized nodal length process $X_{E}$, we apply Lemma IV.1.3 with $\left(X_{n}, U_{n}, V_{n}, W_{n}\right)=\left(X_{E}, X_{E}\right.$ [4], $X_{E}$ [2], $\left.R_{E}\right)$ in (IV.1.6). We note that $\mathbb{P}\left\{X_{E}[2] \in \mathbf{C}_{2}\right\}=\mathbb{P}\left\{X_{E}[4] \in \mathbf{C}_{2}\right\}=1$, for every $E>0$. Then, one has to deal with the following three steps:
(i) proving that the projection $X_{E}$ [4] converges weakly to a standard Wiener sheet as $E \rightarrow \infty$, which was fully solved in [PV20] (see also Theorem IV.1.2 above),
(ii) proving that the second chaotic projection $X_{E}$ [2] associated with $X_{E}$ converges weakly to zero, as $E \rightarrow \infty$,
(iii) proving that the residue term formed by the series of higher-order chaotic projections $R_{E}$ associated with $X_{E}$ converges uniformly to zero in probability, as $E \rightarrow \infty$.

In this chapter, our principal aim is to deal with points (ii) and (iii) above, that were left open in [PV20]. For part (ii), we present an auxiliary study of certain integral expressions amenable to the exact expression of $X_{E}$ [2] (see Section IV.1.2), and are in particular able to prove the following result. Its proof is a consequence of Theorem IV.1.21 and Remark IV.1.18 (a).

For $\mathbf{t}=\left(t_{1}, t_{2}\right)$, we set $\mathcal{D}_{\mathbf{t}}:=\left[0, t_{1}\right] \times\left[0, t_{2}\right]$ and write $\mathscr{L}_{E}[2]\left(\mathcal{D}_{\mathbf{t}}\right)$ for the projection of $\mathscr{L}_{E}\left(\mathcal{D}_{\mathbf{t}}\right)$ on the second Wiener chaos.
Theorem IV.1.4. For every $t \in[0,1]^{2}$, we set

$$
Y_{E}(\mathbf{t}):=\frac{\mathscr{L}_{E}[2]\left(\mathcal{D}_{\mathbf{t}}\right)}{\sqrt{\operatorname{Var}\left[\mathscr{L}_{E}[2]\left(\mathcal{D}_{\mathbf{t}}\right)\right]}}
$$

For every integer $d \geq 1$ and every collection of $\mathbf{t}_{1}, \ldots, \mathbf{t}_{d} \in[0,1]^{2}$, we have that, as $E \rightarrow \infty$

$$
\left(Y_{E}\left(\mathbf{t}_{1}\right), \ldots, Y_{E}\left(\mathbf{t}_{d}\right)\right) \xrightarrow{d} Z \sim \mathcal{N}_{d}(0, \Sigma)
$$

where $Z$ is a centred d-dimensional Gaussian vector with covariance matrix $\Sigma=\{\Sigma(i, j): i, j=1, \ldots, d\}$ given by the relation

$$
\Sigma(i, j)=\frac{\lambda\left(\partial \mathcal{D}_{\mathbf{t}_{i}}, \partial \mathcal{D}_{\mathbf{t}_{j}}\right)}{\sqrt{\lambda\left(\partial \mathcal{D}_{\mathbf{t}_{i}}, \partial \mathcal{D}_{\mathbf{t}_{i}}\right) \lambda\left(\partial \mathcal{D}_{\mathbf{t}_{j}}, \partial \mathcal{D}_{\mathbf{t}_{j}}\right)}}
$$

where $\lambda\left(\partial \mathcal{D}_{\mathbf{t}_{i}}, \partial \mathcal{D}_{\mathbf{t}_{j}}\right)$ denotes the signed length of $\partial \mathcal{D}_{\mathbf{t}_{i}} \cap \partial \mathcal{D}_{\mathbf{t}_{j}}$ (see Section IV.1.2 for more details).

In particular, specializing the findings of Theorem IV.1.4 to the setting of concentric squares $R_{t}:=$ $[1 / 2-t, 1 / 2-t]^{2}, 0<t<1 / 2$ centred at the point $(1 / 2,1 / 2)$, verifying $\partial R_{t} \cap \partial R_{s}=\emptyset$ for $t \neq s$, yields the following characterization of $Y_{E}$ as a total disorder process. Here, we call total disorder process any Gaussian process whose linear span contains an uncountable collection of i.i.d standard Gaussian random variables. We refer the reader for instance to [RY99, Section 3] for more details on such processes.
Corollary IV.1.5. The limiting process of $\left\{Y_{E}(\mathbf{t}): \mathbf{t} \in[0,1]^{2}\right\}$ is a total disorder process.
Total disorders appear as the limiting distribution in a number of works. We refer the reader to Section IV.1.2.1 for an overview. Our arguments for proving Theorem IV.1.4, are based on a preliminary study of the second chaotic component (see Section IV.1.2), in which we prove asymptotic variance estimates (see Theorem IV.1.20) and a multivariate Central Limit Theorem in the high-energy regime (see Theorem IV.1.21).

Combining the variance estimates for second chaotic projections in Theorem IV.1.20 with a suitable tightness criterion by Davydov and Zitikis [DZ08] (see Proposition IV.2.4) for proving weak convergence of stochastic processes on $[0,1]^{d}$, and some moment estimates for suprema of stationary Gaussian fields (see Proposition IV.2.6), implies the following weak convergence result for the normalized second order projection $X_{E}$ [2], which solves (ii).

Corollary IV.1.6. As $E \rightarrow \infty$, the process $\left\{X_{E}[2](\mathbf{t}): \mathbf{t} \in[0,1]^{2}\right\}$ converges weakly to zero in $\mathbf{D}_{2}$.
Concerning part (iii) above, we are able to present partial solutions dealing with discretized and truncated nodal length processes.
Discretized nodal length process. Let us first introduce some notation. For $K \geq 1$, we indicate by $\Pi_{K}$ the partition of the $[0,1]^{2}$ formed by the collection of squares of side length $2^{-K}$. For every vector $i=\left(i_{1}, i_{2}\right) \in\left\{0, \ldots, 2^{K}\right\}^{2}$, we define the partition points $\mathbf{p}_{i}(K, K):=\left(p_{i_{1}}(K), p_{i_{2}}(K)\right) \in[0,1]^{2}$ by

$$
p_{i_{1}}(K):=\frac{i_{1}}{2^{K}}, \quad p_{i_{2}}(K):=\frac{i_{2}}{2^{K}}, \quad i_{1}, i_{2}=0,1, \ldots, 2^{K} .
$$

For $\mathbf{t}=\left(t_{1}, t_{2}\right) \in[0,1]^{2}$, we write $i_{K, K}(\mathbf{t})=\left(i_{1, K}\left(t_{1}\right), i_{2, K}\left(t_{2}\right)\right)$ for the vector verifying

$$
p_{i_{1, K}\left(t_{1}\right)} \leq t_{1} \leq p_{i_{1, K}\left(t_{1}\right)+1}, \quad p_{i_{2, K}\left(t_{2}\right)} \leq t_{2} \leq p_{i_{2, K}\left(t_{2}\right)+1},
$$

that is, the vector $i_{K, K}(\mathbf{t})$ is such that $\mathbf{p}_{i_{K, K}(\mathbf{t})}(K, K)$ is the closest partition point to $\mathbf{t}$ on the left. We introduce the following notion of discretized nodal length.

Definition IV.1.7. (Discretized nodal length process) Let $K \geq 1$ be an integer and $\Pi_{K}$ a partition of $[0,1]^{2}$ as described above. For $\mathbf{t} \in[0,1]^{2}$, we define the discretized nodal length by

$$
\mathscr{L}_{E}^{K}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right):=\mathscr{L}_{E}\left(\left[0, p_{i_{1, K}\left(t_{1}\right)}(K)\right] \times\left[0, p_{i_{2, K}\left(t_{2}\right)}(K)\right]\right)
$$

and write $X_{E}^{K}$ for its normalized version

$$
X_{E}^{K}(\mathbf{t})=\sqrt{\frac{512 \pi}{\log E}}\left(\mathscr{L}_{E}^{K}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)-\mathbb{E}\left[\mathscr{L}_{E}^{K}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)\right]\right) .
$$

As usual, we write $X_{E}^{K}[q]$ for the projection of $X_{E}^{K}$ on the $q$-th Wiener chaos and set $R_{E}^{K}=\sum_{q \geq 3} X_{E}^{K}[2 q]$.

In the light of the above definition, $X_{E}^{K}(\mathbf{t})$ represents the normalized nodal length contained in the rectangle formed by the partition coordinates that are closest to $\mathbf{t}$, thus yielding a discrete approximation of $X_{E}(\mathbf{t})$. Moreover, $\mathscr{L}_{E}^{K}$ is $\mathbb{P}$-almost surely an element of $\mathbf{D}_{2}$. The following result shows that there exists a suitable partition $\Pi_{K}$ of $[0,1]^{2}$ associated with a sequence $K=K(E)$ such that the discretized residue process $R_{E}^{K}$ converges to zero uniformly on the unit square, thus showing a discretized version of (iii). The proof of IV.1.8 relies on a planar chaining argument inspired by Dehling and Taqqu [DT89] and Marinucci and Wigman [MW11].

Theorem IV.1.8. Let $\{K(E): E>0\}$ be a numerical sequence such that $K(E) \rightarrow \infty$ and $K(E)=$ $o\left((\log E)^{1 / 10}\right)$ as $E \rightarrow \infty$. Then, for every $\varepsilon>0$,

$$
\mathbb{P}\left\{\sup _{\mathbf{t} \in[0,1]^{2}}\left|R_{E}^{K(E)}(\mathbf{t})\right|>\varepsilon\right\} \rightarrow 0
$$

Combining the findings of Theorem IV.1.8, Corollary IV.1.6 and the weak convergence of $X_{E}$ [4] proved in [PV20] (see Theorem IV.1.2), allows us to deduce the following weak convergence result for the discretized nodal length process.

Corollary IV.1.9. Let $\{K(E): E>0\}$ be a numerical sequence such that $K(E) \rightarrow \infty$ and $K(E)=$ $o\left((\log E)^{1 / 10}\right)$ as $E \rightarrow \infty$. Then, as $E \rightarrow \infty$, the normalized process $X_{E}^{K(E)}$ converges weakly to a standard Wiener sheet $\mathbf{W}$ on $[0,1]^{2}$ in $\mathbf{D}_{2}$.

Corollary IV.1.9 gives access to a number of new limit theorems dealing with specific functionals of the discretized nodal length process. Of particular interest is, for instance, the asymptotic behaviour of the maximal discrepancy between the discretized nodal length and its expectation, given by the supremum of $X_{E}^{K}$. Such statistics provide global indications on how the nodal length process deviates from its mean and are intimately related to overcrowding estimates and concentration inequalities. We refer the reader for instance to [Pri20] for the study of such events in the framework of zero counts and nodal length associated with stationary Gaussian processes.

The following result provides an answer in this direction.
Corollary IV.1.10. Let $\{K(E): E>0\}$ be a numerical sequence such that $K(E) \rightarrow \infty$ and $K(E)=$ $o\left((\log E)^{1 / 10}\right)$ as $E \rightarrow \infty$. Then, as $E \rightarrow \infty$, we have that

$$
\sup _{\mathbf{t} \in[0,1]^{2}}\left|X_{E}^{K(E)}(\mathbf{t})\right| \xrightarrow{d} \sup _{\mathbf{t} \in[0,1]^{2}}|\mathbf{W}(\mathbf{t})| .
$$

To the best of our expertise, the probability distribution of the supremum of the Wiener sheet is not known. In [PP73], the authors provide a number of explicit expressions for the probability distribution function of the supremum of Wiener sheets restricted to the boundary of planar domains. For instance, the following statement is a direct consequence of Corollary IV.1.10 and [PP73, Theorem 3], yielding a closed formula for the asymptotic distribution function of the supremum of $X_{E}^{K}$ on the boundary of the unit square. We refer the reader to [PP73] for more examples in this direction.

Corollary IV.1.11. Let $\{K(E): E>0\}$ be a numerical sequence such that $K(E) \rightarrow \infty$ and $K(E)=$ $o\left((\log E)^{1 / 10}\right)$ as $E \rightarrow \infty$. Then, for every $z \in \mathbb{R}$, we have that, as $E \rightarrow \infty$,

$$
\mathbb{P}\left\{\sup _{\mathbf{t} \in \partial[0,1]^{2}}\left|X_{E}^{K(E)}(\mathbf{t})\right| \leq z\right\} \rightarrow \mathbb{P}\left\{\sup _{\mathbf{t} \in \partial[0,1]^{2}}|\mathbf{W}(\mathbf{t})| \leq z\right\}=1-3 \Phi(-z)+e^{4 z^{2}} \Phi(-3 z)
$$

where $\Phi(z):=\mathbb{P}\{N \leq z\}, N \sim \mathcal{N}(0,1)$.

Remark IV.1.12. The findings described above are not sufficient to obtain a weak convergence result for the process $X_{E}$ and thus to fully solve part (iii). Our main difficulty for directly dealing with the residue term $R_{E}$ (instead of its discretized version $R_{E}^{K}$ ) appears in the chaining argument used in the proof of Theorem IV.1.8 and is essentially explained by the fact that the expectation of $X_{E}$ (which is of order $\sqrt{E / \log E})$ grows considerably faster than the normalizing factor $\log E$. Carrying out the planar chaining argument with $R_{E}$ typically requires the quantity

$$
\left|\mathbb{E}\left[X_{E}(\mathbf{t})\right]-\mathbb{E}\left[X_{E}\left(\mathbf{p}_{i_{K, K}(\mathbf{t})}(K, K)\right)\right]\right| \approx \frac{\sqrt{E}}{\sqrt{\log E}} \frac{1}{2^{K}}
$$

to be bounded, thus imposing $K=K(E)$ to be of logarithmic order. Such a requirement is however incompatible with the choice $o\left((\log E)^{1 / 10}\right)$, as is needed in the above statements. Such a difficulty is eschewed when dealing with the discretized versions, since in this case $\mathbb{E}\left[X_{E}^{K}(\mathbf{t})\right]=\mathbb{E}\left[X_{E}^{K}\left(\mathbf{p}_{i_{K, K}(\mathbf{t})}(K, K)\right)\right]$ by construction of $X_{E}^{K}$, implying that the above difference is zero. One possible strategy for providing a complete answer to (iii) would be to prove that for every $\varepsilon>0$

$$
\mathbb{P}\left\{\sup _{\mathbf{t} \in[0,1]^{2}}\left|R_{E}^{K(E)}(\mathbf{t})-R_{E}(\mathbf{t})\right|>\varepsilon\right\} \rightarrow 0,
$$

as $E \rightarrow \infty$, where $K(E)$ is as in Theorem IV.1.8. However, our arguments allow to prove that such an asymptotic relation only holds pointwise in the $L^{2}(\mathbb{P})$-sense

$$
\mathbb{E}\left[\left(R_{E}^{K(E)}(\mathbf{t})-R_{E}(\mathbf{t})\right)^{2}\right] \leq c_{1} \frac{1}{\log E} \frac{1}{2^{K(E)}}
$$

where $c_{1}>0$ is some absolute constant, thus converging to zero in view of our choice of $K(E)$ (see in particular Lemma IV.2.9).

Truncated nodal length process. We also point out that our results on the second Wiener chaos are sufficient to formulate a weak convergence result for truncated nodal lengths of increasing degree, defined as follows.

Definition IV.1.13. (Truncated nodal length) For an integer $N \geq 1$, we define the truncated nodal length of order $N$ by

$$
\mathscr{L}_{E}(\mathcal{D} ; N):=\sum_{q=0}^{N} \mathscr{L}_{E}[2 q](\mathcal{D})
$$

We write $X_{E}(\mathbf{t} ; N)$ for the normalized version of $\mathscr{L}_{E}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right] ; N\right)$ and $R_{E}(\mathbf{t} ; N):=\sum_{q=3}^{N} X_{E}[2 q](\mathbf{t})$ for its chaotic projections of order 6 to $N$.

The following result shows that the process $R_{E}(\cdot ; N)$ converges to zero for a well-chosen $N=N(E)$, and is a consequence of the hypercontractivity property on Wiener chaoses (see (I.1.29)).

Proposition IV.1.14. Let $N(E)=\log _{5}(\log E)$. Then, as $E \rightarrow \infty$, the process $\left\{R_{E}(\mathbf{t} ; N(E)): \mathbf{t} \in[0,1]^{2}\right\}$ converges weakly to zero in $\mathbf{D}_{2}$.

Combining this result with the weak convergence to zero of the second chaotic projections $X_{E}$ [2] (see Corollary IV.1.6) and the weak convergence of $X_{E}[4]$, is sufficient to derive the following functional limit theorem for the truncated nodal length process of order $N=N(E)$.

Corollary IV.1.15. Let $N(E)=\log _{5}(\log E)$. Then, as $E \rightarrow \infty$, the process $\left\{X_{E}(\mathbf{t} ; N(E)): \mathbf{t} \in[0,1]^{2}\right\}$ converges weakly to a standard Wiener sheet $\mathbf{W}$ on $[0,1]^{2}$ in $\mathbf{D}_{2}$.

Remark IV.1.16. In order to prove (iii), it remains to show that the tail series $X_{E}-R_{E}(\bullet, N(E))$ formed by chaotic projections exceeding $N(E)$, converges weakly to zero, as $E \rightarrow \infty$. A possible route for tackling such a problem is to divide the remainder term in singular and non-singular pair of cells as introduced in [ORW08] and, later exploited in [PR18, DNPR 19, NPR19] (see in particular Appendix II.E of Chapter II) and investigate each of their contributions separately.

## IV.1.2 Study of the second Wiener chaos

In this section, we present our preliminary results on the second Wiener chaos, allowing one to prove Theorem IV.1.4.

Let us consider a convex planar domain $\mathcal{D}$ with piecewise $C^{1}$ boundary $\partial \mathcal{D}$, which we assume to be oriented clock-wise (see also Remark IV.1.18). In [NPR 19, Lemma 4.1], the authors prove that the projection on the second Wiener chaos of the nodal length associated with Berry's random field can be written as

$$
\begin{equation*}
\mathscr{L}_{E}[2](\mathcal{D})=\frac{1}{8 \pi \sqrt{2 E}} \int_{\partial \mathcal{D}} B_{E}(x)\left\langle\nabla B_{E}(x), \mathrm{n}_{\mathcal{D}}(x)\right\rangle d x, \tag{IV.1.7}
\end{equation*}
$$

where $\mathrm{n}_{\mathcal{D}}(x)=\left(\mathrm{n}_{\mathcal{D}}^{1}(x), \mathrm{n}_{\mathfrak{D}}^{2}(x)\right)$ is the outward unit normal vector to $\partial \mathcal{D}$ at $x$ and $d x$ indicates the one-dimensional Hausdorff measure. We recall that relation (IV.1.7) is immaterial on manifolds without boundary as for instance in the related models of random spherical harmonics and toral arithmetic random waves, where the second chaotic projection of the nodal length is almost surely zero, see for instance [Wig $10, \mathrm{KKW} 13$ ] and in particular the characterization of the second Wiener chaos presented in Theorem II.2.5 of Chapter II.

In order to study the second chaotic projections in (IV.1.7), we introduce abstract random variables whose expression is amenable to (IV.1.7). Let $\mathscr{C}$ be the collection of all polygonal planar curves of finite length, that is, formal sums of the form

$$
\mathcal{C}=\sum_{j=1}^{r} \alpha_{j} S_{j}, \quad r \geq 1
$$

where $\alpha_{1}, \ldots, \alpha_{r} \in \mathbb{R}$ and $S_{1}, \ldots, S_{r}$ are oriented line segments. In particular, the above formal sum has a clear geometric meaning when the coefficients $\alpha_{j}$ are equal to one and the line segments $S_{j}$ are adjacent. Also, the sign of the coefficients $\alpha_{j}$ determines the orientation of the corresponding line segment $S_{j}$ : if $\alpha_{j}<0$, then the orientation of $S_{j}$ is reversed, whereas if $\alpha_{j}>0$, then $\alpha_{j} S_{j}$ is the line segment having same orientation as $S_{j}$ and of length $\alpha_{j}$ times the length of $S_{j}$.

Definition IV.1.17. For $C \in \mathscr{C}$ and $E>0$, we define the random variable

$$
\begin{equation*}
\phi_{E}(C)=\frac{1}{8 \pi \sqrt{2 E}} \int_{C} B_{E}(x)\left\langle\nabla B_{E}(x), \mathrm{n}_{C}(x)\right\rangle d x, \tag{IV.1.8}
\end{equation*}
$$

where $d x$ indicates one-dimensional Hausdorff measure on $C$ and $\mathrm{n}_{C}$ denotes the unit normal vector to $C$ computed at $x$.

We make some remarks about Definition IV.1.17.

Remark IV.1.18. (a) Comparing (IV.1.7) with (IV.1.8), it becomes clear that when the curve $C$ is the boundary of a compact planar domain $\mathcal{D}$, then $\phi_{E}(\partial \mathcal{D})=\mathscr{L}_{E}[2](\mathcal{D})$, that is, $\phi_{E}(\partial \mathcal{D})$ coincides with the projection on the second Wiener chaos of the nodal length restricted to $\mathcal{D}$, associated with $B_{E}$. This observation motivates the study of random variables $\phi_{E}(C)$.
(b) If $S$ is a line segment directed by its tangent vector $\tau_{S}=\left(\tau_{1}, \tau_{2}\right) \in \mathbb{R}^{2}$, then $\mathrm{n}_{S}=\|\tau\|^{-1}\left(-\tau_{2}, \tau_{1}\right)$. Since we deal with line segments, we remark that $\mathrm{n}_{S}(x)$ is independent of the chosen point $x \in S$. The line integration over a segment $S$ in (IV.1.8) is defined as follows: Let $\gamma_{S}:[0, L] \rightarrow S$ be a unit speed parametrization of $S$, that is $\gamma_{S}$ is such that $\left\|\dot{\gamma}_{S}(t)\right\|=1$ for every $t \in[0, L]$, (where $\dot{\gamma}_{S}$ denotes the derivative of $\gamma_{S}$ ), showing in particular that $S$ has length $L$. We define

$$
\begin{equation*}
\phi_{E}(S)=\frac{1}{8 \pi \sqrt{2 E}} \int_{0}^{L} B_{E}(\gamma(t))\left\langle\nabla B_{E}(\gamma(t)), \mathrm{n}_{S}(\gamma(t))\right\rangle d t \tag{IV.1.9}
\end{equation*}
$$

where $\mathrm{n}_{S}$ is as described above. We then extend the definition of $\phi_{E}$ to the class $C$ by linearity

$$
\begin{equation*}
\phi_{E}(C):=\sum_{j=1}^{r} \alpha_{j} \phi_{E}\left(S_{j}\right), \quad C=\sum_{j=1}^{r} \alpha_{j} S_{j} . \tag{IV.1.10}
\end{equation*}
$$

(c) It is easy to see that for every $C \in \mathscr{C}$, the random variable $\phi_{E}(C)$ is an element of the second Wiener chaos associated with $B_{E}$. Indeed, denoting by $I_{p}$ the Wiener isometry of order $p$, and writing $B_{E}(x)=I_{1}\left(f_{0}^{E}(x, \cdot)\right), \partial_{j} B_{E}(x)=\sqrt{2 \pi^{2} E} I_{1}\left(f_{j}^{E}(x, \cdot)\right), j=1,2$ for suitable kernels $f_{0}^{E}(x, \cdot), j=$ $0,1,2$ defined on the Hilbert space $L^{2}([0,1], \lambda)$ (with $\lambda$ denoting Lebesgue measure), an application of the product formula for Wiener integrals (see (I.1.28)) allows to write $\phi_{E}(C)=I_{2}\left(u^{E}(C)\right.$ ), where

$$
\begin{equation*}
u^{E}(C)=\frac{1}{8} \sum_{j=1}^{2} \int_{C} f_{0}^{E}(x, \cdot) \widetilde{\otimes} f_{j}^{E}(x, \cdot) \mathrm{n}_{C}^{j}(x) d x \tag{IV.1.11}
\end{equation*}
$$

and where $\widetilde{\otimes}$ denotes the canonical symmetrization of the tensor product. We refer the reader to the proof of Proposition IV.2.3 for more details.

In order to state our main results, we endow the product space $\mathscr{C} \times \mathscr{C}$ with the an inner product product. For line segments $S_{1}$ and $S_{2}$, we define $\lambda\left(S_{1}, S_{2}\right)$ to be the signed length of $S_{1} \cap S_{2}$, that is, the length of their intersection multiplied if $S_{1}$ and $S_{2}$ have the same orientation and its opposite if they have opposite orientations. For arbitrary $C_{1}=\sum_{j=1}^{r} \alpha_{j} S_{j}, C_{2}=\sum_{k=1}^{s} \beta_{k} T_{k} \in \mathscr{C}$ (for collections of line segments $\left\{S_{j}: j=1, \ldots, r\right\}$ and $\left\{T_{k}: k=1, \ldots, s\right\}$, we extend this definition by bilinearity,

$$
\begin{equation*}
\lambda\left(C_{1}, C_{2}\right):=\sum_{j=1}^{r} \sum_{k=1}^{s} \alpha_{j} \beta_{k} \lambda\left(S_{j}, T_{k}\right) \tag{IV.1.12}
\end{equation*}
$$

and refer to it as the signed length of $C_{1} \cap C_{2}$. In particular, choosing $C_{1}=C_{2}=C$ shows that $\lambda(C, C)$ coincides with the one-dimensional Hausdorff measure, that is, the length of $C$, for which we will write $\lambda(C):=\lambda(C, C)$. We point out that such a scalar product already appears in [BS17, Definition 3], where the authors study fluctuations of increments of the Gaussian entire function along smooth curves. We refer the reader to section IV.1.2.1 for more details on this and related works.

Remark IV.1.19. We remark that in [BS17], the authors consider the class of all simple regular curves, as opposed to our definition of $\mathscr{C}$, only restricted to polygonal chains. Our reason for only dealing with this restricted family of curves originates from a number of difficulties encountered when trying to
extend our findings to the setting of arbitrary planar curves. Our main idea for dealing with this more general framework, is to approximate a planar curve by infinitesimal line segments $S_{1}, \ldots, S_{N}$ of length converging to zero as $N \rightarrow \infty$. However, our results stated below, typically require uniform estimates in $E$ or $N$, which for the moment have eluded our attempts.

We now state our main results concerning the random variables $\phi_{E}(C)$. The first statement gives the asymptotic covariance structure in the high-energy regime.

Theorem IV.1.20 (Asymptotic covariance structure). For every $C_{1}, C_{2} \in \mathscr{C}$, as $E \rightarrow \infty$,

$$
\begin{equation*}
\operatorname{Cov}\left[\phi_{E}\left(C_{1}\right), \phi_{E}\left(C_{2}\right)\right]=\frac{\lambda\left(C_{1}, C_{2}\right)}{16 \pi^{2} \sqrt{E}}+o\left(\frac{1}{\sqrt{E}}\right), \tag{IV.1.13}
\end{equation*}
$$

where $\lambda\left(C_{1}, C_{2}\right)$ indicates the signed length of $C_{1} \cap C_{2}$. In particular, as $E \rightarrow \infty$, we have that

$$
\begin{equation*}
\operatorname{Var}\left[\phi_{E}(C)\right]=\frac{\lambda(C)}{16 \pi^{2} \sqrt{E}}+o\left(\frac{1}{\sqrt{E}}\right) \tag{IV.1.14}
\end{equation*}
$$

where $\lambda(C)$ denotes the length of $C$.
Specifying the content of Theorem IV.1.20 to the case where $C=\partial \mathcal{D}$ is the boundary of a polygonal compact domain $\mathcal{D} \subset \mathbb{R}^{2}$ (as for instance rectangles of the type $\left[0, t_{1}\right] \times\left[0, t_{2}\right]$ ) and bearing in mind Remark IV.1.18 (a), we deduce the following variance estimate for the second chaotic projection of the nodal length associated with the Berry random field

$$
\operatorname{Var}\left[\mathscr{L}_{E}[2](\mathcal{D})\right]=\frac{\lambda(\partial \mathcal{D})}{16 \pi^{2} \sqrt{E}}+o\left(\frac{1}{\sqrt{E}}\right)
$$

as $E \rightarrow \infty$. This estimate refines the upper bound $O(1)$ for the variance of $\mathscr{L}_{E}[2](\mathcal{D})$ derived in [NPR19, Lemma 4.1] and in particular shows that $\mathscr{L}_{E}[2](\mathcal{D})$ is a degenerate random variable in the high-energy limit.

In view of (IV.1.14), we introduce the normalized version of $\phi_{E}(C)$,

$$
\begin{equation*}
\widetilde{\phi}_{E}(C):=4 \pi E^{1 / 4} \phi_{E}(C) . \tag{IV.1.15}
\end{equation*}
$$

The following result states a weak convergence result in the sense of finite-dimensional distributions for the random field $\left\{\widetilde{\phi}_{E}(\mathcal{C}): \mathcal{C} \in \mathscr{C}\right\}$.

Theorem IV.1.21. For every integer $d \geq 1$ and every $\mathcal{C}_{1}, \ldots, C_{d} \in \mathscr{C}$, we have that, as $E \rightarrow \infty$,

$$
\left(\widetilde{\phi}_{E}\left(C_{1}\right), \ldots, \widetilde{\phi}_{E}\left(C_{d}\right)\right) \xrightarrow{d} \mathcal{N}_{d}(0, \Sigma),
$$

where $\Sigma=\{\Sigma(i, j): i, j=1, \ldots, d\}$ is the $d \times d$ matrix defined by

$$
\Sigma(i, j):=\lambda\left(C_{i}, C_{j}\right), \quad i, j=1, \ldots, d,
$$

where $\lambda\left(C_{i}, C_{j}\right)$ denotes the signed length of $C_{i} \cap C_{j}$.
The statement of Theorem IV.1.21 shows that, in the high-frequency regime, the covariance of $\widetilde{\phi}_{E}\left(C_{1}\right)$ and $\widetilde{\phi}_{E}\left(C_{2}\right)$ depends on the geometry of $C_{1}$ and $C_{2}$ through the signed length of their intersection. In particular, it becomes apparent that, whenever $\lambda\left(C_{1}, C_{2}\right)$ is zero (which is the case when $C_{1}$ and $C_{2}$ intersect in finitely many isolated points or are disjoint), the random variables $\widetilde{\phi}_{E}\left(C_{1}\right)$ and $\widetilde{\phi}_{E}\left(C_{2}\right)$ are asymptotically independent Gaussian with variance $\lambda\left(C_{1}\right)$ and $\lambda\left(C_{2}\right)$, respectively.

## IV.1.2.1 The total disorder process in the literature

In Corollary IV.1.5, we prove that the limiting structure of the second chaotic projection restricted to concentric squares is of total disorder, which is a consequence of the asymptotic dependence structure derived in Theorem IV.1.20. A similar structure appears as the limiting covariance in several works in the literature, that we will briefly describe here below.

As already mentioned above, in [BS17], the authors study the fluctuations of the increment of the Gaussian entire function along planar curves. More precisely, denoting by $\Delta_{R}(\Gamma)$ the increment of the Gaussian entire function along a curve $\Gamma$, their results show that, properly normalized, $\Delta_{R}(\Gamma)$ exhibits Gaussian fluctuations, and moreover, the random variables $\Delta_{R}\left(\Gamma_{1}\right)$ and $\Delta_{R}\left(\Gamma_{2}\right)$ are jointly Gaussian as $R \rightarrow \infty$ with limiting covariance proportional to the signed length of the intersection of $\Gamma_{1}$ and $\Gamma_{2}$. Specifying their setting to the case where $\Gamma_{i}$ is a positively oriented boundary of a bounded domain $G_{i}$ and writing $n_{R}\left(G_{i}\right)$ for the number of zeros of the Gaussian entire function in the domain $R G_{i}$, their results allow to conclude that the limiting covariance between $n_{R}\left(G_{i}\right)$ and $n_{R}\left(G_{j}\right)$ is proportional to the signed length of $\partial G_{i} \cap \partial G_{j}$. In this respect, our findings should be naturally confronted with the main contributions of [BS17].

A similar limiting covariance structure arises in the physics paper [Leb83] by Lebowitz on charge fluctuations for Coulomb systems. Therein, the author considers the net electric charge $Q_{\Lambda}$ contained in a subregion $\Lambda$ of an infinite equilibrium system and studies the asymptotic covariance between $Q_{\Lambda_{1}}$ and $Q_{\Lambda_{2}}$ where $\Lambda_{1}, \Lambda_{2}$ are growing regions. For instance, for cubes $\Lambda_{1}, \Lambda_{2}$ of side length $L \rightarrow \infty$, it turns out that the limiting covariance is only non-zero when the cubes share a pair of adjacent faces.

Total disorder processes also appear in several works in random matrix theory. In [Wie02] (see also [DE01, Theorem 6.3]) the authors consider the number $N_{n}(\alpha, \beta)$ of eigenvalues lying in a circular interval ( $e^{i \alpha}, e^{i \beta}$ ) of random $n \times n$ unitary matrices sampled according to the Haar measure. It is shown that the finite-dimensional distributions of the normalized process

$$
\left\{\frac{N_{n}(\alpha, \beta)-\mathbb{E}\left[N_{n}(\alpha, \beta)\right]}{\pi^{-1} \sqrt{\log n}}: 0<\alpha<\beta<2 \pi\right\}
$$

converge to those of a centred Gaussian process $\{Z(\alpha, \beta): 0<\alpha<\beta<2 \pi\}$ with covariance function

$$
\mathbb{E}\left[Z(\alpha, \beta) Z\left(\alpha^{\prime}, \beta^{\prime}\right)\right]=\left\{\begin{array}{ll}
1 & \alpha=\alpha^{\prime}, \beta=\beta^{\prime} \\
-1 & \alpha=\beta^{\prime}, \alpha^{\prime}=\beta \\
1 / 2 & \alpha=\alpha^{\prime} \text { or } \beta=\beta^{\prime} \text { but not both } \\
-1 / 2 & \alpha=\beta^{\prime} \text { or } \beta=\alpha^{\prime} \text { but not both } \\
0 & \alpha, \beta, \alpha^{\prime}, \beta^{\prime} \text { distinct }
\end{array} .\right.
$$

From such a covariance structure, it becomes clear that, unless two intervals $\left(e^{i \alpha}, e^{i \beta}\right)$ and $\left(e^{i \alpha^{\prime}}, e^{i \beta^{\prime}}\right)$ have at least one endpoint in common, the limiting random variables $Z(\alpha, \beta)$ and $Z\left(\alpha^{\prime}, \beta^{\prime}\right)$ are independent.

Finally, in [HNY08] the authors prove that the finite-dimensional distributions of a complex Gaussian total disorder process appear as the limiting distribution of the multi-dimensional extension of Selberg's Central Limit Theorem for the logarithm of the Riemann Zeta function (see [Sel46, Sel92]).

## IV. 2 Proof of the main results

In the forthcoming part, we briefly expose the main ideas for proving our findings in this chapter.
Theorem IV.1.20 and Theorem IV.1.21 are proved in Section IV.2.1. Corollary IV.1.6 is proved in Section IV.2.2 and finally the proof of Theorem IV.1.8 is deferred to Section IV.2.3.

## IV.2.1 Proofs of Theorem IV.1.20 and Theorem IV.1.21

In order to prove Theorem IV.1.20 and Theorem IV.1.21, we first prove their analog statements when the polygonal curves are replaced with straight line segments. More specifically, in Section IV.2.1.1, we investigate the limiting covariance structure of $\phi_{E}$ when restricted to line segments, by carefully taking into account all possible spatial configurations of two line segments. In Proposition IV.2.1, we show that, in the high energy limit, this covariance is non-zero only when the line segments have a non-trivial intersection, that is, when the line segments are adjacent to each other. In Proposition IV.2.3, we establish a multi-dimensional Gaussian limit theorem for random vectors of the form $\left(\widetilde{\phi}_{E}\left(S_{1}\right), \ldots, \widetilde{\phi}_{E}\left(S_{d}\right)\right)$, where $S_{1}, \ldots, S_{d}$ is a collection of line segments. Our methods rely on both the Fourth Moment Theorem (see Theorem I.1.30) for proving normal approximations of chaotic sequences and the Peccati-Tudor Theorem (see Theorem I.1.31) for deducing multi-dimensional extensions. The proofs of Theorems IV.1.20 and IV.1.21 are then obtained by the linearity property of $\phi_{E}$ in (IV.1.10).

## IV.2.1.1 Study of line segments

Let $S_{1}$ and $S_{2}$ be two line segments in $\mathbb{R}^{2}$, and consider the random variables $\phi_{E}\left(S_{i}\right), i=1,2$. Our principal aim of this section is to prove the following result.

Proposition IV.2.1. Let $S_{1}$ and $S_{2}$ be two line segments. Then, we have that, as $E \rightarrow \infty$,

$$
\begin{equation*}
\operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{2}\right)\right]=\frac{\lambda\left(S_{1}, S_{2}\right)}{16 \pi^{2} \sqrt{E}}+o\left(\frac{1}{\sqrt{E}}\right) \tag{IV.2.1}
\end{equation*}
$$

where $\lambda\left(S_{1}, S_{2}\right)$ is the signed length of $S_{1} \cap S_{2}$.
In order to reduce the length of the proof of Proposition IV.2.1, we start with some ancillary computations.

Introducing normalized derivatives $\tilde{\partial}_{i}:=\sqrt{2 \pi^{2} E} \partial_{i}, i=1,2\left(\right.$ where $\left.\partial_{i}:=\partial_{x_{i}}=\partial / \partial x_{i}\right)$ and exploiting the definition of $\phi_{E}$ in (IV.1.7), we have for every $C_{1}, C_{2} \in \mathscr{C}$

$$
\begin{align*}
& \operatorname{Cov}\left[\phi_{E}\left(C_{1}\right), \phi_{E}\left(C_{2}\right)\right]=\mathbb{E}\left[\phi_{E}\left(C_{1}\right) \phi_{E}\left(C_{2}\right)\right] \\
= & \frac{1}{128 \pi^{2} E} \int_{\mathcal{C}_{1} \times C_{2}} \mathbb{E}\left[B_{E}(x)\left\langle\nabla B_{E}(x), \mathrm{n}_{C_{1}}(x)\right\rangle B_{E}(y)\left\langle\nabla B_{E}(y), \mathrm{n}_{C_{2}}(y)\right\rangle\right] d x d y \\
= & \frac{1}{128 \pi^{2} E} \sum_{i, j=1}^{2} \int_{\mathcal{C}_{1} \times C_{2}} \mathbb{E}\left[B_{E}(x) B_{E}(y) \partial_{i} B_{E}(x) \partial_{j} B_{E}(y)\right] \mathrm{n}_{C_{1}}^{i}(x) \mathrm{n}_{C_{2}}^{j}(y) d x d y \\
= & \frac{2 \pi^{2} E}{128 \pi^{2} E} \sum_{i, j=1}^{2} \int_{\mathcal{C}_{1} \times C_{2}} \mathbb{E}\left[B_{E}(x) B_{E}(y) \tilde{\partial}_{i} B_{E}(x) \tilde{\partial}_{j} B_{E}(y)\right] \mathrm{n}_{C_{1}}^{i}(x) \mathrm{n}_{C_{2}}^{j}(y) d x d y \\
= & \frac{1}{64} \sum_{i, j=1}^{2} \int_{C_{1} \times C_{2}} \psi_{i, j}^{E}(x, y) \mathrm{n}_{C_{1}}^{i}(x) \mathrm{n}_{C_{2}}^{j}(y) d x d y, \tag{IV.2.2}
\end{align*}
$$

where $\psi_{i, j}^{E}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is the function

$$
\psi_{i, j}^{E}(x, y):=\mathbb{E}\left[B_{E}(x) B_{E}(y) \tilde{\partial}_{i} B_{E}(x) \tilde{\partial}_{j} B_{E}(y)\right], \quad i, j=1,2
$$

Since for every $x, y \in \mathbb{R}^{2}$ and every $i=1,2,\left(B_{E}(x), B_{E}(y), \tilde{\partial}_{i} B_{E}(x), \tilde{\partial}_{j} B_{E}(y)\right)$ is a centred Gaussian vector, we recall Feynmann's formula (see for instance [MP11, Proposition 4.15]) in order to simplify the above expression: for jointly centred Gaussian random variables $Z_{1}, \ldots, Z_{4}$, we have

$$
\mathbb{E}\left[Z_{1} Z_{2} Z_{3} Z_{4}\right]=\gamma_{12} \gamma_{34}+\gamma_{13} \gamma_{24}+\gamma_{14} \gamma_{23}, \quad \gamma_{i j}:=\mathbb{E}\left[Z_{i} Z_{j}\right]
$$

Therefore, exploiting the covariance structure of the vector $\left(B_{E}(x), B_{E}(y), \tilde{\partial}_{i} B_{E}(x), \tilde{\partial}_{j} B_{E}(y)\right)$ (see [NPR19, Lemma 3.1]), we obtain

$$
\begin{align*}
\psi_{i, j}^{E}(x, y)= & \mathbb{E}\left[B_{E}(x) B_{E}(y)\right] \mathbb{E}\left[\tilde{\partial}_{i} B_{E}(x) \tilde{\partial}_{j} B_{E}(y)\right]+\mathbb{E}\left[B_{E}(x) \tilde{\partial}_{i} B_{E}(x)\right] \mathbb{E}\left[B_{E}(y) \tilde{\partial}_{j} B_{E}(y)\right] \\
& +\mathbb{E}\left[B_{E}(x) \tilde{\partial}_{j} B_{E}(y)\right] \mathbb{E}\left[B_{E}(y) \tilde{\partial}_{i} B_{E}(x)\right] \\
= & r^{E}(x-y) \tilde{r}_{i, j}^{E}(x-y)-\tilde{r}_{0, j}^{E}(x-y) \tilde{r}_{0, i}^{E}(x-y), \tag{IV.2.3}
\end{align*}
$$

where the second term is equal to zero by independence of $B_{E}(x)$ and $\nabla B_{E}(x)$ for every fixed $x \in \mathbb{R}^{2}$ and we set

$$
\tilde{r}_{i, j}^{E}(x-y):=\tilde{\partial}_{x_{i}} \tilde{\partial}_{y_{i}} r^{E}(x-y), \quad i, j=0,1,2
$$

where $r^{E}$ is as in (IV.1.1) and we adopt the convention that $\partial_{0}$ is the identity operator. We now restrict (IV.2.2) to the case where $C_{i}=S_{i}, i=1,2$ are straight line segments. Denoting by

$$
B_{E}^{(\theta)}(x):=B_{E}\left(R_{\theta} x\right), \quad \hat{B}_{E}^{(L)}(x):=B_{E}(x+L), \quad x \in \mathbb{R}^{2}, \theta \in[0,2 \pi], L \in \mathbb{R}^{2}
$$

where $R_{\theta} \in \mathcal{M}_{2 \times 2}(\mathbb{R})$ stands for the rotation matrix associated with angle $\theta$, it follows by isotropy and stationarity of Berry's random field that $B_{E} \stackrel{d}{=} B_{E}^{(\theta)}$ and $B_{E} \stackrel{d}{=} \hat{B}_{E}^{(L)}$, where $\stackrel{d}{=}$ denotes equality in distribution of random fields. These observations imply that for every choice of $x, y \in \mathbb{R}^{2}$, the pairs $\left(B_{E}^{(\theta)}(x), B_{E}^{(\theta)}(y)\right)$ and $\left(\hat{B}_{E}^{(L)}(x), \hat{B}_{E}^{(L)}(y)\right)$ have the same distribution as $\left(B_{E}(x), B_{E}(y)\right)$. As a consequence, we reduce our investigations to line segments given by the unit speed parametrizations

$$
\begin{array}{ll}
\gamma_{1}:\left[0, \lambda_{1}\right] \rightarrow S_{1}, & t \mapsto \gamma_{1}(t):=t e_{1} \\
\gamma_{2}:\left[0, \lambda_{2}\right] \rightarrow S_{2}, & t \mapsto \gamma_{2}(t):=p+t \rho(\theta) \tag{IV.2.5}
\end{array}
$$

where $\lambda_{i}>0, i=1,2, e_{i}$ is the $i$-th canonical basis vector of $\mathbb{R}^{2}, p=\left(p_{1}, p_{2}\right) \in \mathbb{R}^{2}$ and $\rho(\theta):=$ $(\cos \theta, \sin \theta)$ for $\theta \in[0,2 \pi]$. In particular, for $i=1,2, S_{i}$ is a line segment of length $\lambda_{i}$.
Remark IV.2.2. In view of the linearity property of $\phi_{E}$ in (IV.1.10), it follows that whenever $S$ is a line segment given by a union of line segments $S=S^{\prime} \cup S^{\prime \prime}$ sharing only one point, then we have $\phi_{E}(S)=\phi_{E}\left(S^{\prime}\right)+\phi_{E}\left(S^{\prime \prime}\right)$. It follows that, one can always express the covariance associated with arbitrary line segments as a linear combination involving only covariances associated with line segments that have the same origin. This implies that, in (IV.2.5), we can consistently reduce to the case $p=(0,0)$, that is when $S_{1}$ and $S_{2}$ have the same origin, except when $S_{1}$ and $S_{2}$ are parallel but disjoint. Indeed, in order to see this, let us assume that $S_{1}=\left[P_{1}, Q_{1}\right]$ and $S_{2}=\left[P_{2}, Q_{2}\right]$ for points $P_{1}, P_{2}, Q_{1}, Q_{2} \in \mathbb{R}^{2}$ such that $p=P_{2} \neq(0,0)$. (Here for $A, B \in \mathbb{R}^{2}$, we use the notation $[A, B]$ to indicate the line segment joining $A$ and B.) Denote by $\ell_{1}$ and $\ell_{2}$ the lines directed by $S_{1}$ and $S_{2}$ respectively and let $I=\ell_{1} \cap \ell_{2}$. If $S_{1} \cap S_{2}=\{I\}$, we consider the four line segments [ $\left.P_{2}, I\right],\left[I, Q_{2}\right],\left[P_{1}, I\right]$ and $\left[I, Q_{1}\right]$. By linearity, we thus have $\phi_{E}\left(S_{1}\right)=\phi_{E}\left(\left[P_{1}, I\right]\right)+\phi_{E}\left(\left[I, Q_{1}\right]\right)$ and $\phi_{E}\left(S_{2}\right)=\phi_{E}\left(\left[P_{2}, I\right]\right)+\phi_{E}\left(\left[I, Q_{2}\right]\right)$, so that

$$
\begin{aligned}
\operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{2}\right)\right]= & \operatorname{Cov}\left[\phi_{E}\left(\left[P_{1}, I\right]\right), \phi_{E}\left(\left[P_{2}, I\right]\right)\right]+\operatorname{Cov}\left[\phi_{E}\left(\left[P_{1}, I\right]\right), \phi_{E}\left(\left[I, Q_{2}\right]\right)\right] \\
& +\operatorname{Cov}\left[\phi_{E}\left(\left[I, Q_{1}\right]\right), \phi_{E}\left(\left[P_{2}, I\right]\right)\right]+\operatorname{Cov}\left[\phi_{E}\left(\left[I, Q_{1}\right]\right), \phi_{E}\left(\left[I, Q_{2}\right]\right)\right]
\end{aligned}
$$

and each of these covariances contains only line segments with common point $I$, which one can set to be the origin by translation invariance of the Berry random field. Similarly, if $S_{1} \cap S_{2}=\emptyset$, we consider the line segments $\left[I, P_{1}\right]$ and $\left[I, P_{2}\right]$. Then, again by linearity we can write (up to sign, which is determined by the orientation of $\left.S_{1}\right) \phi_{E}\left(\left[I, Q_{1}\right]\right)-\phi_{E}\left(\left[I, P_{1}\right]\right)=\phi_{E}\left(S_{1}\right)$ and $\phi_{E}\left(\left[I, Q_{2}\right]\right)-\phi_{E}\left(\left[I, P_{2}\right]\right)=\phi_{E}\left(S_{2}\right)$, so that

$$
\begin{aligned}
\operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{2}\right)\right]= & \operatorname{Cov}\left[\phi_{E}\left(\left[I, Q_{1}\right]\right), \phi_{E}\left(\left[I, Q_{2}\right]\right)\right]-\operatorname{Cov}\left[\phi_{E}\left(\left[I, Q_{1}\right]\right), \phi_{E}\left(\left[I, P_{2}\right]\right)\right] \\
& -\operatorname{Cov}\left[\phi_{E}\left(\left[I, P_{1}\right]\right), \phi_{E}\left(\left[I, Q_{2}\right]\right)\right]+\operatorname{Cov}\left[\phi_{E}\left(\left[I, P_{1}\right]\right), \phi_{E}\left(\left[I, P_{2}\right]\right)\right],
\end{aligned}
$$

and the covariances on the right hand side can be dealt with setting $I=(0,0)$ as before.


In view of the above reductions, throughout this section, we will assume that $S_{1}$ and $S_{2}$ are parametrized as in (IV.2.4) and (IV.2.5), respectively with $p=(0,0)$ and $\theta \in[0,2 \pi]$. The fact that $\mathrm{n}_{S_{1}}(x)=e_{2}$ for every $x \in S_{1}$ and $\mathrm{n}_{S_{2}}(x)=\rho(\theta)^{\perp}=(-\sin \theta, \cos \theta)$ for every $x \in S_{2}$, together with the integral transform (IV.1.9) yields

$$
\begin{align*}
& \operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{2}\right)\right]=\frac{1}{64} \int_{S_{1} \times S_{2}}\left[\psi_{2,2}^{E}(x, y) \cos \theta-\psi_{2,1}^{E}(x, y) \sin \theta\right] d x d y \\
& =\frac{1}{64} \int_{0}^{\lambda_{1}} d t \int_{0}^{\lambda_{2}} d s\left[\psi_{2,2}^{E}\left(\gamma_{1}(t), \gamma_{2}(s)\right) \cos \theta-\psi_{2,1}^{E}\left(\gamma_{1}(t), \gamma_{2}(s)\right) \sin \theta\right] \tag{IV.2.6}
\end{align*}
$$

where $\psi_{i, j}^{E}$ is as in (IV.2.3). From the parametrizations in (IV.2.4) and (IV.2.5), it follows that

$$
\begin{equation*}
\left\|\gamma_{1}(t)-\gamma_{2}(s)\right\|^{2}=\left\|t e_{1}-s \rho(\theta)\right\|^{2}=t^{2}+s^{2}-2 s t\left\langle e_{1}, \rho(\theta)\right\rangle=t^{2}+s^{2}-2 s t \cos \theta . \tag{IV.2.7}
\end{equation*}
$$

Now, computations based on the explicit expressions of the functions $r^{E}, \tilde{r}_{i, j}^{E}$ for $i, j=0,1,2$ in terms of Bessel functions (see [NPR19, Lemma 3.1]), lead to (for $\gamma_{1}(t) \neq \gamma_{2}(s)$ )

$$
\begin{aligned}
\psi_{2,2}^{E}\left(\gamma_{1}(t), \gamma_{2}(s)\right)= & J_{0}\left(\tau^{E}(t, s)\right)\left(J_{0}\left(\tau^{E}(t, s)\right)+J_{2}\left(\tau^{E}(t, s)\right)\right) \\
& -2 \frac{s^{2} \sin ^{2} \theta}{\left\|\gamma_{1}(t)-\gamma_{2}(s)\right\|^{2}}\left(J_{0}\left(\tau^{E}(t, s)\right) J_{2}\left(\tau^{E}(t, s)\right)+J_{1}\left(\tau^{E}(t, s)\right)^{2}\right)
\end{aligned}
$$

and

$$
\psi_{2,1}^{E}\left(\gamma_{1}(t), \gamma_{2}(s)\right)=2 \frac{(t-s \cos \theta) s \sin \theta}{\left\|\gamma_{1}(t)-\gamma_{2}(s)\right\|^{2}}\left(J_{0}\left(\tau^{E}(t, s)\right) J_{2}\left(\tau^{E}(t, s)\right)+J_{1}\left(\tau^{E}(t, s)\right)^{2}\right)
$$

where we set $\tau^{E}(t, s):=2 \pi \sqrt{E}\left\|\gamma_{1}(t)-\gamma_{2}(s)\right\|$. As a consequence, by (IV.2.7), we have that

$$
\begin{aligned}
& \psi_{2,2}^{E}\left(\gamma_{1}(t), \gamma_{2}(s)\right) \cos \theta-\psi_{2,1}^{E}\left(\gamma_{1}(t), \gamma_{2}(s)\right) \sin \theta \\
= & \cos \theta J_{0}\left(\tau^{E}(t, s)\right)\left(J_{0}\left(\tau^{E}(t, s)\right)+J_{2}\left(\tau^{E}(t, s)\right)\right) \\
& -\left(\frac{2 s^{2} \sin ^{2} \theta \cos \theta+2(t-s \cos \theta) s \sin ^{2} \theta}{\left\|\gamma_{1}(t)-\gamma_{2}(s)\right\|^{2}}\right)\left(J_{0}\left(\tau^{E}(t, s)\right) J_{2}\left(\tau^{E}(t, s)\right)+J_{1}\left(\tau^{E}(t, s)\right)^{2}\right) \\
= & \cos \theta J_{0}\left(\tau^{E}(t, s)\right)\left(J_{0}\left(\tau^{E}(t, s)\right)+J_{2}\left(\tau^{E}(t, s)\right)\right) \\
& -\frac{2 t s \sin ^{2} \theta}{t^{2}+s^{2}-2 s t \cos \theta}\left(J_{0}\left(\tau^{E}(t, s)\right) J_{2}\left(\tau^{E}(t, s)\right)+J_{1}\left(\tau^{E}(t, s)\right)^{2}\right) \\
= & 2 \cos \theta \frac{J_{0}\left(\tau^{E}(t, s)\right) J_{1}\left(\tau^{E}(t, s)\right)}{\left.\tau^{E}(t, s)\right)}-\frac{2 t s \sin ^{2} \theta}{t^{2}+s^{2}-2 s t \cos \theta}\left(J_{0}\left(\tau^{E}(t, s)\right) J_{2}\left(\tau^{E}(t, s)\right)+J_{1}\left(\tau^{E}(t, s)\right)^{2}\right),
\end{aligned}
$$

where in the last line, we exploited the recurrence relation $J_{n+1}(x)+J_{n-1}(x)=2 n J_{n}(x) / x, n>0, x \in \mathbb{R}$ (see e.g. [Sze39, Equation (1.71.5)]) implying the useful identity

$$
\begin{equation*}
J_{0}(x)+J_{2}(x)=2 \frac{J_{1}(x)}{x} . \tag{IV.2.8}
\end{equation*}
$$

Inserting this expression into (IV.2.6), we obtain that

$$
\begin{aligned}
\operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{2}\right)\right]= & \frac{2 \cos \theta}{64} \int_{0}^{\lambda_{1}} d t \int_{0}^{\lambda_{2}} d s \frac{J_{0}\left(\tau^{E}(t, s)\right) J_{1}\left(\tau^{E}(t, s)\right)}{\tau^{E}(t, s)} \\
& -\frac{2 \sin ^{2} \theta}{64} \int_{0}^{\lambda_{1}} d t \int_{0}^{\lambda_{2}} d s \frac{t s\left(J_{0}\left(\tau^{E}(t, s)\right) J_{2}\left(\tau^{E}(t, s)\right)+J_{1}\left(\tau^{E}(t, s)\right)^{2}\right)}{t^{2}+s^{2}-2 s t \cos \theta} \\
= & A_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)+B_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right),
\end{aligned}
$$

where

$$
\begin{gather*}
A_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right):=\frac{\cos \theta}{32} \int_{0}^{\lambda_{1}} d t \int_{0}^{\lambda_{2}} d s \frac{J_{0}\left(\tau^{E}(t, s)\right) J_{1}\left(\tau^{E}(t, s)\right)}{\tau^{E}(t, s)}  \tag{IV.2.9}\\
B_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right):=-\frac{\sin ^{2} \theta}{32} \int_{0}^{\lambda_{1}} d t \int_{0}^{\lambda_{2}} d s \frac{t s\left(J_{0}\left(\tau^{E}(t, s)\right) J_{2}\left(\tau^{E}(t, s)\right)+J_{1}\left(\tau^{E}(t, s)\right)^{2}\right)}{t^{2}+s^{2}-2 s t \cos \theta} \tag{IV.2.10}
\end{gather*}
$$

and where we recall the notation $\tau^{E}(t, s)=2 \pi \sqrt{E} \sqrt{t^{2}+s^{2}-2 s t \cos \theta}$. We note that if $\theta \in\{0, \pi\}$, then $B_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)=0$, so that for parallel line segments we immediately deduce that

$$
\operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{2}\right)\right]=A_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right) .
$$

We are now in position to prove Proposition IV.2.1.
Proof of Proposition IV.2.1. Throughout the proof, we can and will assume without loss of generality, that $S_{1}$ and $S_{2}$ are both oriented in the same way. Indeed, if $S$ is a line segment, then $-S$ is the same line segment with opposite orientation to $S$ and therefore $\phi_{E}(-S)=-\phi_{E}(S)$.

In order to prove the statement, we distinguish two cases: (A) $S_{1}$ and $S_{2}$ are parallel, and (B) $S_{1}$ and $S_{2}$ are not parallel.
Case (A): We treat the case where $S_{1}$ and $S_{2}$ are parallel line segments. Let $\gamma_{1}: t \in[a, b] \mapsto t e_{1}$ and $\gamma_{2}: t \in[c, d] \mapsto t e_{1}+L e_{2}$ where $0 \leq a<b, 0 \leq c<d$ and $L \geq 0$ are fixed real numbers be the respective parametrizations of $S_{1}$ and $S_{2}$. Note that the case $L=0$ corresponds to the configuration where $S_{1}$ and $S_{2}$ are supported by the same line, whereas, the case $L>0$ corresponds to the case where $S_{1}$ and $S_{2}$ are supported by parallel distinct lines. We have that $\left\|\gamma_{1}(t)-\gamma_{2}(s)\right\|^{2}=\|(t, 0)-(s, L)\|^{2}=(t-s)^{2}+L^{2}$. Therefore, performing the linear change of variables $(u, v)=(t, t-s)$, we infer

$$
\begin{align*}
& \operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{2}\right)\right] \\
= & \frac{1}{32} \int_{a}^{b} d t \int_{c}^{d} d s \frac{J_{0}\left(2 \pi \sqrt{E} \sqrt{(t-s)^{2}+L^{2}}\right) J_{1}\left(2 \pi \sqrt{E} \sqrt{(t-s)^{2}+L^{2}}\right)}{2 \pi \sqrt{E} \sqrt{(t-s)^{2}+L^{2}}} \\
= & \frac{1}{32} \int_{a}^{b} d u \int_{u-d}^{u-c} d v \frac{J_{0}\left(2 \pi \sqrt{E} \sqrt{v^{2}+L^{2}}\right) J_{1}\left(2 \pi \sqrt{E} \sqrt{v^{2}+L^{2}}\right)}{2 \pi \sqrt{E} \sqrt{v^{2}+L^{2}}} \\
= & \frac{1}{32} \int_{a}^{b} d u \frac{1}{2 \pi \sqrt{E}} \int_{2 \pi \sqrt{E}(u-d)}^{2 \pi \sqrt{E}(u-c)} d v \frac{J_{0}\left(\sqrt{v^{2}+(2 \pi \sqrt{E} L)^{2}}\right) J_{1}\left(\sqrt{v^{2}+(2 \pi \sqrt{E} L)^{2}}\right)}{\sqrt{v^{2}+(2 \pi \sqrt{E} L)^{2}}} \\
= & \frac{1}{32} \int_{a}^{b} d u K^{E}(u ; L, c, d), \tag{IV.2.11}
\end{align*}
$$

where we set

$$
\begin{equation*}
K^{E}(u ; L, c, d):=\frac{1}{2 \pi \sqrt{E}} \int_{2 \pi \sqrt{E}(u-d)}^{2 \pi \sqrt{E}(u-c)} d v \frac{J_{0}\left(\sqrt{v^{2}+\left(2 \pi^{2} \sqrt{E} L\right)^{2}}\right) J_{1}\left(\sqrt{v^{2}+(2 \pi \sqrt{E} L)^{2}}\right)}{\sqrt{v^{2}+(2 \pi \sqrt{E} L)^{2}}} \tag{IV.2.12}
\end{equation*}
$$

Note that, using (IV.2.8) and the bound $\left|J_{v}(x)\right| \leq 1, v=0,1,2$ implies that

$$
\left|\frac{J_{0}(x) J_{1}(x)}{x}\right|=\frac{1}{2}\left|J_{0}(x)\left(J_{0}(x)+J_{2}(x)\right)\right| \leq 1
$$

so that

$$
\left|K^{E}(u ; L, c, d)\right| \leq \frac{1}{2 \pi \sqrt{E}} \int_{2 \pi \sqrt{E}(u-d)}^{2 \pi \sqrt{E}(u-c)} d v=d-c
$$

for every $u \in(a, b)$ and every $c<d$, so that $K^{E}(u ; L, c, d)$ is integrable on $(a, b)$. We now study the two cases $L>0$ and $L=0$ separately.
Case (A.1): $L>0$. Fix $L>0$. We show that $K^{E}(u ; L, c, d)=o(1 / \sqrt{E})$ as $E \rightarrow \infty$ uniformly for
 (IV.2.12) that for every $u \in(a, b)$,

$$
\sqrt{E}\left|K^{E}(u ; L, c, d)\right| \leq \frac{O(1)}{2 \pi} \int_{2 \pi \sqrt{E}(u-d)}^{2 \pi \sqrt{E}(u-c)} d v \frac{1}{v^{2}+(2 \pi \sqrt{E} L)^{2}} \leq \frac{O(1)}{2 \pi} \int_{2 \pi \sqrt{E}(u-d)}^{2 \pi \sqrt{E}(u-c)} d v \frac{1}{E}=O\left(E^{-1 / 2}\right)
$$

where the constant involved in the 'big-O' notation does not depend on $u$. Thus $\sqrt{E} K^{E}(u ; L, c, d) \rightarrow 0$ as $E \rightarrow \infty$ uniformly on $[a, b]$, and therefore we infer from (IV.2.11)

$$
\operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{2}\right)\right]=O\left(\frac{1}{E}\right)
$$

as $E \rightarrow \infty$, which gives the desired conclusion.
Case (A.2): $L=0$. Setting $L=0$ in (IV.2.12), we obtain

$$
K^{E}(u ; 0, c, d)=\frac{1}{2 \pi \sqrt{E}} \int_{2 \pi \sqrt{E}(u-d)}^{2 \pi \sqrt{E}(u-c)} d v \frac{J_{0}(|v|) J_{1}(|v|)}{|v|}
$$

In order to show (IV.2.1), we treat the two cases (i) $[a, b] \cap[c, d]=\emptyset$ and (ii) $[a, b] \cap[c, d] \neq \emptyset$. We start by case (i). This is the case when $a<b<c<d$ or $c<d<a<b$. We only treat the case $a<b<c<d$ as the other case is dealt with similarly. The assumption $a<b<c<d$ implies that $u-c<0$ and $u-d<0$ for every $u \in(a, b)$. Then, using the fact that $\left|J_{v}(x)\right|=O\left(x^{-1 / 2}\right)$ for $x>0$, we have

$$
\begin{aligned}
\sqrt{E}\left|K^{E}(u ; 0, c, d)\right| & \leq \frac{1}{2 \pi} \int_{2 \pi \sqrt{E}(u-d)}^{2 \pi \sqrt{E}(u-c)} d v \frac{\left|J_{0}(|v|) J_{1}(|v|)\right|}{|v|} \\
& =\frac{O(1)}{2 \pi} \int_{2 \pi \sqrt{E}(u-d)}^{2 \pi \sqrt{E}(u-c)} \frac{d v}{v^{2}}=O\left(\frac{1}{\sqrt{E}}\right)\left(\frac{1}{c-u}-\frac{1}{d-u}\right)
\end{aligned}
$$

which goes to zero as $E \rightarrow \infty$, uniformly for $u \in(a, b)$. Thus, from (IV.2.11) it follows that in this case

$$
\operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{2}\right)\right]=O\left(\frac{1}{E}\right)
$$

which implies (IV.2.1).
We now study the case (ii) and start with the special case $(c, d)=(a, b)$, that is when $S_{1}=S_{2}$. From (IV.2.11), we write

$$
\sqrt{E} \operatorname{Cov}\left[\phi\left(S_{1}\right), \phi\left(S_{1}\right)\right]=\frac{1}{32} \int_{a}^{b} d u \sqrt{E} K^{E}(u ; 0, a, b)
$$

with

$$
\sqrt{E} K^{E}(u ; 0, a, b)=\frac{1}{2 \pi} \int_{2 \pi \sqrt{E}(u-b)}^{2 \pi \sqrt{E}(u-a)} d v \frac{J_{0}(|v|) J_{1}(|v|)}{|v|}=\frac{1}{2 \pi} \int_{2 \pi \sqrt{E}(u-b)}^{2 \pi \sqrt{E}(u-a)} d v \frac{J_{0}(v) J_{1}(v)}{v},
$$

where we used that $J_{0}$ is even and $J_{1}$ is odd. Now computations based on differentiation of Bessel functions imply that $\frac{d}{d v}\left[v\left(J_{0}(v)^{2}+J_{1}(v)^{2}\right)-J_{0}(v) J_{1}(v)\right]=J_{0}(v) J_{1}(v) / v$, so that

$$
\sqrt{E} K^{E}(u ; 0, a, b)=\frac{1}{2 \pi}\left[v\left(J_{0}(v)^{2}+J_{1}(v)^{2}\right)-J_{0}(v) J_{1}(v)\right]_{2 \pi \sqrt{E}(u-b)}^{2 \pi \sqrt{E}(u-a)}
$$

and therefore

$$
\begin{align*}
\sqrt{E} \operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{1}\right)\right]= & \frac{1}{64 \pi} \int_{a}^{b} d u\left[v\left(J_{0}(v)^{2}+J_{1}(v)^{2}\right)\right]_{2 \pi \sqrt{E}(u-b)}^{2 \pi \sqrt{E}(u-a)} \\
& -\frac{1}{64 \pi} \int_{a}^{b} d u\left[J_{0}(v) J_{1}(v)\right]_{2 \pi \sqrt{E}(u-b)}^{2 \pi \sqrt{E}(u-a)} \tag{IV.2.13}
\end{align*}
$$

For the first term, we use the dominated convergence theorem: since $\left|J_{v}(x)\right| \leq C_{\nu} x^{-1 / 2}, x>0$ for some constant $C_{v}>0$, it follows that

$$
\left|\left[v\left(J_{0}(v)^{2}+J_{1}(v)^{2}\right)\right]_{2 \pi \sqrt{E}(u-b)}^{2 \pi \sqrt{E}(u-a)}\right| \leq 2\left[C_{0}^{2}+C_{1}^{2}\right]
$$

which is integrable on $(a, b)$. Setting $\mathfrak{f}(v):=v\left(J_{0}(v)^{2}+J_{1}(v)^{2}\right)$, we have $\mathfrak{f}(-v)=-\mathfrak{f}(v)$ and

$$
\left|\left[v\left(J_{0}(v)^{2}+J_{1}(v)^{2}\right)\right]_{2 \pi \sqrt{E}(u-b)}^{2 \pi \sqrt{E}(u-a)}\right|=\mathfrak{f}(2 \pi \sqrt{E}(u-a))-\mathfrak{f}(2 \pi \sqrt{E}(u-b)),
$$

so that

$$
\lim _{E \rightarrow \infty}\left|\left[v\left(J_{0}(v)^{2}+J_{1}(v)^{2}\right)\right]_{2 \pi \sqrt{E}(u-b)}^{2 \pi \sqrt{E}(u-a)}\right|=\lim _{E \rightarrow \infty} 2 \mp(2 \pi \sqrt{E}(u-a))=\lim _{y \rightarrow \infty} 2 \mp(y)
$$

since $u-a>0$. Now, the asymptotic expansion of Bessel functions (see for instance [Kra14])

$$
\begin{equation*}
J_{\nu}(y)=\sqrt{\frac{2}{\pi y}} \cos \left(y-\omega_{\nu}\right)+O\left(y^{-3 / 2}\right), \quad \omega_{\nu}:=(2 v+1) \frac{\pi}{4}, \quad y \rightarrow \infty \tag{IV.2.14}
\end{equation*}
$$

yield

$$
2 \tilde{f}(y) \sim 2 y \frac{2}{\pi y}\left[\cos \left(x-\frac{\pi}{4}\right)^{2}+\cos \left(x-\frac{3 \pi}{4}\right)^{2}\right]=2 y \frac{2}{\pi y}\left[\cos \left(x-\frac{\pi}{4}\right)^{2}+\sin \left(x-\frac{\pi}{4}\right)^{2}\right]=\frac{4}{\pi}
$$

as $y \rightarrow \infty$. Thus, by dominated convergence, we obtain

$$
\frac{1}{64 \pi} \int_{a}^{b} d u\left[v\left(J_{0}(v)^{2}+J_{1}(v)^{2}\right)\right]_{2 \pi \sqrt{E}(u-b)}^{2 \pi \sqrt{E}(u-a)} \rightarrow \frac{1}{64 \pi} \int_{a}^{b} \frac{4}{\pi} d u=\frac{1}{16 \pi^{2}}(b-a)
$$

as $E \rightarrow \infty$. For the remainder term in (IV.2.13), we use the bound $\left|J_{0}(x)\right| \leq C_{0} x^{-1 / 2}, x \geq 0$ and $\left|J_{1}(x)\right| \leq 1$ to obtain

$$
\begin{aligned}
\int_{a}^{b} d u\left[J_{0}(v) J_{1}(v)\right]_{2 \pi \sqrt{E}(u-b)}^{2 \pi \sqrt{E}(u-a)} \leq & \int_{a}^{b}\left|J_{0}(2 \pi \sqrt{E}(u-a))\right|\left|J_{1}(2 \pi \sqrt{E}(u-a))\right| \\
& +\left|J_{0}(2 \pi \sqrt{E}(b-u))\right|\left|J_{1}(2 \pi \sqrt{E}(b-u))\right| d u \\
\leq & c \int_{a}^{b} \frac{1}{E^{1 / 4} \sqrt{u-a}}+\frac{1}{E^{1 / 4} \sqrt{b-u}} \leq c \frac{1}{E^{1 / 4}} \sqrt{b-a}
\end{aligned}
$$

for some constant $c>0$. This proves that

$$
\operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{1}\right)\right]=\frac{1}{16 \pi^{2}} \frac{b-a}{\sqrt{E}}+o\left(\frac{1}{\sqrt{E}}\right) .
$$

Let us now assume that $S_{1} \neq S_{2}$ but $S_{1} \cap S_{2} \neq \emptyset$. Without loss of generality, assume that $0<a<c \leq b<d$, that is $S_{1} \cap S_{2}=[c, b] \times\{0\}$. Exploiting the linearity of $\phi_{E}$, we write

$$
\phi_{E}\left(S_{2}\right)=\phi_{E}([c, b] \times\{0\})+\phi_{E}([b, d] \times\{0\})
$$

and use the previous observations to obtain

$$
\begin{aligned}
& \operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{2}\right)\right] \\
= & \operatorname{Cov}\left[\phi_{E}([a, c] \times\{0\}), \phi_{E}([c, b] \times\{0\})\right]+\operatorname{Cov}\left[\phi_{E}([a, c] \times\{0\}), \phi_{E}([b, d] \times\{0\})\right] \\
& +\operatorname{Cov}\left[\phi_{E}([c, b] \times\{0\}), \phi_{E}([c, b] \times\{0\})\right]+\operatorname{Cov}\left[\phi_{E}([c, b] \times\{0\}), \phi_{E}([b, d] \times\{0\})\right] \\
= & \operatorname{Cov}\left[\phi_{E}([c, b] \times\{0\}), \phi_{E}([c, b] \times\{0\})\right]+o\left(\frac{1}{\sqrt{E}}\right) \\
= & \frac{\lambda\left(S_{1}, S_{2}\right)}{16 \pi^{2} \sqrt{E}}+o\left(\frac{1}{\sqrt{E}}\right),
\end{aligned}
$$

which is (IV.2.1).
Case (B): We now treat the case where the line segments are not parallel. We will use the parametrizations (IV.2.4) and (IV.2.5) of $S_{1}$ and $S_{2}$ respectively with

$$
p=(0,0), \quad \theta \in[0,2 \pi) \backslash\{0, \pi\} .
$$

Moreover, in this case

$$
\begin{equation*}
\operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{2}\right)\right]=A_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)+B_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right) \tag{IV.2.15}
\end{equation*}
$$

where $A_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)$ and $B_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)$ are given in (IV.2.9) and (IV.2.10), respectively. We show that both the contributions of $A_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)$ and $B_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)$ to the covariance are of order $o\left(E^{-1 / 2}\right)$ in the high-energy regime. By (IV.2.8), we can write

$$
A_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)=\frac{\cos \theta}{64} \int_{0}^{\lambda_{1}} d t \int_{0}^{\lambda_{2}} d s J_{0}\left(\tau^{E}(t, s)\right)\left(J_{0}\left(\tau^{E}(t, s)\right)+J_{2}\left(\tau^{E}(t, s)\right)\right)
$$

where we recall $\tau^{E}(t, s)=2 \pi \sqrt{E} \sqrt{t^{2}+s^{2}-2 s t \cos \theta}$. Passing to polar coordinates $(t, s)=$ ( $\rho \cos \phi, \rho \sin \phi)$, we have

$$
\tau^{E}(\rho \cos \phi, \rho \sin \phi)=2 \pi \sqrt{E} \sqrt{\rho^{2}-2 \rho^{2} \sin \phi \cos \phi \cos \theta}=2 \pi \sqrt{E} \rho \sqrt{1-\sin (2 \phi) \cos \theta}
$$

$$
\begin{equation*}
=: \quad \tilde{\tau}^{E}(\rho, \phi) . \tag{IV.2.16}
\end{equation*}
$$

We note that $\tilde{\tau}^{E}(\rho, \phi)>0$ and $\cos \theta \neq 0$ for $\theta \in[0,2 \pi) \backslash\{0, \pi\}$. Using polar coordinates $(\rho, \phi)$ on rectangle $\left[0, \lambda_{1}\right] \times\left[0, \lambda_{2}\right]$ and the fact that the line joining the origin and the point $\left(\lambda_{1}, \lambda_{2}\right)$ forms an angle of $\arctan \left(\lambda_{2} / \lambda_{1}\right)$ shows that the range of integration is parametrized according to

$$
\begin{equation*}
\int_{0}^{\lambda_{1}} d t \int_{0}^{\lambda_{2}} d s=\int_{0}^{\alpha_{1,2}} d \phi \int_{0}^{\lambda_{1} / \cos \phi} \rho d \rho+\int_{\alpha_{1,2}}^{\pi / 2} d \phi \int_{0}^{\lambda_{2} / \sin \phi} \rho d \rho \tag{IV.2.17}
\end{equation*}
$$

where we set $\alpha_{1,2}:=\arctan \left(\lambda_{2} / \lambda_{1}\right) \in(0, \pi / 2)$. We split the integral

$$
\begin{aligned}
& A_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)=\frac{\cos \theta}{64} \int_{0}^{\lambda_{1}} d t \int_{0}^{\lambda_{2}} d s J_{0}\left(\tau^{E}(t, s)\right)\left(J_{0}\left(\tau^{E}(t, s)\right)+J_{2}\left(\tau^{E}(t, s)\right)\right) \\
= & \frac{\cos \theta}{64} \int_{0}^{\alpha_{1,2}} d \phi \int_{0}^{\lambda_{1} / \cos \phi} \rho d \rho J_{0}\left(\tilde{\tau}^{E}(\rho, \phi)\right)\left(J_{0}\left(\tilde{\tau}^{E}(\rho, \phi)\right)+J_{2}\left(\tilde{\tau}^{E}(\rho, \phi)\right)\right) \\
& +\frac{\cos \theta}{64} \int_{\alpha_{1,2}}^{\pi / 2} d \phi \int_{0}^{\lambda_{2} / \sin \phi} \rho d \rho J_{0}\left(\tilde{\tau}^{E}(\rho, \phi)\right)\left(J_{0}\left(\tilde{\tau}^{E}(\rho, \phi)\right)+J_{2}\left(\tilde{\tau}^{E}(\rho, \phi)\right)\right) \\
= & A_{E, 1}\left(\lambda_{1}, \lambda_{2}, \theta\right)+A_{E, 2}\left(\lambda_{1}, \lambda_{2}, \theta\right) .
\end{aligned}
$$

We focus on the term $A_{E, 1}\left(\lambda_{1}, \lambda_{2}, \theta\right)$. For fixed $\phi \in\left(0, \alpha_{1,2}\right)$, we perform the change of variable $\psi=\tilde{\tau}^{E}(\rho, \phi)$ with $d \psi=\tilde{\tau}^{E}(1, \phi) d \rho$, yielding

$$
\begin{align*}
A_{E, 1}\left(\lambda_{1}, \lambda_{2}, \theta\right) & =\frac{\cos \theta}{64} \int_{0}^{\alpha_{1,2}} \frac{d \phi}{\left(\tilde{\tau}^{E}(1, \phi)\right)^{2}} \int_{0}^{\frac{\tilde{\tau}^{E}(1, \phi) \lambda_{1}}{\cos \phi}} d \psi \psi J_{0}(\psi)\left(J_{0}(\psi)+J_{2}(\psi)\right) \\
& =: \frac{\cos \theta}{64} \int_{0}^{\alpha_{1,2}} d \phi K^{E}\left(\phi ; \lambda_{1}, \theta\right) \tag{IV.2.18}
\end{align*}
$$

with

$$
\begin{array}{r}
K^{E}\left(\phi ; \lambda_{1}, \theta\right)=\frac{1}{\left(\tilde{\tau}^{E}(1, \phi)\right)^{2}} \int_{0}^{\frac{\tilde{\tau}^{E}(1, \phi) \lambda_{1}}{\cos \phi}} d \psi \psi J_{0}(\psi)\left(J_{0}(\psi)+J_{2}(\psi)\right) \\
=\frac{2}{\left(\tilde{\tau}^{E}(1, \phi)\right)^{2}} \int_{0}^{\frac{\tilde{\tau}^{E}(1, \phi) \lambda_{1}}{\cos \phi}} d \psi J_{0}(\psi) J_{1}(\psi)=\frac{2}{\left(\tilde{\tau}^{E}(1, \phi)\right)^{2}}\left[-\frac{J_{0}(\psi)^{2}}{2}\right]_{0}^{\frac{\tilde{\tau}^{E}(1, \phi) \lambda_{1}}{\cos \phi}}, \tag{IV.2.19}
\end{array}
$$

where we used (IV.2.8) and the fact that $\frac{d}{d \psi} J_{0}(\psi)=-J_{1}(\psi)$. Thus, it follows that (since $\left|J_{0}(x)\right| \leq 1$ )

$$
\left|K^{E}\left(\phi ; \lambda_{1}, \theta\right)\right| \leq \frac{1}{\left(\tilde{\tau}^{E}(1, \phi)\right)^{2}}\left|J_{0}\left(\frac{\tilde{\tau}^{E}(1, \phi) \lambda_{1}}{\cos \phi}\right)^{2}-J_{0}(0)^{2}\right| \leq \frac{2}{\left(\tilde{\tau}^{E}(1, \phi)\right)^{2}}
$$

so that by (IV.2.18)

$$
\left|A_{E, 1}\left(\lambda_{1}, \lambda_{2}, \theta\right)\right| \leq \int_{0}^{\alpha_{1,2}} d \phi \frac{2}{\left(\tilde{\tau}^{E}(1, \phi)\right)^{2}}=\frac{2}{4 \pi^{2} E} \int_{0}^{\alpha_{1,2}} \frac{d \phi}{1-\sin (2 \phi) \cos (\theta)}=O\left(E^{-1}\right)
$$

where the last upper bound is justified by the reverse triangular inequality $|x-y| \geq||x|-|y||$, the assumption $|\cos \theta| \neq 1$ and

$$
\begin{equation*}
\int_{0}^{\alpha_{1,2}} \frac{d \phi}{|1-\sin (2 \phi) \cos \theta|} \leq \int_{0}^{\alpha_{1,2}} \frac{d \phi}{1-|\sin (2 \phi)||\cos \theta|} \leq \frac{\alpha_{1,2}}{1-|\cos \theta|}<\infty \tag{IV.2.20}
\end{equation*}
$$

Arguing similarly for the term $A_{E, 2}\left(\lambda_{1}, \lambda_{2}, \theta\right)$, we obtain that $\left|A_{E, 2}\left(\lambda_{1}, \lambda_{2}, \theta\right)\right|=O\left(E^{-1}\right)$, so that $\left|A_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)\right|=O\left(E^{-1}\right)$ as $E \rightarrow \infty$. We now treat the term $B_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)$. From (IV.2.10), we have

$$
B_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right):=-\frac{\sin ^{2} \theta}{32} \int_{0}^{\lambda_{1}} d t \int_{0}^{\lambda_{2}} d s \frac{t s\left(J_{0}\left(\tau^{E}(t, s)\right) J_{2}\left(\tau^{E}(t, s)\right)+J_{1}\left(\tau^{E}(t, s)\right)^{2}\right)}{t^{2}+s^{2}-2 s t \cos \theta}
$$

Passing to polar coordinates and using (IV.2.17), we write

$$
B_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)=B_{E, 1}\left(\lambda_{1}, \lambda_{2}, \theta\right)+B_{E, 2}\left(\lambda_{1}, \lambda_{2}, \theta\right),
$$

where
$B_{E, 1}\left(\lambda_{1}, \lambda_{2}, \theta\right):=-\frac{\sin ^{2} \theta}{32} \int_{0}^{\alpha_{1,2}} \frac{d \phi}{\left(\tilde{\tau}^{E}(1, \phi)\right)^{2}} \frac{\sin \phi \cos \phi}{1-\sin (2 \phi) \cos \theta} \int_{0}^{\frac{\tilde{\tau}^{E}(1, \phi) \lambda_{1}}{\cos \phi}} d \psi \psi\left(J_{0}(\psi) J_{2}(\psi)+J_{1}(\psi)^{2}\right)$,
and
$B_{E, 2}\left(\lambda_{1}, \lambda_{2}, \theta\right):=-\frac{\sin ^{2} \theta}{32} \int_{\alpha_{1,2}}^{\pi / 2} \frac{d \phi}{\left(\tilde{\tau}^{E}(1, \phi)\right)^{2}} \frac{\sin \phi \cos \phi}{1-\sin (2 \phi) \cos \theta} \int_{0}^{\frac{\tilde{\tau}^{E}(1, \phi) \lambda_{2}}{\sin \phi}} d \psi \psi\left(J_{0}(\psi) J_{2}(\psi)+J_{1}(\psi)^{2}\right)$.
We treat the first term $B_{E, 1}\left(\lambda_{1}, \lambda_{2}, \theta\right)$. We write

$$
\begin{equation*}
B_{E, 1}\left(\lambda_{1}, \lambda_{2}, \theta\right):=-\frac{\sin ^{2} \theta}{32} \int_{0}^{\alpha_{1,2}} d \phi M^{E}\left(\phi ; \lambda_{1}, \theta\right), \tag{IV.2.21}
\end{equation*}
$$

where

$$
M^{E}\left(\phi ; \lambda_{1}, \theta\right):=\frac{1}{\left(\tilde{\tau}^{E}(1, \phi)\right)^{2}} \frac{\sin \phi \cos \phi}{1-\sin (2 \phi) \cos \theta} \int_{0}^{\frac{\hat{\tau}^{E}(1, \phi) \lambda_{1}}{\cos \phi}} d \psi \psi\left(J_{0}(\psi) J_{2}(\psi)+J_{1}(\psi)^{2}\right)
$$

Using the asymptotic expansion of Bessel functions in (IV.2.14) yields

$$
\psi\left(J_{0}(\psi) J_{2}(\psi)+J_{1}(\psi)^{2}\right)=\frac{2}{\pi} \cos \left(2 \psi+\frac{\pi}{2}\right)+O\left(\psi^{-1}\right)=\frac{2}{\pi} \sin (2 \psi)+O\left(\psi^{-1}\right)
$$

as $\psi \rightarrow \infty$, so that for large $E$

$$
\begin{aligned}
& \int_{0}^{\frac{\hat{\tau}_{(1, \phi) \lambda_{2}}}{\cos \phi}} d \psi \psi\left(J_{0}(\psi) J_{2}(\psi)+J_{1}(\psi)^{2}\right) \\
= & \int_{0}^{1} d \psi \psi\left(J_{0}(\psi) J_{2}(\psi)+J_{1}(\psi)^{2}\right)+\int_{1}^{\frac{\tilde{\tau}_{(1, \phi) \lambda_{2}}}{\cos \phi}} d \psi \psi\left(J_{0}(\psi) J_{2}(\psi)+J_{1}(\psi)^{2}\right) \\
= & O(1)+\frac{2}{\pi} \int_{1}^{\frac{\hat{\tau}^{E}(1, \phi) \lambda_{2}}{\cos \phi}} d \psi\left(\sin (2 \psi)+O\left(\psi^{-1}\right)\right) \\
= & \frac{1}{\pi} \cos \left(\frac{2 \tilde{\tau}^{E}(1, \phi) \lambda_{2}}{\cos \phi}\right)+O(1)\left(1+\log \left(\frac{\tilde{\tau}^{E}(1, \phi) \lambda_{2}}{\cos \phi}\right)\right) \\
= & O(1)\left(1+\log \left(\frac{\tilde{\tau}^{E}(1, \phi) \lambda_{2}}{\cos \phi}\right)\right) .
\end{aligned}
$$

Therefore, we conclude by (IV.2.21)

$$
B_{E, 1}\left(\lambda_{1}, \lambda_{2}, \theta\right)=-\frac{\sin ^{2} \theta}{32} \int_{0}^{\alpha_{1,2}} \frac{d \phi}{\left(\tilde{\tau}^{E}(1, \phi)\right)^{2}} \frac{\sin \phi \cos \phi}{1-\sin (2 \phi) \cos \theta}\left\{O(1)\left(1+\log \left(\frac{\tilde{\tau}^{E}(1, \phi) \lambda_{2}}{\cos \phi}\right)\right)\right\}
$$

$$
\begin{aligned}
= & -\frac{\sin ^{2} \theta}{32 \pi} \frac{O(1)}{4 \pi^{2} E} \int_{0}^{\alpha_{1,2}} d \phi \frac{\sin \phi \cos \phi}{(1-\sin (2 \phi) \cos \theta)^{2}} \\
& -\frac{\sin ^{2} \theta}{32 \pi} \frac{O(1)}{4 \pi^{2} E} \int_{0}^{\alpha_{1,2}} d \phi \frac{\sin \phi \cos \phi}{(1-\sin (2 \phi) \cos \theta)^{2}} \log \left(\tilde{\tau}^{E}(1, \phi) \lambda_{2}\right) \\
& +\frac{\sin ^{2} \theta}{32 \pi} \frac{O(1)}{4 \pi^{2} E} \int_{0}^{\alpha_{1,2}} d \phi \frac{\sin \phi \cos \phi}{(1-\sin (2 \phi) \cos \theta)^{2}} \log (\cos \phi) \\
= & b_{E}^{1}+b_{E}^{2}+b_{E}^{3} .
\end{aligned}
$$

Clearly we have $\left|b_{E}^{1}\right|=O\left(E^{-1}\right)$ since (arguing similarly as in (IV.2.20))

$$
\int_{0}^{\alpha_{1,2}} d \phi\left|\frac{\sin \phi \cos \phi}{(1-\sin (2 \phi) \cos \theta)^{2}}\right| \leq \int_{0}^{\alpha_{1,2}} \frac{d \phi}{(1-|\cos \theta|)^{2}}=\frac{\alpha_{1,2}}{(1-|\cos \theta|)^{2}}<\infty
$$

since $|\cos \theta| \neq 1$. Let us now consider the term $b_{E}^{2}$. Using (IV.2.16), we write

$$
\begin{aligned}
\log \left(\tilde{\tau}^{E}(1, \phi) \lambda_{2}\right) & =\log \left(2 \pi \lambda_{2} \sqrt{E} \sqrt{1-\sin (2 \phi) \cos \theta}\right) \\
& =2^{-1} \log E+\log \left(2 \pi \lambda_{2} \sqrt{1-\sin (2 \phi) \cos \theta}\right)=O(\log E)+O(1),
\end{aligned}
$$

where we used the fact that the map $\phi \mapsto \log \left(2 \pi \lambda_{2} \sqrt{1-\sin (2 \phi) \cos \theta}\right)$ is bounded. Thus, arguing as above shows that $\left|b_{E}^{2}\right|=O\left(E^{-1}+\log (E) / E\right)=O(\log (E) / E)$. For the term $b_{E}^{3}$, we show that $\left|b_{E}^{3}\right|=O\left(E^{-1}\right)$. Indeed, since $\alpha_{1,2}=\arctan \left(\lambda_{2} / \lambda_{1}\right) \leq \pi / 2$, we have

$$
\int_{0}^{\alpha_{1,2}} d \phi\left|\frac{\sin \phi \cos \phi}{(1-\sin (2 \phi) \cos \theta)^{2}} \log (\cos \phi)\right| \leq \frac{1}{(1-|\cos \theta|)^{2}} \int_{0}^{\pi / 2} d \phi|\log (\cos \phi)|<\infty
$$

since it is straightforward to check that

$$
\int_{0}^{\pi / 2} d \phi|\log (\cos \phi)|=\frac{\pi \log 2}{2}
$$

Indeed, the last integral is obtained as follows: Since $\log (\cos \phi)) \leq 0$ on $(0, \pi / 2)$, we have

$$
\int_{0}^{\pi / 2} d \phi|\log (\cos \phi)|=-\int_{0}^{\pi / 2} d \phi \log (\cos \phi)=:-I
$$

By changing variable $u=\pi / 2-\phi$, we have that $I=\int_{0}^{\pi / 2} d \phi \log (\sin \phi)$ and also by symmetry $I=$ $\int_{\pi / 2}^{\pi} d \phi \log (\sin \phi)$. Therefore, we have

$$
\begin{aligned}
2 I & =\int_{0}^{\pi / 2} d \phi \log (\cos \phi \sin \phi)=\int_{0}^{\pi / 2} d \phi(\log (\sin 2 \phi)-\log 2) \\
& =\frac{1}{2} \int_{0}^{\pi} \log (\sin \phi) d \phi-\frac{\pi \log 2}{2}=\frac{1}{2} \times 2 I-\frac{\pi \log 2}{2}=I-\frac{\pi \log 2}{2},
\end{aligned}
$$

so that $I=-\frac{\pi \log 2}{2}$ as desired.
Combining the contributions of each of the terms $b_{E}^{j}, j=1,2,3$, we conclude that $B_{E, 1}\left(\lambda_{1}, \lambda_{2}, \theta\right)=$ $O\left(E^{-1} \log E\right)$. The analysis for $B_{E, 2}\left(\lambda_{1}, \lambda_{2}, \theta\right)$ is done analogously, so that $B_{E, 2}\left(\lambda_{1}, \lambda_{2}, \theta\right)=$ $O\left(E^{-1} \log E\right)$. We conclude from (IV.2.15) that, as $E \rightarrow \infty$,

$$
\operatorname{Cov}\left[\phi_{E}\left(S_{1}\right), \phi_{E}\left(S_{2}\right)\right]=A_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)+B_{E}\left(\lambda_{1}, \lambda_{2}, \theta\right)=O\left(\frac{\log E}{E}\right)=o\left(\frac{1}{\sqrt{E}}\right)
$$

which proves the statement. This concludes the proof.

We now prove the following multivariate Central Limit Theorem for the normalized random variables $\widetilde{\phi}_{E}(S)=4 \pi E^{1 / 4} \phi_{E}(S)$.

Proposition IV.2.3 (Multi-dimensional CLT for line segments). For every integer $d \geq 1$ and every line segments $S_{1}, \ldots, S_{d}$, we have that, as $E \rightarrow \infty$,

$$
\left(\widetilde{\phi}_{E}\left(S_{1}\right), \ldots, \widetilde{\phi}_{E}\left(S_{d}\right)\right) \xrightarrow{d} \mathcal{N}_{d}(0, \Sigma),
$$

where $\Sigma=\{\Sigma(i, j): i, j=1, \ldots, d\}$ is the $d \times d$ matrix defined by

$$
\Sigma(i, j):=\lambda\left(S_{i}, S_{j}\right), \quad i, j=1, \ldots, d,
$$

where $\lambda\left(S_{i}, S_{j}\right)$ is the signed length of $S_{i} \cap S_{j}$.
Proof. Using the fact that for every line segment $S, \widetilde{\phi}_{E}(S)$ is an element of the second Wiener chaos and we proved that the covariances $\mathbb{E}\left[\widetilde{\phi}_{E}\left(S_{1}\right) \widetilde{\phi}_{E}\left(S_{2}\right)\right]$ converge to $\lambda\left(S_{i}, S_{j}\right)$ as $E \rightarrow \infty$ (see Proposition IV.2.1), it is sufficient to prove the statement for $d=1$, since in view of Peccati-Tudor Theorem I.1.31, joint convergence is equivalent to marginal convergence for chaotic sequences. By invariance under rigid motions of the plane of Berry's random wave model, we can assume without loss of generality, that $S_{1}=[0, L] \times\{0\}$ for $L>0$. Using the fact that $\mathrm{n}_{S_{1}}=e_{1}$, we have

$$
\begin{equation*}
\widetilde{\phi}_{E}\left(S_{1}\right)=\frac{\pi E^{1 / 4}}{2} \int_{0}^{L} B_{E}(x, 0) \tilde{\partial}_{2} B_{E}(x, 0) d x . \tag{IV.2.22}
\end{equation*}
$$

We now represent $\widetilde{\phi}_{E}\left(S_{1}\right)$ as a multiple integral of order 2 with respect to an isonormal Gaussian process on the Hilbert space $L^{2}([0,1], \lambda)$, where $\lambda$ denotes Lebesgue measure (see Remark IV.1.18 (c)). For $(x, 0) \in \mathbb{R}^{2}$, let $f_{0}^{E}(x, \cdot), f_{2}^{E}(x, \cdot):[0,1] \rightarrow \mathbb{R}$ be such that

$$
B_{E}(x, 0)=I_{1}\left(f_{0}^{E}(x, \cdot)\right), \quad \tilde{\partial}_{2} B_{E}(x)=I_{1}\left(f_{2}^{E}(x, \cdot)\right),
$$

where $I_{\alpha}$ denotes the Wiener-Itô isometry of order $\alpha$. Using the product formula for multiple integrals (see (I.1.28)) and independence, we can write

$$
B_{E}(x, 0) \tilde{\partial}_{2} B_{E}(x, 0)=I_{2}\left(f_{0}^{E}(x, \cdot) \widetilde{\otimes} f_{2}^{E}(x, \cdot)\right)+I_{0}\left(f_{0}^{E}(x, \cdot) \widetilde{\otimes}_{1} f_{2}^{E}(x, \cdot)\right)=I_{2}\left(f_{0}^{E}(x, \cdot) \widetilde{\otimes} f_{2}^{E}(x, \cdot)\right),
$$

where the symbols $\otimes_{r}$ and $\widetilde{\otimes}_{r}$ denote the contraction operator of order $r$ and its symmetrization respectively (see (I.1.22)). In particular, for $r=0$ and $r=1$, these are given by (writing $\lambda(d u)=d u$ )

$$
\begin{aligned}
f_{0}^{E}(x, \cdot) \otimes_{0} f_{2}^{E}(x, \cdot) & =f_{0}^{E}(x, \cdot) \otimes f_{2}^{E}(x, \cdot), \\
f_{0}^{E}(x, \cdot) \otimes_{1} f_{2}^{E}(x, \cdot) & =\int_{0}^{1} f_{0}^{E}(x, u) f_{2}^{E}(x, u) d u=\left\langle f_{0}^{E}(x, \cdot), f_{2}^{E}(x, \cdot)\right\rangle_{L^{2}([0,1], \lambda)}=0,
\end{aligned}
$$

where the last identity follows from the isometry property for Wiener integrals and independence. It follows from (IV.2.22) that,

$$
\widetilde{\phi}_{E}\left(S_{1}\right)=\frac{\pi E^{1 / 4}}{2} \int_{0}^{L} I_{2}\left(f_{0}^{E}(x, \cdot) \widetilde{\otimes} f_{2}^{E}(x, \cdot)\right) d x=: I_{2}\left(k^{E}\right)
$$

where (Sym denotes the symmetrization operator)

$$
k^{E}(u, v)=\frac{\pi E^{1 / 4}}{2} \operatorname{Sym}\left\{\int_{0}^{L} f_{0}^{E}(x, u) f_{2}^{E}(x, v) d x\right\}
$$

$$
\begin{equation*}
=\frac{\pi E^{1 / 4}}{4}\left\{\int_{0}^{L} f_{0}^{E}(x, u) f_{2}^{E}(x, v) d x+\int_{a}^{b} f_{0}^{E}(x, v) f_{2}^{E}(x, u) d x\right\} . \tag{IV.2.23}
\end{equation*}
$$

In order to show that $\widetilde{\phi}_{E}\left(S_{1}\right)$ satisfies a CLT as $E \rightarrow \infty$, it suffices to show that $\left\|k^{E} \otimes_{1} k^{E}\right\|_{L^{2}\left([0,1]^{2}, \lambda^{82}\right)}$ converges to zero as $E \rightarrow \infty$, in view of the Fourth Moment Theorem I.1.30. From (IV.2.23) it follows that

$$
\begin{aligned}
& k^{E} \otimes_{1} k^{E}(u, v)=\int_{0}^{1} d z k^{E}(u, z) k^{E}(v, z) \\
&=\frac{\pi^{2} \sqrt{E}}{16} \int_{0}^{1} d z\left\{\int_{0}^{L} f_{0}^{E}(x, u) f_{2}^{E}(x, z) d x+\int_{0}^{L} f_{0}^{E}(x, z) f_{2}^{E}(x, u) d x\right\} \\
& \times\left\{\int_{0}^{L} f_{0}^{E}(y, v) f_{2}^{E}(y, z) d y+\int_{0}^{L} f_{0}^{E}(y, z) f_{2}^{E}(y, v) d y\right\},
\end{aligned}
$$

that is, after expanding, a sum of four terms, among which one of them is (ignoring multiplicative constants that are independent of $E$ )

$$
\begin{aligned}
(u, v) & \mapsto \sqrt{E} \int_{0}^{L} d x \int_{0}^{L} d y f_{0}^{E}(x, u) f_{0}^{E}(y, v) \int_{0}^{1} d z f_{2}^{E}(x, z) f_{2}^{E}(y, z) \\
& =\sqrt{E} \int_{0}^{L} d x \int_{0}^{L} d y f_{0}^{E}(x, u) f_{0}^{E}(y, v) \mathbb{E}\left[\tilde{\partial}_{2} B_{E}(x, 0) \tilde{\partial}_{2} B_{E}(y, 0)\right] \\
& =\sqrt{E} \int_{0}^{L} d x \int_{0}^{L} d y f_{0}^{E}(x, u) f_{0}^{E}(y, v) \tilde{r}_{2,2}^{E}(x-y, 0)
\end{aligned}
$$

by isometry. From this, we compute the squared norm

$$
\left\|k^{E} \otimes_{1} k^{E}\right\|_{L^{2}\left([0,1]^{2}, \lambda^{\otimes 2)}\right.}^{2}=\int_{0}^{1} d u \int_{0}^{1} d v\left[k^{E} \otimes_{1} k^{E}(u, v)\right]^{2}
$$

which is given by a sum of 16 terms that have all the same behaviour. We will expose the details for one of them (which is representative of the difficulty), the others can be treated similarly. Exploiting once more the isometry property of Wiener integrals, one among them (corresponding to the computation above) is given by

$$
\begin{equation*}
E \int_{[0, L]^{4}} d x_{1} \ldots d x_{4} \tilde{r}_{2,2}^{E}\left(x_{1}-x_{2}, 0\right) \tilde{r}_{2,2}^{E}\left(x_{2}-x_{3}, 0\right) r^{E}\left(x_{3}-x_{4}, 0\right) r^{E}\left(x_{4}-x_{1}, 0\right) . \tag{IV.2.24}
\end{equation*}
$$

We now show that the integral in (IV.2.24) converges to zero as $E \rightarrow \infty$. Performing the change of variables $\left(u_{1}, u_{2}, u_{3}, u_{4}\right)=\left(x_{1}-x_{2}, x_{2}-x_{3}, x_{3}-x_{4}, x_{4}\right)$ yields that the integral in (IV.2.24) is equal to

$$
\begin{align*}
& E \int_{0}^{L} d u_{4} \int_{-u_{4}}^{L-u_{4}} d u_{3} \int_{-\left(u_{3}+u_{4}\right)}^{L-\left(u_{3}+u_{4}\right)} d u_{2} \int_{-\left(u_{2}+u_{3}+u_{4}\right)}^{L-\left(u_{2}+u_{3}+u_{4}\right)} d u_{1} \tilde{r}_{2,2}^{E}\left(u_{1}, 0\right) \tilde{r}_{2,2}^{E}\left(u_{2}, 0\right) r^{E}\left(u_{3}, 0\right) \\
& r^{E}\left(-u_{1}-u_{2}-u_{3}, 0\right)  \tag{IV.2.25}\\
& \leq E L \int_{-L}^{L} d u_{3} \int_{-2 L}^{2 L} d u_{2} \int_{-4 L}^{4 L} d u_{1}\left|\tilde{r}_{2,2}^{E}\left(u_{3}, 0\right) \tilde{r}_{2,2}^{E}\left(u_{2}, 0\right) r^{E}\left(u_{1}, 0\right)\right|,
\end{align*}
$$

where in the second line, we used the fact that $\left|r^{E}(\cdot)\right| \leq 1$ and uniformly bounded the regions of integrations. Now using [NPR19, Lemma 3.1] and the relation (IV.2.8) yields

$$
\tilde{r}_{2,2}^{E}\left(u_{3}, 0\right)=J_{0}\left(2 \pi \sqrt{E}\left|u_{3}\right|\right)+J_{2}\left(2 \pi \sqrt{E}\left|u_{3}\right|\right)=2 \frac{J_{1}\left(2 \pi \sqrt{E}\left|u_{3}\right|\right)}{2 \pi \sqrt{E}\left|u_{3}\right|}
$$

so that changing variable $v=2 \pi \sqrt{E} u_{3}$,

$$
\int_{-L}^{L} d u_{3}\left|\tilde{r}_{2,2}^{E}\left(u_{3}, 0\right)\right|=\frac{1}{2 \pi \sqrt{E}} \int_{-2 \pi \sqrt{E} L}^{2 \pi \sqrt{E} L} 2 \frac{\left|J_{1}(|v|)\right|}{|v|} d v
$$

Splitting the region of integrations and using that $\left|\tilde{r}_{2,2}^{1}(\cdot)\right| \leq 2$ yields

$$
\frac{1}{2 \pi \sqrt{E} L} \int_{-2 \pi \sqrt{E} L}^{2 \pi \sqrt{E}} 2 \frac{\left|J_{1}(|v|)\right|}{|v|} d v=\frac{1}{2 \pi \sqrt{E}} \int_{-1}^{1} 2 \frac{\left|J_{1}(|v|)\right|}{|v|} d v+\frac{2}{2 \pi \sqrt{E}} \int_{1}^{2 \pi \sqrt{E} L} 2 \frac{\left|J_{1}(v)\right|}{v} d v
$$

The first term is $O\left(E^{-1 / 2}\right)$. For the second term, we use the bound $\left|J_{1}(v)\right| \leq v^{-1 / 2}$, to obtain

$$
\frac{2}{2 \pi \sqrt{E}} \int_{1}^{2 \pi \sqrt{E} L} 2 \frac{\left|J_{1}(v)\right|}{v} d v \leq \frac{2}{2 \pi \sqrt{E}} \int_{1}^{2 \pi \sqrt{E} L} \frac{1}{v^{3 / 2}}=O\left(E^{-1 / 2}\right)
$$

For the integration with respect to $u_{1}$ in (IV.2.25), we have that

$$
\begin{aligned}
\int_{-4 L}^{4 L}\left|r^{E}\left(u_{1}, 0\right)\right| d u_{1} & =\frac{1}{2 \pi \sqrt{E}}\left(O(1)+\int_{1}^{8 \pi \sqrt{E} L}\left|J_{0}(v)\right| d v\right) \\
& \leq \frac{1}{2 \pi \sqrt{E}}\left(O(1)+\int_{1}^{8 \pi \sqrt{E} L} \frac{1}{\sqrt{v}} d v\right)=O\left(E^{-1 / 4}\right) .
\end{aligned}
$$

From this, we deduce that the integral in (IV.2.24) is $O\left(E \cdot E^{-1 / 2} E^{-1 / 2} E^{-1 / 4}\right)=O\left(E^{-1 / 4}\right)$, which suffices.

We now conclude the proofs of Theorem IV.1.20 and Theorem IV.1.21. These will essentially follow from the findings of Proposition IV.2.1 and the linearity property of $\phi_{E}$ in (IV.1.10).

Proof of Theorem IV.1.20. Assume that $C_{1}, C_{2} \in \mathscr{C}$ are given by $C_{1}=\sum_{j=1}^{r_{1}} \alpha_{j} S_{j}$ and $C_{2}=\sum_{j=1}^{r_{2}} \beta_{j} T_{j}$ for $\alpha_{j}, \beta_{j} \in \mathbb{R}$ and line segments $S_{1}, \ldots, S_{r_{1}}, T_{1}, \ldots, T_{r_{2}}$. Then, by the additivity rule (IV.1.10) and in view of the covariance structure for line segments proved in Proposition IV.2.1, it follows that, as $E \rightarrow \infty$,

$$
\begin{aligned}
& \operatorname{Cov}\left[\phi_{E}\left(\mathcal{C}_{1}\right), \phi_{E}\left(\mathcal{C}_{2}\right)\right]=\sum_{j=1}^{r_{1}} \sum_{k=1}^{r_{2}} \alpha_{j} \beta_{k} \operatorname{Cov}\left[\phi_{E}\left(S_{j}\right), \phi_{E}\left(T_{k}\right)\right] \\
& =\sum_{j=1}^{r_{1}} \sum_{k=1}^{r_{2}} \alpha_{j} \beta_{k} \frac{\lambda\left(S_{j}, T_{k}\right)}{16 \pi^{2} \sqrt{E}}+o\left(\frac{1}{\sqrt{E}}\right)=\frac{\lambda\left(C_{1}, C_{2}\right)}{16 \pi^{2} \sqrt{E}}+o\left(\frac{1}{\sqrt{E}}\right),
\end{aligned}
$$

where we used the bilinearity of $\lambda(\cdot, \cdot)$. The variance estimate follows after setting $C_{1}=C_{2}$ above. This finishes the proof.

Proof of Theorem IV.1.21. Thanks to the estimate in (IV.1.13) and the Peccati-Tudor Theorem I.1.31, it suffices to prove the statement for $d=1$. Write $C=\sum_{j=1}^{r} \alpha_{j} S_{j}$ for line segments $S_{1}, \ldots, S_{r}$ and $\alpha_{1}, \ldots, \alpha_{r} \in \mathbb{R}$. The additivity property (IV.1.10) and the fact that the random vector $\left(\widetilde{\phi}_{E}\left(S_{1}\right), \ldots, \widetilde{\phi}_{E}\left(S_{r}\right)\right)$ converges in distribution to a Gaussian vector with covariance matrix $\Sigma(i, j)=$ $\lambda\left(S_{i}, S_{j}\right), i, j=1, \ldots, r$ (in view of Proposition IV.2.3) imply that $\widetilde{\phi}_{E}(C)$ converges in distribution to a Gaussian random variable with variance $\lambda(C, C)$.

## IV.2.2 Proof of Corollary IV.1.6

In view of the variance estimate in Theorem IV.1.20, and taking into account the normalization in the definition of $X_{E}$ (see (IV.1.5)), we deduce that the finite-dimensional distributions of $X_{E}[2]$ converge to zero. We are thus left to show that the laws of $\left\{X_{E}[2]: E>0\right\}$ are tight, which is the content of the following proposition.

Proposition IV.2.4. The laws of the random functions $\left\{X_{E}[2]: E>0\right\}$ are tight in $\mathbf{D}_{2}$.
The proof of Proposition IV.2.4 is based on the following criterion by Davydov and Zitikis [DZ08, Theorem 1] for proving weak convergence of processes on $[0,1]^{d}$.
Theorem IV.2.5 (see [DZ08]). Let $Y_{n}=\left\{Y_{n}(t): t \in[0,1]^{d}\right\}, n \geq 1$ be a collection of real-valued stochastic processes on $[0,1]^{d}$ such that its paths belong $\mathbb{P}$-almost surely to $C\left([0,1]^{d}, \mathbb{R}\right)$. Assume furthermore that
(a) the finite-dimensional distributions of $Y_{n}$ converge to those of some stochastic process $Y$,
(b) there exist $\alpha \geq \beta>d, c>0$ and a numerical sequence $\left\{\alpha_{n}: n \geq 1\right\}$ such that $\alpha_{n} \rightarrow 0$ as $n \rightarrow \infty$, $\mathbb{E}\left[\left|Y_{n}(0)\right|^{\alpha}\right] \leq c$ for every $n \geq 1$ and

$$
\begin{equation*}
\mathbb{E}\left[\left|Y_{n}(t)-Y_{n}(s)\right|^{\alpha}\right] \leq c\|t-s\|^{\beta}, \quad \forall t, s \in[0,1]^{d}:\|t-s\| \geq \alpha_{n}, \tag{IV.2.26}
\end{equation*}
$$

(c) for the sequence $\left\{\alpha_{n}: n \geq 1\right\}$ at point (b), we have as $n \rightarrow \infty$,

$$
\begin{equation*}
\omega_{Y_{n}}\left(\alpha_{n}\right):=\sup _{\|t-s\| \leq \alpha_{n}}\left|Y_{n}(t)-Y_{n}(s)\right| \xrightarrow{\mathbb{P}} 0 . \tag{IV.2.27}
\end{equation*}
$$

Then, as $n \rightarrow \infty, Y_{n}$ converges weakly to $Y$ and $Y$ has continuous paths $\mathbb{P}$-almost surely.
In order to prove that the process $X_{E}$ [2] verifies the assumptions (IV.2.26) and (IV.2.27), our arguments make use of the following moment estimates for suprema of stationary Gaussian random fields. Here, for a function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$, a domain $\mathcal{D} \subset \mathbb{R}^{d}$ and an integer $j \geq 0$, we denote by

$$
\|f\|_{C^{j}(\mathcal{D})}:=\sup _{x \in \mathcal{D}} \sup _{|\alpha| \leq j}\left|\partial_{\alpha} f(x)\right|
$$

where $\partial_{\alpha} f(x):=\partial_{x_{1}}^{\alpha_{1}} \ldots \partial_{x_{d}}^{\alpha_{d}} f(x)$, for $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ with $|\alpha|:=\sum_{k=1}^{d} \alpha_{k}$. The proof of Proposition IV.2.6 is postponed to Appendix IV.B.

Proposition IV.2.6. Let $G$ be a stationary Gaussian random field on $\mathbb{R}^{d}$. Assume that for every $m \geq 0$, there exists a constant $\tilde{\sigma}^{2}(m)<\infty$ such that

$$
\begin{equation*}
\mathbb{E}\left[\left(\partial_{\alpha} G(x)\right)^{2}\right] \leq \tilde{\sigma}^{2}(m), \quad \forall \alpha \in \mathbb{N}^{d},|\alpha| \leq m \tag{IV.2.28}
\end{equation*}
$$

Then, for any $p \geq 1$,

$$
\mathbb{E}\left[\|G\|_{C^{j}(\mathcal{D})}^{p}\right] \leq C\{\log (\operatorname{vol}(\mathcal{D}))\}^{p / 2}
$$

where $C>0$ is an absolute constant depending on $p$ and $j$, and $\operatorname{vol}(\mathcal{D})$ is the volume of $\mathcal{D}$.
The following auxiliary results are needed to complete the proof Proposition IV.2.4.

Lemma IV.2.7. For $\mathbf{t}=\left(t_{1}, t_{2}\right) \in[0,1]^{2}$, we write $\mathcal{D}_{\mathbf{t}}:=\left[0, t_{1}\right] \times\left[0, t_{2}\right]$. Then, for every continuous function $f:[0,1]^{2} \rightarrow \mathbb{R}$ and every $\mathbf{t}, \mathbf{s} \in[0,1]^{2}$, we have

$$
\left|\int_{\mathcal{D}_{\mathbf{t}}} f(x) d x-\int_{\mathcal{D}_{\mathbf{s}}} f(x) d x\right| \leq C \sup _{x \in[0,1]^{2}} \mid f(x)\|\mathbf{t}-\mathbf{s}\|,
$$

for some absolute constant $C>0$.
Proof. This follows directly from the fact that $\operatorname{area}\left(\mathcal{D}_{\mathbf{t}} \backslash \mathcal{D}_{\mathbf{s}}\right) \leq C\|\mathbf{t}-\mathbf{s}\|$, for some constant $C>0$ which is independent of $\mathbf{t}$ and $\mathbf{s}$.

Lemma IV.2.8. For every $p \geq 1$ and $E>0$, we have

$$
\mathbb{E}\left[\sup _{x \in[0,1]^{2}}\left|B_{E}(x)\right|^{p}\right]+\mathbb{E}\left[\sup _{x \in[0,1]^{2}}\left\|\widetilde{\nabla} B_{E}(x)\right\|^{p}\right] \leq C(\log E)^{p / 2},
$$

where $C>0$ is some absolute constant depending only on $p$.
Proof. We use the fact that $B_{E} \stackrel{d}{=} B_{1}(2 \pi \sqrt{E}$.) as random fields, so that

$$
\mathbb{E}\left[\sup _{x \in[0,1]^{2}} B_{E}(x)^{p}\right]=\mathbb{E}\left[\sup _{y \in[0,2 \pi \sqrt{E}]^{2}} B_{1}(y)^{p}\right] .
$$

It is easy to see that the assumption (IV.2.28) of Proposition IV.2.6 is satisfied by $B_{1}$. Applying the estimate in Proposition IV.2.6 with $\mathcal{D}=[0,2 \pi \sqrt{E}]^{2} \subset \mathbb{R}^{2}$ yields the desired conclusion. The second supremum involving the normalized gradient is dealt with in the same way.

We are now in the position to prove Proposition IV.2.4.
Proof of Proposition IV.2.4. In view of Theorem IV. 2.5 and the fact that the finite-dimensional distributions of $X_{E}[2]$ converge to those of the zero-process, it is sufficient to prove that there exists a numerical sequence $\left\{a_{E}: E>0\right\}$ such that $a_{E} \rightarrow 0$ as $E \rightarrow \infty$ and (i) there exist absolute constants $\alpha \geq \beta>2, c>0$ such that

$$
\begin{equation*}
\mathbb{E}\left[\left|X_{E}[2](\mathbf{t})-X_{E}[2](\mathbf{s})\right|^{\alpha}\right] \leq c\|\mathbf{t}-\mathbf{s}\|^{\beta}, \quad \forall \mathbf{t}, \mathbf{s}:\|\mathbf{t}-\mathbf{s}\| \geq a_{E} \tag{IV.2.29}
\end{equation*}
$$

and (ii)

$$
\begin{equation*}
\omega(E):=\sup _{\|\mathbf{t - s}\| \leq a_{E}}\left|X_{E}[2](\mathbf{t})-X_{E}[2](\mathbf{s})\right| \xrightarrow{\mathbb{P}} 0, \tag{IV.2.30}
\end{equation*}
$$

as $E \rightarrow \infty$. We claim that choosing $a_{E}:=(\sqrt{E} \log E)^{-1}$ verifies the above conditions (i) and (ii). Let us prove that (i) holds. The variance estimate in Theorem IV.1.20 implies that there exists an absolute constant $K>0$ such that for every $E>0$ and every $\mathbf{t} \in[0,1]^{2}, \operatorname{Var}\left[X_{E}[2](\mathbf{t})\right] \leq K(\sqrt{E} \log E)^{-1}$. Therefore, choosing $\alpha=2$ in (IV.2.29), we infer that for every $\mathbf{t}, \mathbf{s}$ such that $\|\mathbf{t}-\mathbf{s}\| \geq(\sqrt{E} \log E)^{-1}$,

$$
\mathbb{E}\left[\left(X_{E}[2](\mathbf{t})-X_{E}[2](\mathbf{s})\right)^{2}\right] \leq 2 \operatorname{Var}\left[X_{E}[2](\mathbf{t})\right]+2 \operatorname{Var}\left[X_{E}[2](\mathbf{s})\right] \leq \frac{2 K}{\sqrt{E} \log E} \leq c\|\mathbf{t}-\mathbf{s}\| .
$$

Since for every $\mathbf{t} \in[0,1]^{2}, X_{E}[2](\mathbf{t})$ is an element of the second Wiener chaos associated with $B_{E}$, we exploit the hypercontractivity property for multiple Wiener integrals (see (I.1.29)) to obtain (for some absolute constant $C>0$ )

$$
\mathbb{E}\left[\left(X_{E}[2](\mathbf{t})-X_{E}[2](\mathbf{s})\right)^{p}\right] \leq C \mathbb{E}\left[\left(X_{E}[2](\mathbf{t})-X_{E}[2](\mathbf{s})\right)^{2}\right]^{p / 2} \leq C\|\mathbf{t}-\mathbf{s}\|^{p / 2}
$$

for every $p>4$, which gives the desired estimate in (IV.2.29) since $p / 2>2$. Let us now argue that (ii) holds. By [NPR19, Eq. (4.58)], we can write

$$
\begin{aligned}
X_{E}[2](\mathbf{t}) & =\sqrt{\frac{512 \pi}{\log E}} \mathscr{L}_{E}[2]\left(\mathcal{D}_{\mathbf{t}}\right)=\sqrt{\frac{512 \pi}{\log E}} \frac{\pi}{8} \sqrt{2 E}\left[-2 \int_{\mathcal{D}_{\mathfrak{t}}} B_{E}(x)^{2} d x+\int_{\mathcal{D}_{\mathfrak{t}}}\left\|\widetilde{\nabla} B_{E}(x)\right\|^{2} d x\right] \\
& =4 \pi^{3 / 2} \sqrt{\frac{E}{\log E}}\left[-2 \int_{\mathcal{D}_{\mathfrak{t}}} B_{E}(x)^{2} d x+\int_{\mathcal{D}_{\mathfrak{t}}}\left\|\widetilde{\nabla} B_{E}(x)\right\|^{2} d x\right]
\end{aligned}
$$

Combining this expression with Lemma IV.2.7 applied to $f=B_{E}(\cdot)^{2}$ and $f=\left\|\widetilde{\nabla} B_{E}(\cdot)\right\|^{2}$, yields for every choice of $\mathbf{t}, \mathbf{s}$ such that $\|\mathbf{t}-\mathbf{s}\| \leq a_{E}$ (denoting by $C$ an absolute constant whose value varies from line to line)

$$
\begin{aligned}
& \left|X_{E}[2](\mathbf{t})-X_{E}[2](\mathbf{s})\right| \\
\leq & C \sqrt{\frac{E}{\log E}}\left\{\left|\int_{\mathcal{D}_{\mathbf{t}}} B_{E}(x)^{2} d x-\int_{\mathcal{D}_{\mathbf{s}}} B_{E}(x)^{2} d x\right|+\left|\int_{\mathcal{D}_{\mathbf{t}}}\left\|\widetilde{\nabla} B_{E}(x)\right\|^{2} d x-\int_{\mathcal{D}_{\mathbf{s}}}\left\|\widetilde{\nabla} B_{E}(x)\right\|^{2}\right|\right\} \\
\leq & C \sqrt{\frac{E}{\log E}}\left\{\sup _{x \in[0,1]^{2}}\left|B_{E}(x)\right|^{2}+\sup _{x \in[0,1]^{2}}\left\|\widetilde{\nabla} B_{E}(x)\right\|^{2}\right\}\|\mathbf{t}-\mathbf{s}\| \\
\leq & \frac{C}{(\log E)^{3 / 2}}\left\{\sup _{x \in[0,1]^{2}}\left|B_{E}(x)\right|^{2}+\sup _{x \in[0,1]^{2}}\left\|\widetilde{\nabla} B_{E}(x)\right\|^{2}\right\},
\end{aligned}
$$

where we used the definition of $a_{E}$. This implies that

$$
\begin{aligned}
\mathbb{E}[\omega(E)] & =\mathbb{E}\left[\sup _{\|\mathbf{t}-\mathbf{s}\| \leq a_{E}}\left|X_{E}[2](\mathbf{t})-X_{E}[2](\mathbf{s})\right|\right] \\
& \leq \frac{C}{(\log E)^{3 / 2}}\left\{\mathbb{E}\left[\sup _{x \in[0,1]^{2}}\left|B_{E}(x)\right|^{2}\right]+\mathbb{E}\left[\sup _{x \in[0,1]^{2}}\left\|\widetilde{\nabla} B_{E}(x)\right\|^{2} d x\right]\right\} \\
& \leq \frac{C}{(\log E)^{3 / 2}} \cdot \log E=\frac{C}{\sqrt{\log E}}
\end{aligned}
$$

where we used Lemma IV.2.8 with $p=2$. Therefore, by the Markov inequality we have for every $\eta>0$,

$$
\mathbb{P}\{\omega(E)>\eta\} \leq \eta^{-1} \mathbb{E}[\omega(E)] \leq \frac{C}{\eta \sqrt{\log E}}
$$

which proves the validity of (ii).

## IV.2.3 Proof of Theorem IV.1.8 and Corollary IV.1.9

Our proof of Theorem IV.1.8 is based on a planar chaining argument, similar to the one presented in [DT89] and [MW11] in dimension one for a study related to empirical processes.

We start with a preliminary lemma, yielding a $L^{2}$ bound for increments of $R_{E}=\sum_{q \geq 3} X_{E}[2 q]$ along rectangles of the form $\left[s_{1}, t_{1}\right] \times\left[s_{2}, t_{2}\right] \subset[0,1]^{2}$.
Lemma IV.2.9. For every $0 \leq s_{i} \leq t_{i} \in[0,1], i=1,2$, and $E>0$, we have that

$$
\mathbb{E}\left[\left(R_{E}\left(t_{1}, t_{2}\right)-R_{E}\left(s_{1}, t_{2}\right)-R_{E}\left(t_{1}, s_{2}\right)+R_{E}\left(s_{1}, s_{2}\right)\right)^{2}\right] \leq \frac{C}{\log E}\left[\left(t_{1}-s_{1}\right)\left(t_{2}-s_{2}\right)\right]
$$

where $C>0$ is some absolute constant (independent of $t_{1}, t_{2}, s_{1}, s_{2}$ and $E$ ).

Proof. Let $\mathcal{D}(\mathbf{t}, \mathbf{s}):=\left[s_{1}, t_{1}\right] \times\left[s_{2}, t_{2}\right]$. By definition of $R_{E}$ and the additivity of the nodal length, we have

$$
\begin{equation*}
R_{E}\left(t_{1}, t_{2}\right)-R_{E}\left(s_{1}, t_{2}\right)-R_{E}\left(t_{1}, s_{2}\right)+R_{E}\left(s_{1}, s_{2}\right)=\sqrt{\frac{512 \pi}{\log E}} \sum_{q \geq 3} \mathscr{L}_{E}[2 q](\mathcal{D}(\mathbf{t}, \mathbf{s})) \tag{IV.2.31}
\end{equation*}
$$

By inspection of the arguments used in the proofs of [NPR19, Lemmas 7.6,7.8,7.9], one verifies that there is an absolute constant $C_{1}>0$ (independent of $\mathbf{t}, \mathbf{s}$ and $E$ ) such that

$$
\operatorname{Var}\left[\sum_{q \geq 3} \mathscr{L}_{E}[2 q](\mathcal{D}(\mathbf{t}, \mathbf{s}))\right] \leq C_{1} \operatorname{area}(\mathcal{D}(\mathbf{t}, \mathbf{s}))
$$

Taking the square of $L^{2}(\mathbb{P})$-norm in (IV.2.31), and exploiting the above upper bound, we obtain

$$
\begin{gathered}
\mathbb{E}\left[\left(R_{E}\left(t_{1}, t_{2}\right)-R_{E}\left(s_{1}, t_{2}\right)-R_{E}\left(t_{1}, s_{2}\right)+R_{E}\left(s_{1}, s_{2}\right)\right)^{2}\right]=\frac{512 \pi}{\log E} \operatorname{Var}\left[\sum_{q \geq 3} \mathscr{L}_{E}[2 q](\mathcal{D}(\mathbf{t}, \mathbf{s}))\right] \\
=C_{1} \frac{512 \pi}{\log E} \operatorname{area}(\mathcal{D}(\mathbf{t}, \mathbf{s}))=\frac{C}{\log E}\left(t_{1}-s_{1}\right)\left(t_{2}-s_{2}\right)
\end{gathered}
$$

which gives the desired conclusion.
We are now in the position to prove Proposition IV.1.8.
Proof of Theorem IV.1.8. We start by introducing refining partitions of the unit square.
Refining partitions of the unit square. Let us fix a large integer $K$ (whose exact value will be chosen later as a function of $E)$. For every integers $k, k^{\prime}=0, \ldots, K$, and every vector $i=\left(i_{1}, i_{2}\right) \in\left\{0, \ldots, 2^{k}\right\} \times$ $\left\{0, \ldots, 2^{k^{\prime}}\right\}$, we define the partition points

$$
\mathbf{p}_{i}\left(k, k^{\prime}\right):=\left(p_{i_{1}}(k), p_{i_{2}}\left(k^{\prime}\right)\right)=\left(\frac{i_{1}}{2^{k}}, \frac{i_{2}}{2^{k^{\prime}}}\right) \in[0,1]^{2}
$$

Moreover, for every $\mathbf{t}=\left(t_{1}, t_{2}\right) \in[0,1]^{2}$ and $k, k^{\prime}=0, \ldots, K$, we define the vector $i_{k, k^{\prime}}(\mathbf{t})=$ $\left(i_{1, k}\left(t_{1}\right), i_{2, k^{\prime}}\left(t_{2}\right)\right)$ to be such that

$$
p_{i_{1, k}\left(t_{1}\right)}(k) \leq t_{1} \leq p_{i_{1, k}\left(t_{1}\right)+1}(k), \quad p_{i_{2, k^{\prime}}\left(t_{2}\right)}\left(k^{\prime}\right) \leq t_{2} \leq p_{i_{2, k^{\prime}}\left(t_{2}\right)+1}\left(k^{\prime}\right)
$$

that is, for every $\mathbf{t} \in[0,1]^{2}$, the vector $i_{k, k^{\prime}}(\mathbf{t})$ is such that $\mathbf{p}_{i_{k, k^{\prime}}(\mathbf{t})}\left(k, k^{\prime}\right)$ is the closest partition point to $\mathbf{t}$ on the left.

We introduce the following operators.
Definition IV.2.10. Given a function $f:[0,1]^{2} \rightarrow \mathbb{R}$ a point $\mathbf{t}=\left(t_{1}, t_{2}\right) \in[0,1]^{2}$, and $k, k^{\prime} \in$ $\{0, \ldots, K-1\}$, we define the difference operator

$$
\begin{aligned}
\Delta_{k, k^{\prime}} f(\mathbf{t}):= & f\left(p_{i_{1, k+1}\left(t_{1}\right)}(k+1), p_{i_{2, k^{\prime}+1}\left(t_{2}\right)}\left(k^{\prime}+1\right)\right)-f\left(p_{i_{1, k+1}\left(t_{1}\right)}(k+1), p_{i_{2, k^{\prime}}\left(t_{2}\right)}\left(k^{\prime}\right)\right) \\
& -f\left(p_{i_{1, k}\left(t_{1}\right)}(k), p_{i_{2, k^{\prime}+1}\left(t_{2}\right)}\left(k^{\prime}+1\right)\right)+f\left(p_{i_{1, k}\left(t_{1}\right)}(k), p_{i_{2, k^{\prime}}\left(t_{2}\right)}\left(k^{\prime}\right)\right) .
\end{aligned}
$$

Also, for $k, k^{\prime} \in\{0, \ldots, K-1\}$, we set

$$
\Delta_{K, k^{\prime}} f(\mathbf{t}):=f\left(t_{1}, p_{i_{2, k^{\prime}+1}\left(t_{2}\right)}\left(k^{\prime}+1\right)\right)-f\left(t_{1}, p_{i_{2, k^{\prime}}\left(t_{2}\right)}\left(k^{\prime}\right)\right)
$$

$$
\begin{aligned}
& -f\left(p_{i_{1, K}\left(t_{1}\right)}(K), p_{i_{2, k^{\prime}+1}\left(t_{2}\right)}\left(k^{\prime}+1\right)\right)+f\left(p_{i_{1, K}\left(t_{1}\right)}(K), p_{i_{2, k^{\prime}}\left(t_{2}\right)}\left(k^{\prime}\right)\right), \\
\Delta_{k, K} f(\mathbf{t}):= & f\left(p_{i_{1, k+1}\left(t_{1}\right)}(k+1), t_{2}\right)-f\left(p_{i_{1, k+1}\left(t_{1}\right)}(k+1), p_{i_{2, K}\left(t_{2}\right)}(K)\right) \\
& -f\left(p_{i_{1, k}\left(t_{1}\right)}(k), t_{2}\right)+f\left(p_{i_{1, k}\left(t_{1}\right)}(k), p_{i_{2, K}\left(t_{2}\right)}(K)\right)
\end{aligned}
$$

and finally

$$
\begin{aligned}
\Delta_{K, K} f(\mathbf{t}):= & f\left(t_{1}, t_{2}\right)-f\left(t_{1}, p_{i_{2, K}\left(t_{2}\right)}(K)\right) \\
& -f\left(p_{i_{1, K}\left(t_{1}\right)}(K), t_{2}\right)+f\left(p_{i_{1, K}\left(t_{1}\right)}(K), p_{i_{2, K}\left(t_{2}\right)}(K)\right)
\end{aligned}
$$

Also, we use the notations $\Delta_{k, k^{\prime}}^{+}, \Delta_{K, k^{\prime}}^{+}$and $\Delta_{k, K}^{+}$to indicate the operators obtained from the relations above by replacing $t_{1}$ and $t_{2}$ with $p_{i_{1, k}\left(t_{1}\right)+1}(k)$ and $p_{i_{2, k^{\prime}}\left(t_{2}\right)+1}\left(k^{\prime}\right)$, respectively.

We remark that, by construction of the refining partitions, we have either $p_{i_{1, k}}(k)=p_{i_{1, k+1}\left(t_{1}\right)}(k+1)$ or $p_{i_{1, k+1}\left(t_{1}\right)}(k+1)-p_{i_{1, k}\left(t_{1}\right)}(k)=2^{-(k+1)}$ (and similarly for partition coordinates involving the index $\left.i_{2}\right)$ which yields in particular

$$
\begin{align*}
& \left|\Delta_{k, k^{\prime}} f\left(t_{1}, t_{2}\right)\right| \\
\leq & \left\lvert\, f\left(p_{i_{1, k}\left(t_{1}\right)}(k)+\frac{1}{2^{k+1}}, p_{i_{2, k^{\prime}}\left(t_{2}\right)}\left(k^{\prime}\right)+\frac{1}{2^{k^{\prime}+1}}\right)-f\left(p_{i_{1, k}\left(t_{1}\right)}(k)+\frac{1}{2^{k+1}}, p_{i_{2, k^{\prime}}\left(t_{2}\right)}\left(k^{\prime}\right)\right)\right. \\
& \left.-f\left(p_{i_{1, k}\left(t_{1}\right)}(k), p_{i_{2, k^{\prime}}\left(t_{2}\right)}\left(k^{\prime}\right)+\frac{1}{2^{k^{\prime}+1}}\right)+f\left(p_{i_{1, k}\left(t_{1}\right)}(k), p_{i_{2, k^{\prime}}\left(t_{2}\right)}\left(k^{\prime}\right)\right) \right\rvert\, \tag{IV.2.32}
\end{align*}
$$

In view of the above defined difference operators, the following bivariate telescopic formula holds

$$
\begin{equation*}
f\left(t_{1}, t_{2}\right)=\sum_{k, k^{\prime}=0}^{K} \Delta_{k, k^{\prime}} f\left(t_{1}, t_{2}\right) \tag{IV.2.33}
\end{equation*}
$$

for every $f:[0,1]^{2} \rightarrow \mathbb{R}$.
Let us now write $R_{E}^{K}$ for the discretized version of $R_{E}$ associated with the above partition. Applying (IV.2.33) to $R_{E}^{K}$, we can write for every $\mathbf{t} \in[0,1]^{2}$,

$$
\begin{equation*}
\left|R_{E}^{K}(\mathbf{t})\right|=\left|\sum_{k, k^{\prime}=0}^{K} \Delta_{k, k^{\prime}} R_{E}^{K}(\mathbf{t})\right| \leq \sum_{\left(k, k^{\prime}\right) \in B(K)^{c}}\left|\Delta_{k, k^{\prime}} R_{E}^{K}(\mathbf{t})\right|+\left|\sum_{\left(k, k^{\prime}\right) \in B(K)} \Delta_{k, k^{\prime}} R_{E}^{K}(\mathbf{t})\right| \tag{IV.2.34}
\end{equation*}
$$

where we set $B(K):=\left\{\left(k, k^{\prime}\right) \in\{0, \ldots, K\}^{2}: \max \left(k, k^{\prime}\right)=K\right\}$. Note that the second term in the R.H.S of (IV.2.34) vanishes by definition of the operators $\Delta_{K, k^{\prime}}, \Delta_{k, K}$ and $\Delta_{K, K}$, and the fact that we consider the discretized remainder $R_{E}^{K}$ : indeed, for every $\left(k, k^{\prime}\right) \in B(K)$, we have that $\Delta_{k, k^{\prime}} R_{E}^{K}(\mathbf{t})=0$. From this, we conclude that, for every $\varepsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left\{\sup _{\mathbf{t} \in[0,1]^{2}}\left|R_{E}^{K}(\mathbf{t})\right|>\varepsilon\right\} \leq \mathbb{P}\left\{\sup _{\mathbf{t} \in[0,1]^{2}} \sum_{\left(k, k^{\prime}\right) \in B(K)^{c}}\left|\Delta_{k, k^{\prime}} R_{E}^{K}(\mathbf{t})\right|>\varepsilon\right\} \tag{IV.2.35}
\end{equation*}
$$

We remark that the R.H.S involves the increments on closest partition points associated with $\mathbf{t}$. Now, using the fact that

$$
\sum_{k, k^{\prime} \geq 0} \frac{\varepsilon}{(k+3)^{2}\left(k^{\prime}+3\right)^{2}} \leq \varepsilon
$$

and the Chebychev inequality, we can bound the probability in (IV.2.35) by

$$
\begin{aligned}
& \sum_{\left(k, k^{\prime}\right) \in B(K)^{c}} \mathbb{P}\left\{\sup _{\mathbf{t} \in[0,1]^{2}}\left|\Delta_{k, k^{\prime}} R_{E}^{K}(\mathbf{t})\right|>\frac{\varepsilon}{(k+3)^{2}\left(k^{\prime}+3\right)^{2}}\right\} \\
\leq & \sum_{\left(k, k^{\prime}\right) \in B(K)^{c}} \sum_{i_{1}=0}^{2^{k}} \sum_{i_{2}=0}^{2^{k^{\prime}}} \mathbb{P}\left\{\left|\Delta_{k, k^{\prime}} R_{E}^{K}\left(\mathbf{p}_{\left(i_{1}, i_{2}\right)}(k+1, k+1)\right)\right|>\frac{\varepsilon}{(k+3)^{2}\left(k^{\prime}+3\right)^{2}}\right\} \\
\leq & \sum_{\left(k, k^{\prime}\right) \in B(K)^{c}} \frac{(k+3)^{4}\left(k^{\prime}+3\right)^{4}}{\varepsilon^{2}} \sum_{i_{1}=0}^{2^{k}} \sum_{i_{2}=0}^{2^{k^{\prime}}} \frac{C}{\log E} \frac{1}{2^{k+1}} \frac{1}{2^{k^{\prime}+1}} \leq \frac{C^{\prime}}{\log E} K^{10},
\end{aligned}
$$

where we used Lemma IV.2.9. Therefore, this probability converges to zero once we chose $K=K(E)$ in such a way that $K(E) \rightarrow \infty$ and $K(E)=o\left((\log E)^{1 / 10}\right)$ as $E \rightarrow \infty$. This concludes the proof.
Proof of Corollary IV.1.9. Let us choose $K=K(E)$ as in the statement. By the Wiener chaos expansion of $X_{E}^{K}$, we can write

$$
X_{E}^{K}=X_{E}[4]+\left(X_{E}^{K}[4]-X_{E}[4]\right)+X_{E}[2]+\left(X_{E}^{K}[2]-X_{E}[2]\right)+R_{E}^{K} .
$$

We use the same strategy used to prove Lemma IV.1.3. The process $X_{E}[4]$ converges weakly to a standard Wiener sheet in the space $\mathbf{D}_{2}$, in view of [PV20, Theorem 3.4]. The residue process $R_{E}^{K}$ converges to zero uniformly in probability, in view of Theorem IV.1.8. The second chaotic projections converge weakly to zero in view of Corollary IV.1.6. For the term $X_{E}^{K}[4]-X_{E}[4]$ we argue that, for every $\varepsilon>0$,

$$
\mathbb{P}\left\{\sup _{\mathbf{t} \in[0,1]^{2}}\left|X_{E}^{K}[4](\mathbf{t})-X_{E}[4](\mathbf{t})\right|>\varepsilon\right\} \rightarrow 0
$$

as $E \rightarrow \infty$. By definition of $X_{E}^{K}$ [4], we can rewrite

$$
\mathbb{P}\left\{\sup _{\mathbf{t} \in[0,1]^{2}}\left|X_{E}^{K}[4](\mathbf{t})-X_{E}[4](\mathbf{t})\right|>\varepsilon\right\}=\mathbb{P}\left\{\sup _{\mathbf{t} \in[0,1]^{2}}\left|X_{E}[4]\left(\mathbf{p}_{i_{K, K}(\mathbf{t})}(K, K)\right)-X_{E}[4](\mathbf{t})\right|>\varepsilon\right\} .
$$

Since both $X_{E}[4]$ and $\mathbf{W}$ belong to the space $\mathbf{C}_{2}, \mathbb{P}$-almost surely, we can apply the Skorohod Representation Theorem [Dud02, Theorem 11.7.2]. Thus, on some probability space ( $\Omega^{\prime}, \mathscr{F}^{\prime}, \mathbb{P}^{\prime}$ ), there exist $\left\{Y_{E}^{\prime}: E>0\right\}, Z^{\prime} \in \mathbf{C}_{2}$ such that $Y_{E}^{\prime} \stackrel{d}{=} X_{E}[4], Z^{\prime} \stackrel{d}{=} \mathbf{W}$ and $\sup _{\mathbf{t} \in[0,1]^{2}}\left|Y_{E}^{\prime}(\mathbf{t})-Z^{\prime}(\mathbf{t})\right| \rightarrow 0, \mathbb{P}^{\prime}$-almost surely as $E \rightarrow \infty$. Therefore, denoting by $\Delta \in P_{E}$ a cell of a partition $P_{E}$ of $[0,1]^{2}$ with mesh $\left|P_{E}\right| \rightarrow 0$ as $E \rightarrow \infty$, we can write

$$
\begin{aligned}
& \mathbb{P}\left\{\sup _{\mathbf{t}[0,11]^{2}}\left|X_{E}[4]\left(\mathbf{p}_{i_{K, K}(\mathbf{t})}(K, K)\right)-X_{E}[4](\mathbf{t})\right|>\varepsilon\right\} \\
\leq & \mathbb{P}^{\prime}\left\{\sup _{\Delta \in P_{E}} \sup _{t, s \in \Delta}\left|X_{E}^{\prime}(\mathbf{t})-X_{E}^{\prime}(\mathbf{s})\right|>\varepsilon\right\} \\
\leq & \mathbb{P}^{\prime}\left\{\sup _{\Delta \in P_{E}} \sup _{t, \mathbf{s} \in \Delta}\left(\left|X_{E}^{\prime}(\mathbf{t})-Z^{\prime}(\mathbf{t})\right|+\left|Z^{\prime}(\mathbf{s})-X_{E}^{\prime}(\mathbf{s})\right|\right)>\frac{\varepsilon}{2}\right\} \\
& +\mathbb{P}^{\prime}\left\{\sup _{\Delta \in P_{E}} \sup _{\mathbf{t}, \mathbf{s} \in \Delta}\left|Z^{\prime}(\mathbf{t})-Z^{\prime}(\mathbf{s})\right|>\frac{\varepsilon}{2}\right\}
\end{aligned}
$$

where we used the triangle inequality. For the first probability, we use the fact that $X_{E}^{\prime}$ converges to $Z^{\prime}$ uniformly on $[0,1]^{2}, \mathbb{P}^{\prime}$-almost surely, implying that

$$
\sup _{\Delta \in P_{E}} \sup _{\mathbf{t}, \mathbf{s} \in \Delta}\left(\left|X_{E}^{\prime}(\mathbf{t})-Z^{\prime}(\mathbf{t})\right|+\left|Z^{\prime}(\mathbf{s})-X_{E}^{\prime}(\mathbf{s})\right|\right) \leq 2 \sup _{\mathbf{t} \in[0,1]^{2}}\left|X_{E}^{\prime}(\mathbf{t})-Z^{\prime}(\mathbf{t})\right| \rightarrow 0,
$$

$\mathbb{P}^{\prime}$-almost surely. For the second term, we notice that $Z^{\prime}$ is uniformly continuous on $[0,1]^{2}$ (being continuous on $[0,1]^{2}$ ), so that $\sup _{\mathbf{t}, \boldsymbol{s} \in \Delta}\left|Z^{\prime}(\mathbf{t})-Z^{\prime}(\mathbf{s})\right| \rightarrow 0, \mathbb{P}^{\prime}$-almost surely.

## IV.2. 4 Proof of Proposition IV.1. 14

By Lemma IV.2.9, we deduce that for every $\mathbf{t} \in[0,1]^{2}$,

$$
\operatorname{Var}\left[R_{E}(\mathbf{t})\right]=O\left(\frac{1}{\log E}\right)
$$

where the constants involved in the 'big-O' notation are independent of $\mathbf{t}$ and $E$. This implies that the finite-dimensional distributions of the process $R_{E}(\bullet, N)$ converge to zero for every fixed $N \geq 4$. Therefore, in order to obtain the desired conclusion, it is sufficient to prove that the laws of the random mappings $\left\{R_{E}(\bullet ; N): E>0\right\}$ (for $N=N(E)$ as in the statement) verify a Kolmogorov type estimate of the form

$$
\begin{equation*}
\mathbb{E}\left[\left(R_{E}(\mathbf{t} ; N)-R_{E}(\mathbf{s} ; N)\right)^{\alpha}\right] \leq c\|\mathbf{t}-\mathbf{s}\|^{2+\beta}, \quad \forall \mathbf{t}, \mathbf{s} \in[0,1]^{2} \tag{IV.2.36}
\end{equation*}
$$

for some constants $\alpha, \beta>0$ and $c>0$ that are independent of $E$. Denoting by $\mathcal{D}_{\mathfrak{t}}:=\left[0, t_{1}\right] \times\left[0, t_{2}\right]$ and $\mathcal{D}_{\mathbf{t}, \mathrm{s}}:=\mathcal{D}_{\mathbf{t}} \backslash \mathcal{D}_{\mathrm{s}}$, we have that for every integer $N$ (to be chosen later as a function of $E$ ) and every $p>2$,

$$
\mathbb{E}\left[\left(R_{E}(\mathbf{t} ; N)-R_{E}(\mathbf{s} ; N)\right)^{p}\right]^{1 / p}=\frac{512 \pi}{\log E} \mathbb{E}\left[\left(\sum_{q=3}^{N} \mathscr{L}_{E}[2 q]\left(\mathcal{D}_{\mathbf{t}, \mathbf{s}}\right)^{p}\right]^{1 / p} .\right.
$$

Since $\sum_{q=3}^{N} \mathscr{L}_{E}[2 q]\left(\mathcal{D}_{\mathrm{t}, \mathrm{s}}\right)$ is a random variable living in the orthogonal sum of Wiener chaoses up to order $2 N$, we use the hypercontractivity property (I.1.29) together with Lemma IV.2.9, to deduce that

$$
\begin{aligned}
\mathbb{E}\left[\left(R_{E}(\mathbf{t} ; N)-R_{E}(\mathbf{s} ; N)\right)^{p}\right]^{1 / p} & \leq \frac{512 \pi}{\log E}(p-1)^{N} \operatorname{Var}\left[\sum_{q=3}^{N} \mathscr{L}_{E}[2 q]\left(\mathcal{D}_{\mathrm{t}, \mathrm{~s}}\right)\right]^{1 / 2} \\
& \leq \frac{c_{p}}{\log E}(p-1)^{N}\|t-s\|^{1 / 2}
\end{aligned}
$$

where $c_{p}$ is some absolute constant only depending on $p$. In particular, for $p=6$ we obtain the estimate

$$
\mathbb{E}\left[\left(R_{E}(\mathbf{t} ; N)-R_{E}(\mathbf{s} ; N)\right)^{6}\right] \leq\left\{\frac{c_{6}}{\log E} 5^{N}\|t-s\|^{1 / 2}\right\}^{6}=c \frac{5^{6 N}}{(\log E)^{6}}\|t-s\|^{3},
$$

for some absolute constant $c>0$. Thus in order to prove (IV.2.36), it is sufficient to choose $N=N(E)$ such that (the constant 1 is not important here)

$$
\frac{5^{6 N(E)}}{(\log E)^{6}}=1
$$

yielding that $N(E)=6^{-1} \log _{5}\left((\log E)^{6}\right)=\log _{5}(\log E)$. This proves the claim.

## Appendix IV.A Proof of Lemma IV.1.3

Since $U_{n}$ and $V_{n}$ converge weakly to $X$ and zero in $\mathbf{D}_{2}$, respectively, we use for instance [Wic69, Theorem 2], to deduce that, for every $\varepsilon>0$,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \mathbb{P}\left\{\omega_{\delta}\left(U_{n}\right)>\varepsilon\right\}=0, \quad \lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \mathbb{P}\left\{\omega_{\delta}\left(V_{n}\right)>\varepsilon\right\}=0 \tag{IV.A.1}
\end{equation*}
$$

where $\omega_{\delta}(f):=\sup \{|f(\mathbf{t})-f(\mathbf{s})|:\|\mathbf{t}-\mathbf{s}\|<\delta\}$. To obtain the desired conclusion, by virtue of the discussion contained in [Neu71, p.1291], it is sufficient to show that

$$
\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \mathbb{P}\left\{\omega_{\delta}\left(X_{n}\right)>\varepsilon\right\}=0
$$

By the triangle inequality, we can write for every $\delta>0$,

$$
\omega_{\delta}\left(X_{n}\right)=\omega_{\delta}\left(U_{n}+V_{n}+W_{n}\right) \leq \omega_{\delta}\left(U_{n}\right)+\omega_{\delta}\left(V_{n}\right)+\omega_{\delta}\left(W_{n}\right)
$$

in such a way that

$$
\mathbb{P}\left\{\omega_{\delta}\left(X_{n}\right)>\varepsilon\right\} \leq \mathbb{P}\left\{\omega_{\delta}\left(U_{n}\right)>\varepsilon / 3\right\}+\mathbb{P}\left\{\omega_{\delta}\left(V_{n}\right)>\varepsilon / 3\right\}+\mathbb{P}\left\{\omega_{\delta}\left(W_{n}\right)>\varepsilon / 3\right\}
$$

Using the estimate $\omega_{\delta}\left(W_{n}\right) \leq 2 \sup _{\mathbf{t} \in[0,1]^{2}}\left|W_{n}(\mathbf{t})\right|$ and letting $n \rightarrow \infty$ and $\delta \rightarrow 0$ then implies the desired conclusion from (IV.A.1) and assumption (iii) in the statement.

## Appendix IV.B Moment estimates for suprema of Gaussian fields

In what follows we consider a centred smooth stationary Gaussian field $G=\left\{G(x): x \in \mathbb{R}^{d}\right\}$ on $\mathbb{R}^{d}$ with covariance function $\mathbb{E}[G(x) G(y)]=\kappa(x-y)$. For an integer $j \geq 0$ and $\mathcal{D} \subset \mathbb{R}^{d}$, we write

$$
\sigma^{2}(\mathcal{D} ; j):=\sup _{x \in \mathcal{D}} \sup _{|\alpha| \leq j} \mathbb{E}\left[\left(\partial_{\alpha} G(x)\right)^{2}\right],
$$

where $\partial_{\alpha} G(x):=\partial_{x_{1}}^{\alpha_{1}} \ldots \partial_{x_{d}}^{\alpha_{d}} G(x)$, for $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ with $|\alpha|:=\sum_{k=1}^{d} \alpha_{k}$. Moreover, for $\mathcal{D} \subset \mathbb{R}^{d}$ and $\varepsilon>0$, we write $\mathcal{D}^{(\varepsilon)}$ for the $\varepsilon$-enlargement of $\mathcal{D}$. Finally, we use the notation

$$
\|f\|_{C^{j}(\mathcal{D})}:=\sup _{x \in \mathcal{D}|\alpha| \leq j} \sup _{|\alpha|}\left|\partial_{\alpha} f(x)\right|
$$

for $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$. The goal of this section is to prove Proposition IV.2.6, whose statement we recall for convenience.

Proposition IV.B.1. Let the above setting prevail. Assume that for every $m \geq 0$, there exists $\tilde{\sigma}^{2}(m)<\infty$ such that

$$
\begin{equation*}
\mathbb{E}\left[\left(\partial_{\alpha} G(x)\right)^{2}\right] \leq \tilde{\sigma}^{2}(m), \quad \forall \alpha \in \mathbb{N}^{d},|\alpha| \leq m \tag{IV.B.1}
\end{equation*}
$$

Then, for every $p \geq 1$ and $j \geq 0$

$$
\mathbb{E}\left[\|G\|_{C^{j}(\mathcal{D})}^{p}\right] \leq C\{\log (\operatorname{vol}(\mathcal{D}))\}^{p / 2}
$$

where $C>0$ is an absolute constant depending on $p$ and $j$, and $\operatorname{vol}(\mathcal{D})$ is the $d$-dimensional volume of $\mathcal{D}$.

We remark that assumption (IV.B.1) in particular implies that $\sigma^{2}(\mathcal{D} ; j) \leq \tilde{\sigma}^{2}(j)$ for every $j \geq 0$.

## IV.B. 1 Proof of Proposition IV.B. 1

The proof ${ }^{1}$ of Proposition IV.B. 1 is based on several classical concentration inequalities for suprema of Gaussian fields, that we state here below. The first statement is an estimate for the first moment of $\|G\|_{C^{j}(\mathcal{D})}$ (see [NS16, Appendix A.9]).
Proposition IV.B.2. Let the above setting prevail.

$$
\begin{equation*}
\mathbb{E}\left[\|G\|_{C^{j}(\mathcal{D})}\right] \leq c_{1}(\mathcal{D}) \sigma\left(\mathcal{D}^{(1)} ; j+1\right), \tag{IV.B.2}
\end{equation*}
$$

where $c_{1}(\mathcal{D})$ is a constant depending on $\mathcal{D}$.
The following inequality is the so-called Borell-TIS inequality applied to the Gaussian field $\partial_{\alpha} G$, see for instance [AT07, Theorem 2.1.1].
Proposition IV.B.3. For every $\alpha \in \mathbb{N}^{d}$ and $u>0$, we have

$$
\begin{equation*}
\mathbb{P}\left\{\sup _{x \in D} \partial_{\alpha} G(x)>\mathbb{E}\left[\sup _{x \in \mathcal{D}} \partial_{\alpha} G(x)\right]+u\right\} \leq e^{-\frac{u^{2}}{2 \sigma^{2}(\mathcal{P} ;|\alpha|)}} . \tag{IV.B.3}
\end{equation*}
$$

Combining the contents of Propositions IV.B. 2 and IV.B.3, we deduce that for every $\alpha \in \mathbb{N}^{d}$ with $|\alpha| \leq j$ and $u>0$

$$
\mathbb{P}\left\{\sup _{x \in \mathcal{D}} \partial_{\alpha} G(x)>c_{1}(\mathcal{D}) \tilde{\sigma}(j+1)+u\right\} \leq e^{-\frac{u^{2}}{2 \tilde{\sigma}^{2}(j+1)}}
$$

which implies (by symmetry)

$$
\mathbb{P}\left\{\sup _{x \in \mathcal{D}}\left|\partial_{\alpha} G(x)\right|>c_{1}(\mathcal{D}) \tilde{\sigma}(j+1)+u\right\} \leq 2 e^{-\frac{u^{2}}{2 \tilde{\sigma}^{2}(j+1)}} .
$$

Therefore summing over all possible $\alpha$ with $|\alpha| \leq j$,

$$
\begin{equation*}
\mathbb{P}\left\{\|G\|_{C^{j}(\mathcal{D})}>c_{1}(\mathcal{D}) \tilde{\sigma}(j+1)+u\right\} \leq k(j, d) e^{-\frac{u^{2}}{2 \sigma^{2}(j+1)}} \tag{IV.B.4}
\end{equation*}
$$

where $k(j, d):=2 \operatorname{card}\left\{\alpha \in \mathbb{N}^{d}:|\alpha|=j\right\}$.
We can now prove Proposition IV.B.1.
Proof of Proposition IV.B.1. By stationarity of $G$ it follows that, if $\mathcal{D}^{\prime}$ is a translation of $\mathcal{D}$, then necessarily $c_{1}(\mathcal{D})=c_{1}\left(\mathcal{D}^{\prime}\right)$, where $c_{1}(\mathcal{D})$ is the constant appearing in (IV.B.2). In particular, applying (IV.B.2) in the case where $\mathcal{D}$ is a ball $\mathbb{B}$ with unit radius and exploiting the moment assumption (IV.B.1) on $G$, we deduce that

$$
\mathbb{E}\left[\|G\|_{C^{j}(\mathbb{B})}\right] \leq c_{1} \tilde{\sigma}(j+1),
$$

where $c_{1}$ is a universal constant. Therefore, applying (IV.B.4) with $\mathcal{D}=\mathbb{B}$ yields

$$
\mathbb{P}\left\{\|G\|_{C^{j}(\mathbb{B})}>c_{1} \tilde{\sigma}(j+1)+u\right\} \leq k(j, d) e^{-\frac{u^{2}}{2 \tilde{\sigma}^{2}(j+1)}}, \quad u>0 .
$$

Now, using the above inequality with $u=t-c_{1} \tilde{\sigma}(j+1)$, we can write for every $b>0$ (setting $k:=k(j, d), \tilde{\sigma}:=\tilde{\sigma}(j+1))$,

$$
\mathbb{E}\left[e^{b\|G\|_{C^{j(\mathbb{B})}}}\right]=1+b \int_{0}^{\infty} e^{t b} \mathbb{P}\left\{\|G\|_{C^{j}(\mathbb{B})}>c_{1} \tilde{\sigma}+\left(t-c_{1} \tilde{\sigma}\right)\right\} d t
$$

[^14]\[

$$
\begin{aligned}
& =e^{b c_{1} \tilde{\sigma}}+b \int_{c_{1} \tilde{\sigma}}^{\infty} e^{t b} \mathbb{P}\left\{\|G\|_{C^{j}(\mathbb{B})}>c_{1} \tilde{\sigma}+\left(t-c_{1} \tilde{\sigma}\right)\right\} d t \\
& \leq e^{b c_{1} \tilde{\sigma}}+b k \int_{c_{1} \tilde{\sigma}}^{\infty} e^{t b} e^{-\frac{\left(t-c_{1} \tilde{\sigma}\right)^{2}}{2 \tilde{\sigma}^{2}}} d t \leq e^{b c_{1} \tilde{\sigma}}+b k \int_{\mathbb{R}} e^{t b} e^{-\frac{\left(t-c_{1} \tilde{\sigma}\right)^{2}}{2 \tilde{\sigma}^{2}}} d t \\
& =e^{b c_{1} \tilde{\sigma}}+b k \sqrt{2 \pi} \tilde{\sigma} \mathbb{E}\left[e^{b Z}\right], \quad Z \sim \mathcal{N}\left(c_{1} \tilde{\sigma}, \tilde{\sigma}^{2}\right) \\
& =e^{b c_{1} \tilde{\sigma}}+b k \sqrt{2 \pi} \tilde{\sigma}\left(e^{b c_{1} \tilde{\sigma}+b^{2} \tilde{\sigma}^{2} / 2}\right)=e^{b c_{1} \tilde{\sigma}}\left(1+b k \sqrt{2 \pi} \tilde{\sigma} e^{b^{2} \tilde{\sigma}^{2} / 2}\right) \\
& \leq e^{b c_{1} \tilde{\sigma}+b^{2} \tilde{\sigma}^{2} / 2}(1+b k \sqrt{2 \pi} \tilde{\sigma}) \leq e^{b c_{1} \tilde{\sigma}+b^{2} \tilde{\sigma}^{2} / 2+b k \sqrt{2 \pi} \tilde{\sigma}} \\
& =e^{b \tilde{\sigma}\left(c_{1}+k \sqrt{2 \pi}\right)+b^{2} \tilde{\sigma}^{2} / 2}
\end{aligned}
$$
\]

(IV.B.5)
where we used that $1+x \leq e^{x}$. Now for $\mathcal{D} \subset \mathbb{R}^{d}$ we denote by $N_{\mathcal{D}}$ the minimal number of unit balls needed to cover $\mathcal{D}$ and by $\mathcal{B}_{\mathcal{D}}:=\left\{\mathbb{B}_{1}, \ldots, \mathbb{B}_{N_{\mathcal{D}}}\right\}$ the collection of all unit balls covering $\mathcal{D}$ in such a way that $\operatorname{card}\left(\mathcal{B}_{\mathcal{D}}\right)=N_{\mathcal{D}}$. Then, we have that, for every $b>0$

$$
\begin{aligned}
\mathbb{E}\left[\|G\|_{C^{j}(\mathcal{D})}\right] & =\mathbb{E}\left[\log \exp \left(b^{-1} b\|G\|_{C^{j}(\mathcal{D})}\right)\right]=b^{-1} \mathbb{E}\left[\log e^{b\|G\|_{C^{j}(\mathcal{D})}}\right] \\
& \leq b^{-1} \log \mathbb{E}\left[e^{b\|G\|_{C^{j}(\mathcal{D})}}\right] \leq b^{-1} \log \sum_{l=1}^{N_{D}} \mathbb{E}\left[e^{b\|G\|_{C^{j}\left(\mathbb{B}_{l}\right)}}\right] \\
& \leq b^{-1} \log \left(N_{\mathcal{D}} \mathbb{E}\left[e^{b\|G\|_{C^{j}\left(\mathbb{B}_{1}\right)}}\right]\right) \\
& \leq b^{-1} \log \left(N_{\mathcal{D}} e^{b \tilde{\sigma}\left(c_{1}+k \sqrt{2 \pi}\right)+b^{2} \tilde{\sigma}^{2} / 2}\right) \quad \text { using (IV.B.5) } \\
& =b^{-1} \log \left(N_{\mathcal{D}}\right)+\tilde{\sigma}\left(c_{1}+k \sqrt{2 \pi}\right)+b \frac{\tilde{\sigma}^{2}}{2}=: h(b) .
\end{aligned}
$$

Differentiating $h$ with respect to $b$, we find that $h(b) \leq h\left(b_{0}\right)$ for $\left.b_{0}=\sqrt{2} \sqrt{\log \left(N_{\mathcal{D}}\right.}\right) / \tilde{\sigma}$ and thus

$$
\begin{equation*}
\mathbb{E}\left[\|G\|_{C^{j}(\mathcal{D})}\right] \leq h\left(b_{0}\right)=\sqrt{2} \tilde{\sigma} \sqrt{\log \left(N_{\mathcal{D}}\right)}+\tilde{\sigma}\left(c_{1}+k \sqrt{2 \pi}\right)=: \mu \tag{IV.B.6}
\end{equation*}
$$

Now let $p \geq 1$. Then, using the inequality

$$
\mathbb{P}\left\{\|G\|_{C^{j}(\mathcal{D})}>\mu+u\right\} \leq k e^{-\frac{u^{2}}{2 \tilde{\sigma}^{2}}}, \quad u>0
$$

together with (IV.B.6), yields

$$
\begin{aligned}
\mathbb{E}\left[\|G\|_{C^{j}(\mathcal{D})}^{p}\right] & =p \int_{0}^{\infty} t^{p-1} \mathbb{P}\left\{\|G\|_{C^{j}(\mathcal{D})}>\mu+(t-\mu)\right\} d t \\
& \leq \mu^{p}+p k \int_{\mu}^{\infty} t^{p-1} e^{-\frac{(t-\mu)^{2}}{2 \tilde{\sigma}^{2}}} d t \leq \mu^{p}+p k \int_{\mathbb{R}}|t|^{p-1} e^{-\frac{(t-\mu)^{2}}{2 \tilde{\sigma}^{2}}} d t \\
& =\mu^{p}+p k \sqrt{2 \pi} \tilde{\sigma} \mathbb{E}\left[|Z|^{p-1}\right], \quad Z \sim \mathcal{N}\left(\mu, \tilde{\sigma}^{2}\right)
\end{aligned}
$$

Now for $Z \sim \mathcal{N}\left(\mu, \tilde{\sigma}^{2}\right)$ and $Z^{\prime}:=(Z-\mu) / \tilde{\sigma} \sim \mathcal{N}(0,1)$,

$$
\mathbb{E}\left[|Z|^{p-1}\right]=\tilde{\sigma}^{p-1} \mathbb{E}\left[\left|Z^{\prime}+\mu / \tilde{\sigma}\right|^{p-1}\right] \leq 2^{p-2} \tilde{\sigma}^{p-1}\left(\mathbb{E}\left[\left|Z^{\prime}\right|^{p-1}\right]+(\mu / \tilde{\sigma})^{p-1}\right)=: C_{p}\left(\tilde{\sigma}^{p-1}+\mu^{p-1}\right)
$$

where $C_{p}:=2^{p-2} \mathbb{E}\left[\left|Z^{\prime}\right|^{p-1}\right]$ depends only on $p$, so that

$$
\mathbb{E}\left[\|G\|_{C^{j}(\mathcal{D})}^{p}\right] \leq \mu^{p}+p k \sqrt{2 \pi} \tilde{\sigma} C_{p}\left(\tilde{\sigma}^{p-1}+\mu^{p-1}\right)
$$

The conclusion follows from the definition of $\mu$ in (IV.B.6) and the fact that there are constants $C_{1}, C_{2}>0$ such that $C_{1} \operatorname{vol}(\mathcal{D}) \leq N_{\mathcal{D}} \leq C_{2} \operatorname{vol}(\mathcal{D})$.

## Chapter V

## On non-linear functionals associated with the $d$-dimensional Berry Random Wave Model

In this chapter, we study non-linear functionals associated with the $d$-dimensional Berry Random Wave Model, already studied in Chapter IV in dimension two. More precisely, writing $B_{E}^{(d)}=$ $\left\{B_{E}^{(d)}(x): x \in \mathbb{R}^{d}\right\}$ for Berry's random field in $\mathbb{R}^{d}$, we establish variance estimates in the high-energy limit (as $E \rightarrow \infty$ ) for random variables admitting an integral representation of the type

$$
Z_{E}(d, q ; \mathcal{D}):=\int_{\mathcal{D}} H_{q}\left(B_{E}^{(d)}(x)\right) d x,
$$

where $d \geq 2$ and $q \geq 3$ are integers, $\mathcal{D}$ is a convex $d$-dimensional domain and $H_{q}$ is the $q$-th Hermite polynomial on the real line defined by the relation

$$
H_{q}(x) e^{-x^{2} / 2}=(-1)^{q} \frac{d^{q}}{d x^{q}} e^{-x^{2} / 2} .
$$

Our main results, involving the study of the asymptotic behaviour of powers of Bessel functions, show that, when $(d, q)=(2,4)$, the variance exhibits a logarithmic behaviour, whereas, when $(d, q) \neq(2,4)$, the variance is of constant lower order. Such an observation is consistent with the related model of spherical harmonics on the $d$-sphere investigated in [MW14] (for the two-dimensional sphere) and [MR15] (for arbitrary dimensions) and is tightly connected to the Berry cancellation phenomenon discussed in Sections II. 1.4 and II. 2 of Chapter II. In Theorem V.1.2, we subsequently prove quantitative Central Limit Theorems for the normalized versions of the random variables $Z_{E}(d, q ; \mathcal{D})$.

## V. 1 Variance estimates and Central Limit Theorems

In view of Theorem I.1.8 (see also Example (ii) in Section II.2.2 of Chapter II), the covariance function of the $d$-dimensional Berry random wave is given by

$$
\begin{equation*}
r_{d}^{E}(x-y)=\mathbb{E}\left[B_{E}^{(d)}(x) B_{E}^{(d)}(y)\right]=\frac{J_{d-2}^{2}}{}(2 \pi \sqrt{E}\|x-y\|), \quad x, y \in \mathbb{R}^{d}, \tag{V.1.1}
\end{equation*}
$$

where $J_{\alpha}$ denotes the Bessel function of the first kind of order $\alpha$. We now consider the random variable

$$
\begin{equation*}
Z_{E}(d, q ; \mathcal{D}):=\int_{\mathcal{D}} H_{q}\left(B_{E}^{(d)}(x)\right) d x \tag{V.1.2}
\end{equation*}
$$

where $H_{q}$ indicates the $q$-th Hermite polynomial. In Theorem V.1.1 below, we provide asymptotic laws for the variance of $Z_{E}(q, d ; \mathcal{D})$ when $(d, q)$ are pairs belonging to the set

$$
\begin{equation*}
S:=\{(d, q): d \geq 2, q \geq 3\} \backslash\{(2,3),(3,3)\} \tag{V.1.3}
\end{equation*}
$$

We write $\operatorname{vol}_{d}$ to indicate the $d$-dimensional volume and $\kappa_{d}:=\frac{\pi^{d / 2}}{\Gamma(d / 2+1)}$ for the volume of the unit ball in dimension $d$.

Theorem V.1.1. Let $(d, q) \in S$. If $(d, q)=(2,4)$, we have that, as $E \rightarrow \infty$,

$$
\operatorname{Var}\left[Z_{E}(d, q ; \mathcal{D})\right] \sim \frac{9}{\pi^{3}} \operatorname{vol}_{2}(\mathcal{D}) \frac{\log E}{E}
$$

whereas, if $(d, q) \neq(2,4)$, we have that, as $E \rightarrow \infty$

$$
\operatorname{Var}\left[Z_{E}(d, q ; \mathcal{D})\right] \sim \alpha(d ; q) \frac{1}{E^{d / 2}}
$$

where

$$
\begin{equation*}
\alpha(d ; q):=\operatorname{vol}_{d}(\mathcal{D}) q!d \kappa_{d}(2 \pi)^{-\frac{q}{2}(d-2)} \int_{0}^{\infty} d \psi J_{\frac{d-2}{2}}(2 \pi \psi)^{q} \psi^{(d-1)\left(1-\frac{q}{2}\right)+\frac{q}{2}} \tag{V.1.4}
\end{equation*}
$$

We prove quantitative Central Limit Theorems for the normalized random variables $Z_{E}(d, q ; \mathcal{D})$ in the high-energy limit. Since the case of $Z_{E}(2,4 ; \mathcal{D})$ is solved in [NPR19] (see the random variable $a_{1, E}$ p. 124 therein and Proposition 8.2) and this is the unique case where the variance is not of order $E^{-d / 2}$ for pairs of integers $(d, q) \in S$, we consider the normalizations

$$
\widetilde{Z}_{E}(d, q ; \mathcal{D}):=E^{d / 4} Z_{E}(d, q ; \mathcal{D})
$$

for every pair $(d, q) \neq(2,4)$. In the following theorem, we prove quantitative CLTs in Kolmogorov, total variation and Wasserstein distance (see Section I.1.2.3 for their definitions) for the random variables $\widetilde{Z}_{E}(d, q ; \mathcal{D})$. Note that, in the statement below, the exponent $d-q \frac{d-1}{2}<0$ for pairs $(d, q) \in S$ such that $(d, q) \neq(2,4)$, which allows to ensure asymptotic Gaussianity.

Theorem V.1.2. Assume that $(d, q) \in S$ is such that $(d, q) \neq(2,4)$ and let $N \sim \mathcal{N}\left(0, \alpha(d ; q)^{2}\right)$, where $\alpha(d ; q)$ is as in (V.1.4). Then, for $\mathrm{U} \in\{\mathrm{Kol}, \mathrm{TV}, \mathrm{W}\}$, we have that

$$
d_{\mathrm{U}}\left(\widetilde{Z}_{E}(d, q ; \mathcal{D}), N\right) \leq c_{1}(\log E)^{3 / 2} \sqrt{E} d-q \frac{d-1}{2}
$$

where $c_{1}$ is some absolute constant that is independent of $E$. In particular, $\widetilde{Z}_{E}(d, q ; \mathcal{D})$ converges in distribution to $N$, as $E \rightarrow \infty$.

## V.1.1 Comparison with [MR15] and [DEL21] and some remarks

In [MR15], the authors present a similar study for spherical harmonics on the $d$-sphere. More precisely, they consider the random variables

$$
h_{\ell ; q, d}:=\int_{\mathbb{S}^{d}} H_{q}\left(T_{\ell}^{(d)}(x)\right) d x
$$

where $T_{\ell}^{(d)}$ is a random spherical harmonic of order $\ell$, that is a centred stationary Gaussian process with covariance function

$$
\mathbb{E}\left[T_{\ell}^{(d)}(x) T_{\ell}^{(d)}(y)\right]=G_{\ell ; d}(\cos \theta(x, y)), \quad x, y \in \mathbb{S}^{d}
$$

Here $\theta(x, y)$ denotes the spherical distance between $x$ and $y$, and $G_{\ell ; d}$ indicates the Gegenbauer polynomial of order $\ell$, defined by

$$
G_{\ell ; d}(x)=P_{\ell}^{\left(\frac{d}{2}-1, \frac{d}{2}-1\right)}(x)
$$

where $P_{\ell}^{(a, b)}$ are the Jacobi polynomials which are orthogonal with respect to the weight function $t \mapsto(1-t)^{a}(1+t)^{b}$ for $t \in[-1,1]$, see for [Sze39] for more details. The authors show that for $d, q \geq 3$ (see [MR15, Proposition 1.1])

$$
\operatorname{Var}\left[h_{\ell ; q, d}\right]=\frac{1}{\ell^{d}} 2 q!\mu_{d} \mu_{d-1} \int_{0}^{\pi / 2} G_{\ell ; d}(\cos \theta)^{q}(\sin \theta)^{d-1} d \theta \sim \frac{1}{\ell^{d}} C(d, q), \quad \ell \rightarrow \infty
$$

where

$$
C(d, q):=2 q!\mu_{d} \mu_{d-1}\left(2^{\frac{d}{2}-1}\left(\frac{d}{2}-1\right)!\right)^{q} \int_{0}^{\infty} d \psi J_{\frac{d}{2}-1}(\psi)^{q} \psi^{(d-1)(1-q / 2)+q / 2}
$$

with $\mu_{d}:=\frac{2 \pi \frac{d+1}{2}}{\Gamma\left(\frac{d+1}{2}\right)}$. This shows that the order of magnitude $E^{-d / 2}$ derived in Theorem V.1.1 is consistent with the findings of [MR15], as the energy $\sqrt{E}$ on the Berry random wave model corresponds to $\ell$ in the case of spherical harmonics. The case $(d, q)=(2,4)$ was investigated in [MW14], where it is shown that its variance is of order $\ell^{-2} \log \ell$. Furthermore, we remark that our constants $\alpha(d ; q)$ in (V.1.4) involve exactly the same integral expressions in terms of Bessel functions, and differ from $C(d, q)$ only by multiplicative constants, appearing notably as an artifact of change of variables on the sphere and the Hilb's asymptotic formula for Jacobi polynomials (see for instance [Sze39, Theorem 8.21.12])

$$
(\sin \theta)^{\frac{d}{2}-1} G_{\ell ; d}(\cos \theta)=\frac{2^{\frac{d}{2}-1}}{\binom{\ell+\frac{d}{2}-1}{\ell}}\left(\frac{\Gamma\left(\ell+\frac{d}{2}\right)}{\left(\ell+\frac{d-1}{2}\right)^{\frac{d}{2}-1} \ell!}\left(\frac{\theta}{\sin \theta}\right)^{1 / 2} J_{\frac{d}{2}-1}(L \theta)+R_{\ell, d}(\theta)\right)
$$

where $L:=\ell+\frac{d-1}{2}$ and $R_{\ell, d}(\theta)$ is a certain remainder. We also point out that the constants $\alpha(d ; q)$ are non-negative for every $(d, q) \in S$ and strictly positive for all even $q$. Conjecturally, this is the case for all pairs $(d, q)$, see also [MR15]. Also, our findings in Theorem V.1.2 are to be compared to Theorem 1.2 and Corollary 1.3 therein. We remark that the logarithmic factor appearing in the quantitative bound of Theorem V.1.2 does not appear in each of the cases studied in [MR15], and is presumably not optimal, but sufficient to ensure a Central Limit Theorem.

In [DEL21], the authors study the asymptotic behaviour of dislocation lines of zero sets associated with two independent copies of Berry's random field with fixed energy on growing cubes. More specifically, denoting by $B_{1}$ and $\hat{B}_{1}$ two independent copies of Berry's random fields with unit energy and by $\mathcal{N}_{1}\left(Q_{E}\right)$ the length of the dislocation lines restricted to the cube $Q_{E}=[-E, E]^{3}$, they show that (see [DEL21, Proposition 3.4], note that therein the energy $E$ is replaced with $n) \operatorname{Var}\left[\mathcal{N}_{1}\left(Q_{E}\right)\right] \sim V \operatorname{vol}\left(Q_{E}\right) \approx V E^{3 / 2}$, as $E \rightarrow \infty$, where $V \geq 0$ is some finite constant. We remark that such a result is consistent with our findings: Indeed, using the equality in distribution $B_{E}(x) \stackrel{d}{=} B_{1}(2 \pi \sqrt{E} x)$, the length of dislocation lines associated with $B_{E}$ and $\hat{B}_{E}$ in some fixed domain $\mathcal{D} \subset \mathbb{R}^{d}$ is given by

$$
\begin{aligned}
\mathcal{N}_{E}(\mathcal{D}) & =\int_{\mathcal{D}} \delta_{0}\left(B_{E}(x)\right) \delta_{0}\left(\hat{B}_{E}(x)\right)\left|\operatorname{det}\left(\operatorname{jac}_{B_{E}, \hat{B}_{E}}(x)\right)\right| d x \\
& \stackrel{d}{=} 4 \pi^{2} E \int_{\mathcal{D}} \delta_{0}\left(B_{1}(2 \pi \sqrt{E} x)\right) \delta_{0}\left(\hat{B}_{1}(2 \pi \sqrt{E} x)\right)\left|\operatorname{det}\left(\mathrm{jac}_{B_{1}, \hat{B}_{1}}(2 \pi \sqrt{E} x)\right)\right| d x \\
& =\frac{4 \pi^{2}}{(2 \pi)^{d / 2}} E^{1-d / 2} \int_{2 \pi \sqrt{E} \mathcal{D}} \delta_{0}\left(B_{1}(y)\right) \delta_{0}\left(\hat{B}_{1}(y)\right)\left|\operatorname{det}\left(\mathrm{jac}_{B_{1}, \hat{B}_{1}}(y)\right)\right| d y
\end{aligned}
$$

$$
=\frac{4 \pi^{2}}{(2 \pi)^{d / 2}} E^{1-d / 2} \mathcal{N}_{1}(2 \pi \sqrt{E} \mathcal{D})
$$

where we performed the change of variable $y=2 \pi \sqrt{E} x$, so that

$$
\operatorname{Var}\left[\mathcal{N}_{1}(2 \pi \sqrt{E} \mathcal{D})\right]=\frac{(2 \pi)^{d}}{16 \pi^{4}} E^{d-2} \operatorname{Var}\left[\mathcal{N}_{E}(\mathcal{D})\right]
$$

Since, by Theorem V.1.1, the random variables $Z_{E}(d, q ; \mathcal{D})$ have the same order of variance as $d \geq 3$, and $E \cdot Z_{E}(d, q ; \mathcal{D})$ are typical elements appearing in the projection of $\mathcal{N}_{E}(\mathcal{D})$ on the $q$-th Wiener chaos, it is natural to expect that the variance order of the $q$-th Wiener chaos of $\mathcal{N}_{1}(2 \pi \sqrt{E} \mathcal{D})$ is $E^{d-2} E^{2} E^{-d / 2}=E^{d / 2} \approx \operatorname{vol}\left([-\sqrt{E}, \sqrt{E}]^{d}\right)$, showing that our findings are consistent with those of [DEL21] (in the case $d=3$ ). In view of the reduction principles discussed later in Section V.3, it is to be expected that the fourth Wiener chaos of $\mathcal{N}_{1}(2 \pi \sqrt{E} \mathcal{D})$ is asymptotically equivalent to a scalar multiple of the random variable $E Z_{E}(3,4 ; \mathcal{D})$, whose variance is strictly positive since $\alpha(3 ; 4)>0$. This heuristic observation may justify the fact that the constant $V$, appearing in [DEL21, Proposition 3.2] and discussed above, is strictly positive, which was not proven in [DEL21]. Thanks to Theorem V.1.2, we furthermore know that the normalized random variable $\widetilde{Z}_{E}(3,4 ; \mathcal{D})$ satisfies a Central Limit Theorem, which is consistent with the findings of [DEL21, Proposition 3.2], once it is shown that $V>0$.

Let us make some further comments on our results.
Remark V.1.3. (a) Our techniques for proving Theorem V.1.1 rely on the asymptotic study of moments of Bessel functions and make use of the decay property $\left|J_{\alpha}(z)\right|=O\left(z^{-1 / 2}\right)$, for $\alpha \geq 0$ and $z>0$. Consequently, our computations naturally require the comparison of the quantity $(d-1)(1-q / 2)$ with -1 . We note that (i) if $(d, q) \in S$, then $(d-1)(1-q / 2) \leq-1$ and (ii) the pair $(d, q)=(2,4)$ is the only pair in $S$ verifying the condition $(d-1)(1-q / 2)=-1$. Carrying out our computations more generally for the case $(d-1)(1-q / 2)=-1$, our arguments show that the first part of Theorem V.1.1 can be written as

$$
\operatorname{Var}\left[Z_{E}(d, q ; \mathcal{D})\right] \sim q!d \kappa_{d} \operatorname{vol}_{d}(\mathcal{D}) c(d ; q) \frac{1}{2} \operatorname{vol}_{2}(\mathcal{D}) \frac{\log E}{E}
$$

where $c(d ; q):=\pi^{-q}(2 \pi)^{-\frac{q}{2}(d-2)} \frac{1}{2^{q}}\binom{q}{\frac{q}{2}}$. Specifying that $(d, q)=(2,4)$ yields

$$
q!d \kappa_{d} c(d ; q) \frac{1}{2}=4!2(2 \pi) c(2 ; 4) \frac{1}{2}=\frac{9}{\pi^{3}}
$$

as stated in Theorem V.1.1. Such a result is consistent with the findings of [NPR19] (see in particular the random variable $a_{1, E}$ and Lemma 8.5 therein), where the authors study the nodal length of the Berry random wave in $\mathbb{R}^{2}$.
(b) The reader might wonder why we restrict the choice of $(d, q)$ to the set $S$. The reason for this is the following: when dealing with the cases $(d, q) \notin S$ (corresponding to the pairs ( $d \geq 2, q=1$ ), $(d \geq$ $2, q=2),(d, q)=(2,3)$ and $(d, q)=(3,3))$, the same techniques used to prove Theorem V.1.1 allow us to obtain a variance estimate of the form

$$
\operatorname{Var}\left[Z_{E}(d, q ; \mathcal{D})\right]=A(d ; q) a_{E}(d ; q)+O\left(b_{E}(d ; q)\right)
$$

where $A(d ; q)$ is a constant depending only on $d, q$ and $\mathcal{D}$ and $\left\{a_{E}(d ; q): E>0\right\},\left\{b_{E}(d ; q): E>0\right\}$ are typically convergence rates (depending on $d$
and $q$ ) such that $a_{E}(d ; q)=o\left(b_{E}(d ; q)\right)$ or $a_{E}(d ; q) \approx b_{E}(d ; q)$ (of the same order), thus only resulting in upper bounds and not true asymptotics. More specifically, computations show that

$$
\begin{aligned}
\operatorname{Var}\left[Z_{E}(d, 1 ; \mathcal{D})\right] & =\frac{C_{d, 1}^{E}}{E^{(d+1) / 4}}+O\left(E^{-(d-1) / 4}\right), \quad d \geq 2 \\
\operatorname{Var}\left[Z_{E}(d, 2 ; \mathcal{D})\right] & =\frac{C_{d, 2}}{E^{(d-1) / 2}}+O\left(E^{-(d-1) / 2}\right), \quad d \geq 2 \\
\operatorname{Var}\left[Z_{E}(2,3 ; \mathcal{D})\right] & =\frac{\alpha(2 ; 3)}{E}+O\left(E^{-3 / 4}\right), \\
\operatorname{Var}\left[Z_{E}(3,3 ; \mathcal{D})\right] & =\frac{\alpha(3 ; 3)}{E^{3 / 2}}+O\left(E^{-3 / 2}\right),
\end{aligned}
$$

where $C_{d, 1}^{E}$ is a constant depending on $d$ and $E$ such that $C_{d, 1}^{E}=O(1)$ and $C_{d, 2}$ is some explicitly computable constant that is independent of $E$. We remark that the case $q=1$ and $q=2$ behave differently than the cases $q \geq 3$. We remark that the case of $Z_{E}(d, 2 ; \mathcal{D})$ is consistent with the findings of [MR15], where it is shown that the variance of $h_{\ell ; 2, d}$ is of magnitude $\ell^{-(d-1)}$. We conjecture that in the above estimates, the true asymptotic behaviour is given by $a_{E}(d ; q)$. By inspection of our proof, we believe that such a difficulty emerges from bounding certain residual terms (see in particular Proposition V.2.2) by means of the Steiner formula for convex bodies, which presumably leads to suboptimal bounds in the afore-mentioned cases and expect that their study can be carried out separately. We also point out that the idea of using the Steiner formula originates from [NPR19].

## V. 2 Proof of our main results

## V.2.1 Proof of Theorem V.1.1

The variance of $Z_{E}(d, q ; \mathcal{D})$ is computed using the covariance relation for Hermite polynomials in Proposition I.1.22. Indeed, this relation yields

$$
\begin{align*}
& \operatorname{Var}\left[Z_{E}(d, q ; \mathcal{D})\right]=\int_{\mathcal{D}^{2}} \mathbb{E}\left[H_{q}\left(B_{E}(x)\right) H_{q}\left(B_{E}(y)\right)\right] d x d y \\
= & q!\int_{\mathcal{D}^{2}} \mathbb{E}\left[B_{E}(x) B_{E}(y)\right]^{q} d x d y=q!\int_{\mathcal{D}^{2}} r_{d}^{E}(x-y)^{q} d x d y \tag{V.2.1}
\end{align*}
$$

where $r_{d}^{E}$ is as in (V.1.1). We introduce some notation.
Notation V.2.1. - For $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$, we use hyperspherical coordinates $(\phi, \varphi):=$ $\left(\phi, \varphi_{1}, \ldots, \varphi_{d-2}, \varphi_{d-1}\right) \in \mathbb{R}_{+} \times[0, \pi]^{d-2} \times[0,2 \pi]$ given by

$$
x_{1}=\phi \cos \left(\varphi_{1}\right), \quad x_{2}=\phi \sin \left(\varphi_{1}\right) \cos \left(\varphi_{2}\right), \quad x_{3}=\phi \sin \left(\varphi_{1}\right) \sin \left(\varphi_{2}\right) \cos \left(\varphi_{3}\right), \ldots
$$

$$
x_{d-1}=\phi \sin \left(\varphi_{1}\right) \sin \left(\varphi_{2}\right) \cdots \sin \left(\varphi_{d-2}\right) \cos \left(\varphi_{d-1}\right), \quad x_{d}=\phi \sin \left(\varphi_{1}\right) \sin \left(\varphi_{2}\right) \cdots \sin \left(\varphi_{d-2}\right) \sin \left(\varphi_{d-1}\right)
$$

with Jacobian transform $d x=\phi^{d-1} \prod_{k=1}^{d-2} \sin \left(\varphi_{k}\right)^{d-k-1} d \phi d \varphi_{1} \cdots d \varphi_{d-1}$.

- For $x \in \mathbb{R}^{d}$ and $R>0$, we denote by $\mathbb{B}(x, R)$ the d-dimensional ball of radius $R$ centred at $x$ and $\partial \mathbb{B}(x, R)$ its boundary. The diameter and the inner radius of a domain $\mathcal{D}$ are defined by

$$
\operatorname{diam}(\mathcal{D})=\sup _{x, y \in \mathcal{D}}\|x-y\|, \quad \operatorname{inrad}(\mathcal{D})=\sup \{R>0: \exists x \in \mathcal{D}: \mathbb{B}(x, R) \subseteq \mathcal{D}\}
$$

respectively. Furthermore, for $\phi \in[0, \operatorname{inrad}(\mathcal{D}))$, we let $\mathcal{D}_{\phi}:=\{x \in \mathcal{D}: B(x, \phi) \subseteq \mathcal{D}\}$.

- As usual, for numerical sequences $\left\{a_{E}: E>0\right\},\left\{b_{E}: E>0\right\}$, we use the notation $a_{E}=O\left(b_{E}\right)$ or $a_{E} \ll b_{E}$ to indicate that $\left|a_{E}\right| \leq C\left|b_{E}\right|$ for some absolute constant $C>0$.
The following preliminary proposition gives a reformulation of the double integral appearing in the R.H.S in (V.2.1), needed to complete the proof of Theorem V.1.1.

Proposition V.2.2. For every pair $(d, q) \in S$, we have as $E \rightarrow \infty$,

$$
\int_{\mathcal{D}^{2}} r_{d}^{E}(x-y)^{q} d x d y=\operatorname{vol}_{d}(\mathcal{D}) \int_{0}^{\operatorname{diam}(\mathcal{D})} d \phi \int_{\mathcal{R}_{d}} d \varphi \hat{r}_{d}^{E}(\phi, \varphi) \phi^{d-1} \prod_{k=1}^{d-2} \sin \left(\varphi_{k}\right)^{d-k-1}+O\left(\beta_{E}(d ; q)\right)
$$

where $\mathcal{R}_{d}:=[0, \pi]^{d-2} \times[0,2 \pi], d \varphi=d \varphi_{1} \cdots d \varphi_{d-1}$,

$$
\hat{r}_{d}^{E}(\phi, \varphi):=r_{d}^{E}\left(\phi \cos \left(\varphi_{1}\right), \ldots, \phi \sin \left(\varphi_{1}\right) \sin \left(\varphi_{2}\right) \sin \left(\varphi_{3}\right) \cdots \sin \left(\varphi_{d-1}\right)\right)
$$

and

$$
\beta_{E}(d ; q)=\left\{\begin{array}{ll}
E^{-\frac{q}{4}(d-1)} & ;(d-1)\left(1-\frac{q}{2}\right)=-1 \\
E^{-\frac{d+1}{2}}+E^{-\frac{d+\ell-1}{2}} \log E & ;(d-1)\left(1-\frac{q}{2}\right)=-\ell, \ell>1
\end{array} .\right.
$$

Proof. By the Co-Area formula (see Proposition I.1.11), we have

$$
\int_{\mathcal{D}^{2}} r_{d}^{E}(x-y)^{q} d x d y=\int_{0}^{\operatorname{diam}(\mathcal{D})} d \phi \int_{\mathcal{D}} d x \int_{\partial \mathbb{B}(x, \phi) \cap \mathcal{D}} d y r_{d}^{E}(x-y)^{q}=\int_{0}^{\operatorname{diam}(\mathcal{D})} d \phi F^{E}(\phi)
$$

where we set

$$
F^{E}(\phi)=\int_{\mathcal{D}} d x \int_{\partial \mathbb{B}(x, \phi) \cap \mathcal{D}} d y r_{d}^{E}(x-y)^{q}
$$

For $\phi \in(0, \operatorname{inrad}(\mathcal{D}))$, we decompose

$$
F^{E}(\phi)=\int_{\mathcal{D}_{\phi}} d x \int_{\partial B(x, \phi)} d y r_{d}^{E}(x-y)^{q}+\int_{\mathcal{D} \backslash \mathcal{D}_{\phi}} d x \int_{\partial B(x, \phi) \cap \mathcal{D}} d y r_{d}^{E}(x-y)^{q}=: F_{I}^{E}(\phi)+F_{I I}^{E}(\phi)
$$

We start by considering $F_{I}^{E}(\phi)$. Using hyperspherical coordinates $(\phi, \varphi)$ for $y$ on $\partial \mathbb{B}(x, \phi)$, we can rewrite $F_{I}^{E}(\phi)$ as

$$
\begin{aligned}
F_{I}^{E}(\phi) & =\int_{\mathcal{D}_{\phi}} d x \int_{\mathcal{R}_{d}} d \varphi \hat{r}_{d}^{E}(\phi, \varphi)^{q} \phi^{d-1} \prod_{k=1}^{d-2} \sin \left(\varphi_{k}\right)^{d-k-1} \\
& =\operatorname{vol}_{d}\left(\mathcal{D}_{\phi}\right) \int_{\mathcal{R}_{d}} d \varphi \hat{r}_{d}^{E}(\phi, \varphi)^{q} \phi^{d-1} \prod_{k=1}^{d-2} \sin \left(\varphi_{k}\right)^{d-k-1}
\end{aligned}
$$

where $\mathcal{R}_{d}:=[0, \pi]^{d-2} \times[0,2 \pi]$ and $d \varphi=d \varphi_{1} \cdots d \varphi_{d-1}$ and we set

$$
\hat{r}_{d}^{E}(\phi, \varphi):=r_{d}^{E}\left(\phi \cos \left(\varphi_{1}\right), \ldots, \phi \sin \left(\varphi_{1}\right) \sin \left(\varphi_{2}\right) \sin \left(\varphi_{3}\right) \cdots \sin \left(\varphi_{d-1}\right)\right)
$$

Now, since $\mathcal{D}_{\phi} \subseteq \mathcal{D}$, it follows that $\operatorname{vol}_{d}\left(\mathcal{D}_{\phi}\right)=\operatorname{vol}_{d}(\mathcal{D})-\operatorname{vol}_{d}\left(\mathcal{D} \backslash \mathcal{D}_{\phi}\right)$. By linearity, we can thus write $F_{I}^{E}(\phi)=F_{I_{1}}^{E}(\phi)+F_{I_{2}}^{E}(\phi)$, where

$$
F_{I_{1}}^{E}(\phi)=\operatorname{vol}_{d}(\mathcal{D}) \int_{\mathcal{R}_{d}} d \varphi \hat{r}_{d}^{E}(\phi, \varphi)^{q} \phi^{d-1} \prod_{k=1}^{d-2} \sin \left(\varphi_{k}\right)^{d-k-1}
$$

$$
F_{I_{2}}^{E}(\phi)=-\operatorname{vol}_{d}\left(\mathcal{D} \backslash \mathcal{D}_{\phi}\right) \int_{\mathcal{R}_{d}} d \varphi \hat{r}_{d}^{E}(\phi, \varphi)^{q} \phi^{d-1} \prod_{k=1}^{d-2} \sin \left(\varphi_{k}\right)^{d-k-1}
$$

For $\phi \in(0, \operatorname{diam}(\mathcal{D}))$, we decompose

$$
\begin{align*}
F^{E}(\phi)= & \left(F_{I_{1}}^{E}(\phi)+F_{I_{2}}^{E}(\phi)+F_{I I}^{E}(\phi)\right) \mathbb{1}[\phi \in(0, \operatorname{inrad}(\mathcal{D}))]+F^{E}(\phi) \mathbb{1}[\phi \in(\operatorname{inrad}(\mathcal{D}), \operatorname{diam}(\mathcal{D}))] \\
= & F_{I_{1}}^{E}(\phi) \mathbb{1}[\phi \in(0, \operatorname{diam}(\mathcal{D}))]+\left(F^{E}(\phi)-F_{I_{1}}^{E}(\phi)\right) \mathbb{1}[\phi \in(\operatorname{inrad}(\mathcal{D}), \operatorname{diam}(\mathcal{D}))] \\
& +\left(F_{I_{2}}^{E}(\phi)+F_{I I}^{E}(\phi)\right) \mathbb{1}[\phi \in(0, \operatorname{inrad}(\mathcal{D}))] \tag{V.2.2}
\end{align*}
$$

The proof is concluded once we prove that

$$
\left(F^{E}(\phi)-F_{I_{1}}^{E}(\phi)\right) \mathbb{1}[\phi \in(\operatorname{inrad}(\mathcal{D}), \operatorname{diam}(\mathcal{D}))]+\left(F_{I_{2}}^{E}(\phi)+F_{I I}^{E}(\phi)\right) \mathbb{1}[\phi \in(0, \operatorname{inrad}(\mathcal{D}))]
$$

is bounded by the quantity $\beta_{E}(d ; q)$ appearing in the statement. In order to prove this, we will rely on the following geometric observation ${ }^{1}$ : Since $\mathcal{D} \subseteq \mathcal{D}_{\phi}+2 \phi \mathbb{B}(0,1)$, we have by the Steiner formula (see (III.2.15) and also [SW08, Eq.(14.6)]) that (denoting by $W_{j}(K), j=0,1, \ldots, d$ the $j$-th quermassintegral of $K \subset \mathbb{R}^{d}$ ),

$$
\begin{gather*}
\operatorname{vol}_{d}\left(\mathcal{D} \backslash \mathcal{D}_{\phi}\right)=\operatorname{vol}_{d}(\mathcal{D})-\operatorname{vol}_{d}\left(\mathcal{D}_{\phi}\right) \leq \operatorname{vol}_{d}\left(\mathcal{D}_{\phi}+2 \phi \mathbb{B}(0,1)\right)-\operatorname{vol}_{d}\left(\mathcal{D}_{\phi}\right) \\
=\sum_{k=0}^{d}\binom{d}{k} W_{k}\left(\mathcal{D}_{\phi}\right) 2^{k} \phi^{k}-W_{0}\left(\mathcal{D}_{\phi}\right)=\sum_{k=1}^{d}\binom{d}{k} W_{k}\left(\mathcal{D}_{\phi}\right) 2^{k} \phi^{k} \leq \sum_{k=1}^{d}\binom{d}{k} W_{k}(\mathcal{D}) 2^{k} \phi^{k}, \tag{V.2.3}
\end{gather*}
$$

where we used that $W_{k}\left(\mathcal{D}_{\phi}\right) \leq W_{k}(\mathcal{D})$ since $\mathcal{D}_{\phi} \subset \mathcal{D}$ and $W_{0}(\cdot)=\operatorname{vol}_{d}(\cdot)$. We now distinguish cases $(d-1)\left(1-\frac{q}{2}\right)=-1$ and $(d-1)\left(1-\frac{q}{2}\right)<-1$.
$\underline{\text { Case }(d-1)\left(1-\frac{q}{2}\right)=-1 \text { : Using the bound }\left|J_{\frac{d-2}{2}}(z)\right| \ll z^{-1 / 2} \text {, we obtain }, ~}$

$$
\begin{equation*}
\left(\frac{J_{\frac{d-2}{2}}(2 \pi \sqrt{E} \phi)}{(2 \pi \sqrt{E} \phi)^{\frac{d-2}{2}}}\right)^{q} \ll \frac{(2 \pi \sqrt{E} \phi)^{-q / 2}}{(2 \pi \sqrt{E} \phi)^{q^{\frac{d-2}{2}}}} \ll E^{-\frac{q}{4}(d-1)} \phi^{-\frac{q}{2}(d-1)} \tag{V.2.4}
\end{equation*}
$$

so that, using (V.2.3) yields

$$
\begin{aligned}
\left|F_{I_{2}}^{E}(\phi)\right| & \leq \operatorname{vol}_{d}\left(\mathcal{D} \backslash \mathcal{D}_{\phi}\right) \int_{\mathcal{R}_{d}} d \varphi\left|\hat{r}_{d}^{E}(\phi, \varphi)\right|^{q} \phi^{d-1}\left|\prod_{k=1}^{d-2} \sin \left(\varphi_{k}\right)^{d-k-1}\right| \\
& \ll \sum_{k=1}^{d}\binom{d}{k} W_{k}(\mathcal{D}) \phi^{k} \int_{\mathcal{R}_{d}} d \varphi E^{-\frac{q}{4}(d-1)} \phi^{-\frac{q}{2}(d-1)} \phi^{d-1} \\
& \ll E^{-\frac{q}{4}(d-1)} \sum_{k=1}^{d} \phi^{k-\frac{q}{2}(d-1)+d-1}=E^{-\frac{q}{4}(d-1)} \sum_{k=1}^{d} \phi^{k+(d-1)\left(1-\frac{q}{2}\right)}=E^{-\frac{q}{4}(d-1)} \sum_{k=1}^{d} \phi^{k-1}
\end{aligned}
$$

since $(d-1)(1-q / 2)=-1$, which is integrable on $(0, \operatorname{inrad}(\mathcal{D}))$. This argument is also valid to bound the contribution of $F_{I I}^{E}(\phi)$ :

$$
\left|F_{I I}^{E}(\phi)\right| \leq \int_{\mathcal{D} \backslash \mathcal{D}_{\phi}} d x \int_{\partial \mathbb{B}(x, \phi)} d y\left|r_{d}^{E}(x-y)\right|^{q} \ll E^{-\frac{q}{4}(d-1)} \sum_{k=1}^{d} \phi^{k-1}
$$

[^15]where we have used hyperspherical coordinates on $\partial \mathbb{B}(x, \phi)$ and the bounds (V.2.3) and (V.2.4). Let us now bound the contribution of $\left|F^{E}(\phi)-F_{I_{1}}^{E}(\phi)\right|$ on $(\operatorname{inrad}(\mathcal{D})$, diam $(\mathcal{D}))$. By the triangle inequality and (V.2.4), we have
\[

$$
\begin{aligned}
& \left|F^{E}(\phi)-F_{I_{1}}^{E}(\phi)\right| \mathbb{1}[\phi \in(\operatorname{inrad}(\mathcal{D}), \operatorname{diam}(\mathcal{D}))] \\
< & \left(\frac{J_{\frac{d-2}{}}(2 \pi \sqrt{E} \phi)}{(2 \pi \sqrt{E} \phi)^{\frac{d-2}{2}}}\right)^{q} \phi^{d-1} \frac{\phi}{\phi} \ll\left(\frac{J_{\frac{d-2}{2}}(2 \pi \sqrt{E} \phi)}{(2 \pi \sqrt{E} \phi)^{\frac{d-2}{2}}}\right)^{q} \phi^{d} \ll E^{-\frac{q}{4}(d-1)} \phi^{d-\frac{q}{2}(d-1)},
\end{aligned}
$$
\]

which is integrable on $(\operatorname{inrad}(\mathcal{D}), \operatorname{diam}(\mathcal{D}))$. The desired conclusion then follows from (V.2.2) by integrating the above estimates on $(0, \operatorname{diam}(\mathcal{D}))$.
Case $(d-1)\left(1-\frac{q}{2}\right)<-1$ : Let us write $(d-1)\left(1-\frac{q}{2}\right):=-\ell<-1$. For the integral of $F_{I_{2}}^{E}$, we use (V.2.3) to estimate

$$
\begin{aligned}
& \left|\int_{0}^{\operatorname{inrad}(\mathcal{D})} F_{I_{2}}^{E}(\phi) d \phi\right| \ll \int_{0}^{\operatorname{inrad}(\mathcal{D})} \operatorname{vol}_{d}\left(\mathcal{D} \backslash \mathcal{D}_{\phi}\right)\left|r_{d}^{E}(\phi)\right|^{q} \phi^{d-1} d \phi \ll \sum_{k=1}^{d} \int_{0}^{\operatorname{inrad}(\mathcal{D})}\left|r_{d}^{E}(\phi)\right|^{q} \phi^{d-1+k} d \phi \\
& \quad=\sum_{k=1}^{d}\left(\frac{1}{E^{\frac{d+k}{2}}} \int_{0}^{1}\left|r_{d}^{1}(\psi)\right|^{q} \psi^{d-1+k} d \psi+\frac{1}{E^{\frac{d+k}{2}}} \int_{1}^{\sqrt{E} \operatorname{inrad}(\mathcal{D})}\left|r_{d}^{1}(\psi)\right|^{q} \psi^{d-1+k} d \psi\right)=: X_{E}+Y_{E}
\end{aligned}
$$

where we performed the change of variables $\psi=\sqrt{E} \phi$. For $X_{E}$, we use that $\left|r_{d}^{1}(\psi)\right|=O(1)$, uniformly in $\psi$, so that

$$
X_{E} \ll \sum_{k=1}^{d} \frac{1}{E^{\frac{d+k}{2}}} \int_{0}^{1} \psi^{d-1+k} d \psi \ll \frac{1}{E^{\frac{d+1}{2}}}
$$

since $d-1+k \geq 2$ for $k=1, \ldots, d$. For $Y_{E}$, we use the fact that $\left|J_{\frac{d-2}{2}}(z)\right| \ll z^{-1 / 2}$ implying that $\left|r_{d}^{1}(\psi)\right|^{q} \psi^{d-1+k} \ll \psi^{(d-1)\left(1-\frac{q}{2}\right)+k}=\psi^{-\ell+k}$. Therefore, it follows that

$$
\begin{align*}
Y_{E} & \ll \sum_{k=1}^{d} \frac{1}{E^{\frac{d+k}{2}}} \int_{1}^{\sqrt{E} \operatorname{inrad}(\mathcal{D})} \psi^{-\ell+k} d \psi(\mathbb{1}[-\ell+k \neq-1]+\mathbb{1}[-\ell+k=-1]) \\
& \ll \sum_{k=1}^{d} \frac{1}{E^{\frac{d+k}{2}}}\left(E^{\frac{-\ell+k+1}{2}}+\log E+O(1)\right) \ll E^{\frac{-\ell+1-d}{2}}+\frac{\log E}{E^{\frac{d+\ell-1}{2}}} \ll \frac{\log E}{E^{\frac{d+\ell-1}{2}}} . \tag{V.2.5}
\end{align*}
$$

This shows that $X_{E}+Y_{E} \ll \beta_{E}(d ; q)$. The same bound is valid for $F_{I I}^{E}(\phi)$. For the remaining part, we treat the term

$$
\left|\int_{\operatorname{inrad}(\mathcal{D})}^{\operatorname{diam}(\mathcal{D})} F^{E}(\phi)-F_{I_{1}}^{E}(\phi) d \phi\right| \leq \int_{\operatorname{inrad}(\mathcal{D})}^{\operatorname{diam}(\mathcal{D})}\left|F^{E}(\phi)-F_{I_{1}}^{E}(\phi)\right| d \phi
$$

Using the fact that on $(\operatorname{inrad}(\mathcal{D}), \operatorname{diam}(\mathcal{D}))$, we have for every $k=1, \ldots, d$,

$$
\left|F^{E}(\phi)-F_{I_{1}}^{E}(\phi)\right| \ll\left(\frac{J_{\frac{d-2}{2}}(2 \pi \sqrt{E} \phi)}{(2 \pi \sqrt{E} \phi)^{\frac{d-2}{2}}}\right)^{q} \phi^{d-1} \ll\left(\frac{J_{\frac{d-2}{2}}(2 \pi \sqrt{E} \phi)}{(2 \pi \sqrt{E} \phi)^{\frac{d-2}{2}}}\right)^{q} \phi^{d-1+k}
$$

yields after changing variable $\psi=\sqrt{E} \phi$,

$$
\left|\int_{\operatorname{inrad}(\mathcal{D})}^{\operatorname{diam}(\mathcal{D})} F^{E}(\phi)-F_{I_{1}}^{E}(\phi) d \phi\right| \ll \frac{1}{E^{\frac{d+k}{2}}} \int_{\sqrt{E} \operatorname{inrad}(\mathcal{D})}^{\sqrt{E} \operatorname{diam}(\mathcal{D})}\left(\frac{J_{\frac{d-2}{2}}(2 \pi \psi)}{(2 \pi \psi)^{\frac{d-2}{2}}}\right)^{q} \psi^{d-1+k} d \psi
$$

which yields the same bound as in (V.2.5). Therefore, the conclusion follows from (V.2.2).

Proof of Theorem V.1.1. Using Proposition V.2.2 and performing the change of variable $\psi=\sqrt{E} \phi$, we obtain

$$
\begin{align*}
& \int_{\mathcal{D}^{2}} r_{d}^{E}(x-y)^{q} d x d y \\
= & \frac{\operatorname{vol}_{d}(\mathcal{D})}{E^{d / 2}} \int_{0}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} d \psi \int_{\mathcal{R}_{d}} d \varphi \hat{r}_{d}^{1}(\psi, \varphi)^{q} \psi^{d-1} \prod_{k=1}^{d-2} \sin \left(\varphi_{k}\right)^{d-k-1}+O\left(\beta_{E}(d ; q)\right) \\
= & U_{E}+V_{E}+O\left(\beta_{E}(d ; q)\right), \tag{V.2.6}
\end{align*}
$$

where in $U_{E}$ and $V_{E}$ the variable $\psi$ ranges in $[0,1]$ and $[1, \sqrt{E} \operatorname{diam}(\mathcal{D}))$, respectively. We now distinguish two cases.
$\underline{\text { Case }(d-1)\left(1-\frac{q}{2}\right)=-1 \text { : We start with } U_{E} \text {. Since near zero, we have } J_{\frac{d-2}{2}}(z) \sim z^{\frac{d-2}{2}} \text {, we obtain that }}$

$$
\begin{aligned}
U_{E} & =\frac{\operatorname{vol}_{d}(\mathcal{D})}{E^{d / 2}} \int_{0}^{1} d \psi \int_{\mathcal{R}_{d}} d \varphi\left(\frac{J_{\frac{d-2}{2}}(2 \pi \psi)}{(2 \pi \psi)^{\frac{d-2}{2}}}\right)^{q} \psi^{d-1} \prod_{k=1}^{d-2} \sin \left(\varphi_{k}\right)^{d-k-1} \\
& \ll \frac{1}{E^{d / 2}} \int_{0}^{1} d \psi \psi^{q \frac{d-2}{2}} \psi^{-q \frac{d-2}{2}} \psi^{d-1} \ll E^{-d / 2}
\end{aligned}
$$

For $V_{E}$, we make use of the asymptotic expansion of Bessel functions (see for instance [Kra14])

$$
J_{v}(t)=\sqrt{\frac{2}{\pi t}} \cos \left(t-\omega_{v}\right)+R_{v}(t), \quad t \rightarrow \infty
$$

where $\omega_{v}:=(2 v+1) \pi / 4$ and $\left|R_{v}(t)\right| \leq c_{\nu} t^{-3 / 2}$. Raising to the power $q$ (letting $R(\psi):=R_{d-2 / 2}(\psi) \ll$ $\psi^{-3 / 2}$ ) yields

$$
\begin{gathered}
\left(\frac{J_{\frac{d-2}{2}}(2 \pi \psi)}{(2 \pi \psi)^{\frac{d-2}{2}}}\right)^{q}= \\
(2 \pi \psi)^{-\frac{q}{2}(d-2)}\left(\frac{\cos \left(2 \pi \psi-(d-1) \frac{\pi}{4}\right)^{q}}{\pi^{q} \psi^{q / 2}}+\left[\frac{\cos \left(2 \pi \psi-(d-1) \frac{\pi}{4}\right)}{\pi \sqrt{\psi}}\right]^{q-1} R(\psi)+o(R(\psi))\right) \\
=\pi^{-q}(2 \pi)^{-\frac{q}{2}(d-2)} \frac{\cos \left(2 \pi \psi-(d-1) \frac{\pi}{4}\right)^{q}}{\psi^{\frac{q}{2}(d-1)}}+O\left(\psi^{-\frac{q}{2}(d-2)-\frac{q-1}{2}-\frac{3}{2}}\right)
\end{gathered}
$$

Moreover, exploiting the relation (see [GR14, p. 31])

$$
\begin{align*}
\cos (y)^{2 m} & =\frac{1}{2^{2 m}}\binom{2 m}{m}+\frac{1}{2^{2 m-1}} \sum_{k=0}^{m-1}\binom{2 m}{k} \cos (2(m-k) y)  \tag{V.2.7}\\
\cos (y)^{2 m+1} & =\frac{1}{2^{2 m}} \sum_{k=0}^{m}\binom{2 m+1}{k} \cos ((2 m+1-2 k) y)
\end{align*}
$$

leads to (for $q$ even):

$$
\begin{aligned}
& \int_{1}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} d \psi\left(\frac{J_{\frac{d-2}{2}}(2 \pi \psi)}{(2 \pi \psi)^{\frac{d-2}{2}}}\right)^{q} \psi^{d-1} \\
= & \int_{1}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} d \psi\left[\pi^{-q}(2 \pi)^{-\frac{q}{2}(d-2)} \frac{\cos \left(2 \pi \psi-(d-1) \frac{\pi}{4}\right)^{q}}{\psi^{\frac{q}{2}(d-1)}}+O\left(\psi^{-\frac{q}{2}(d-2)-\frac{q-1}{2}-\frac{3}{2}}\right)\right] \psi^{d-1} \\
= & \int_{1}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} d \psi \pi^{-q}(2 \pi)^{-\frac{q}{2}(d-2)} \cos \left(2 \pi \psi-(d-1) \frac{\pi}{4}\right)^{q} \psi^{(d-1)\left(1-\frac{q}{2}\right)}
\end{aligned}
$$

$$
\begin{equation*}
+O\left(\int_{1}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} d \psi \psi^{-\frac{q}{2}(d-2)-\frac{q-1}{2}-\frac{3}{2}+d-1}\right)=: A(E)+B(E) \tag{V.2.8}
\end{equation*}
$$

For $A(E)$, we have by (V.2.7),

$$
\begin{aligned}
A(E)= & \pi^{-q}(2 \pi)^{-\frac{q}{2}(d-2)} \frac{1}{2^{q}}\binom{q}{\frac{q}{2}} \int_{1}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} d \psi \psi^{(d-1)\left(1-\frac{q}{2}\right)} \\
& +\frac{\pi^{-q}(2 \pi)^{-\frac{q}{2}(d-2)}}{2^{q-1}} \sum_{k=0}^{q / 2-1}\binom{q}{k} \int_{1}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} \cos \left(2(q-k)\left[2 \pi \psi-(d-1) \frac{\pi}{4}\right]\right) \psi^{(d-1)\left(1-\frac{q}{2}\right)} d \psi \\
= & A_{1}(E)+A_{2}(E)
\end{aligned}
$$

Denoting by $c(d ; q):=\pi^{-q}(2 \pi)^{-\frac{q}{2}(d-2)} \frac{1}{2^{q}}\binom{q}{\frac{q}{2}}$, we obtain

$$
A_{1}(E)=c(d ; q) \int_{1}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} d \psi \psi^{(d-1)\left(1-\frac{q}{2}\right)}=\frac{c(d ; q)}{2} \log E+O(1)
$$

since $(d-1)(1-q / 2)=-1$. Now we consider the term $A_{2}(E)$. Let $k=0, \ldots, q / 2-1$ be fixed. Using the fact that $(d-1)\left(1-\frac{q}{2}\right)=-1$ and integrating by parts shows that

$$
\int_{1}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} d \psi \cos \left(2(q-k)\left[2 \pi \psi-(d-1) \frac{\pi}{4}\right]\right) \psi^{(d-1)\left(1-\frac{q}{2}\right)}=O\left(E^{-1 / 2}\right)+O(1)
$$

proving that $A_{2}(E) \ll 1+E^{-1 / 2}$. For the error term $B(E)$ in (V.2.8), we have

$$
B(E) \ll \int_{1}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} d \psi \psi^{(d-1)\left(1-\frac{q}{2}\right)-1}=O\left(E^{-1 / 2}\right)
$$

Summing the contributions of the terms $A(E)$ and $B(E)$ and using the relation

$$
\int_{\mathcal{R}_{d}} d \varphi \prod_{k=1}^{d-2} \sin \left(\varphi_{k}\right)^{d-k-1}=\operatorname{vol}_{d}(\mathbb{B}(0,1)) \times\left[\int_{0}^{1} d s s^{d-1}\right]^{-1}=d \frac{\pi^{d / 2}}{\Gamma(d / 2+1)}=d \kappa_{d}
$$

it follows that,

$$
\begin{aligned}
V_{E} & =\frac{\operatorname{vol}_{d}(\mathcal{D})}{E^{d / 2}} \int_{1}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} d \psi\left(\frac{J_{\frac{d-2}{2}}(2 \pi \psi)}{(2 \pi \psi)^{\frac{d-2}{2}}}\right)^{q} \psi^{d-1} \int_{\mathcal{R}_{d}} d \varphi \prod_{k=1}^{d-2} \sin \left(\varphi_{k}\right)^{d-k-1} \\
& =d \kappa_{d} \frac{\operatorname{vol}_{d}(\mathcal{D})}{E^{d / 2}} \int_{1}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} d \psi\left(\frac{J_{\frac{d-2}{2}}(2 \pi \psi)}{(2 \pi \psi)^{\frac{d-2}{2}}}\right)^{q} \psi^{d-1}=d \kappa_{d} \frac{\operatorname{vol}_{d}(\mathcal{D})}{E^{d / 2}}[A(E)+B(E)],
\end{aligned}
$$

where $A(E)$ and $B(E)$ are as in (V.2.8). Therefore, combining the above observations with (V.2.6) yields

$$
\begin{aligned}
\int_{\mathcal{D}^{2}} r_{d}^{E}(x-y)^{q} d x d y & =d \kappa_{d} \operatorname{vol}_{d}(\mathcal{D}) c(d ; q) \frac{1}{2} \frac{\log E}{E^{d / 2}}+O\left(E^{-d / 2}\right)+O\left(E^{-\frac{q}{4}(d-1)}\right) \\
& =d \kappa_{d} \operatorname{vol}_{d}(\mathcal{D}) c(d ; q) \frac{1}{2} \frac{\log E}{E^{d / 2}}+o\left(\frac{\log E}{E^{d / 2}}\right)
\end{aligned}
$$

where we used that for $(d-1)\left(1-\frac{q}{2}\right)=-1$, we have $E^{-\frac{q}{4}(d-1)}=E^{\frac{1}{2}(d-1)\left(1-\frac{q}{2}\right)-\frac{d-1}{2}}=E^{-\frac{1}{2}-\frac{d-1}{2}}=E^{-d / 2}$.

Case $(d-1)\left(1-\frac{q}{2}\right)<-1$ : Using the same notation as above, we have for the term $U_{E}$ in (V.2.6),

$$
U_{E}=d \kappa_{d} \frac{\operatorname{vol}_{d}(\mathcal{D})}{E^{d / 2}}(2 \pi)^{-\frac{q}{2}(d-2)} \int_{0}^{1} d \psi\left(J_{\frac{d-2}{2}}(2 \pi \psi)\right)^{q} \psi^{(d-1)\left(1-\frac{q}{2}\right)+\frac{q}{2}}
$$

Moreover, using the bound $\left|J_{\alpha}(z)\right| \ll z^{-1 / 2}$ yields for the term $V_{E}$

$$
\int_{1}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} d \psi\left(\frac{J_{\frac{d-2}{2}}(2 \pi \psi)}{(2 \pi \psi)^{\frac{d-2}{2}}}\right)^{q} \psi^{d-1} \ll \int_{1}^{\sqrt{E} \operatorname{diam}(\mathcal{D})} d \psi \psi^{(d-1)(1-q / 2)}
$$

which converges to a constant as $E \rightarrow \infty$, since $(d-1)(1-q / 2)<-1$. Therefore, in this case it follows from (V.2.6)

$$
\int_{\mathcal{D}^{2}} r_{d}^{E}(x-y)^{q} d x d y=d \kappa_{d} \frac{\operatorname{vol}_{d}(\mathcal{D})}{E^{d / 2}}(2 \pi)^{-\frac{q}{2}(d-2)} \int_{0}^{\infty} d \psi\left(J_{\frac{d-2}{2}}(2 \pi \psi)\right)^{q} \psi^{(d-1)\left(1-\frac{q}{2}\right)+\frac{q}{2}}+o\left(E^{-\frac{d}{2}}\right)
$$

where we used the fact that $\beta_{E}(d ; q)=o\left(E^{-\frac{d}{2}}\right)$ since $\ell>1$.

## V.2.2 Proof of Theorem V.1. 2

We represent the random variable $\widetilde{Z}_{E}(d, q ; \mathcal{D})$ as a multiple integral of order $q$ with respect to some isonormal Gaussian process on $H:=L^{2}([0,1], \lambda)$, with $\lambda$ denoting Lebesgue measure. In order to do this, we write $B_{E}^{(d)}(x)=I_{1}\left(f_{x, E}\right)$, for fixed $E>0$ and $x \in \mathbb{R}^{d}$ where $f_{x, E} \in H$ (note that we drop the dependence on $d$ for $f_{x, E}$ ). Using (I.1.25), yields $H_{q}\left(B_{E}^{(d)}(x)\right)=I_{q}\left(f_{x, E}^{\otimes q}\right)$, where $f_{x, E}^{\otimes q} \in H^{\odot q}$ stands for the $q$-fold tensor product of $f_{x, E}$ with itself. Therefore, we have that

$$
\widetilde{Z}_{E}(d, q ; \mathcal{D})=E^{d / 4} \int_{\mathcal{D}} H_{q}\left(B_{E}^{(d)}(x)\right) d x=I_{q}\left(E^{d / 4} \int_{\mathcal{D}} f_{x, E}^{\otimes q} d x\right):=I_{q}\left(z_{d ; E}\right)
$$

where

$$
z_{d ; E}\left(u_{1}, \ldots, u_{q}\right):=E^{d / 4} \int_{\mathcal{D}} f_{x, E}^{\otimes q}\left(u_{1}, \ldots, u_{q}\right) d x
$$

Since $\widetilde{Z}_{E}(d, q ; \mathcal{D})$ is an element of the $q$-th Wiener chaos, in order to prove that it verifies a Central Limit Theorem, we have to prove that the contraction norms

$$
\left\|z_{d ; E} \otimes_{r} z_{d ; E}\right\|_{H^{\otimes(2 q-2 r)}}, \quad r=1, \ldots, q-1
$$

converge to zero as $E \rightarrow \infty$ (see Theorem I.1.30). Using the symmetry relation $\left\|z_{d ; E} \otimes_{r} z_{d ; E}\right\|_{H^{\otimes(2 q-2 r)}}=$ $\left\|z_{d ; E} \otimes_{q-r} z_{d ; E}\right\|_{H^{\otimes 2 r}}$, we can reduce our investigations to the range $r=1, \ldots,[q / 2]$. We have that

$$
\begin{aligned}
& \left(z_{d ; E} \otimes_{r} z_{d ; E}\right)\left(u_{1}, \ldots, u_{2 q-2 r}\right) \\
= & \int_{[0,1]^{r}} d s_{1} \ldots d s_{r} z_{d ; E}\left(s_{1}, \ldots, s_{r}, u_{1}, \ldots, u_{q-r}\right) z_{d ; E}\left(s_{1}, \ldots, s_{r}, u_{q-r+1}, \ldots, u_{2 q-2 r}\right) \\
= & E^{d / 2} \int_{[0,1]^{r}} d s_{1} \ldots d s_{r} \int_{\mathcal{D}} d x \int_{\mathcal{D}} d y f_{x, E}\left(s_{1}\right) \cdots f_{x, E}\left(s_{r}\right) f_{x, E}\left(u_{1}\right) \cdots f_{x, E}\left(u_{q-r}\right) \\
= & E^{d / 2} \int_{\mathcal{D} \times \mathcal{D}} d x d y r_{E}^{d}(x-y)^{r} f_{x, E}\left(u_{1}\right) \cdots f_{x, E}\left(u_{q-r}\right) f_{y, E}\left(u_{q-r+1}\right) \cdots f_{y, E}\left(u_{2 q-2 r}\right),
\end{aligned}
$$

where we used the isometry property of multiple integrals. Taking squared norms and using isometry yields

$$
\begin{aligned}
& \left\|z_{d ; E} \otimes_{r} z_{d ; E}\right\|_{H^{\otimes(2 q-2 r)}}^{2} \\
= & \int_{[0,1]^{2 q-2 r}}\left(z_{d ; E} \otimes_{r} z_{d ; E}\left(u_{1}, \ldots, u_{2 q-2 r}\right)\right)^{2} d u_{1} \ldots d u_{2 q-2 r} \\
= & E^{d} \int_{\mathcal{D}^{4}} d x d y d x^{\prime} d y^{\prime} \int_{[0,1]^{2 q-2 r}} d u_{1} \ldots d u_{2 q-2 r} r_{E}^{d}(x-y)^{r} r_{E}^{d}\left(x^{\prime}-y^{\prime}\right)^{r} \\
& f_{x, E}\left(u_{1}\right) \cdots f_{x, E}\left(u_{q-r}\right) f_{y, E}\left(u_{q-r+1}\right) \cdots f_{y, E}\left(u_{2 q-2 r}\right) \\
& \quad f_{x^{\prime}, E}\left(u_{1}\right) \cdots f_{x^{\prime}, E}\left(u_{q-r}\right) f_{y^{\prime}, E}\left(u_{q-r+1}\right) \cdots f_{y^{\prime}, E}\left(u_{2 q-2 r}\right) \\
= & E^{d} \int_{\mathcal{D}^{4}} d x d y d x^{\prime} d y^{\prime} r_{E}^{d}(x-y)^{r} r_{E}^{d}\left(x^{\prime}-y^{\prime}\right)^{r} r_{E}^{d}\left(x-x^{\prime}\right)^{q-r} r_{E}^{d}\left(y-y^{\prime}\right)^{q-r} .
\end{aligned}
$$

Now since $\left|r_{E}^{d}(\cdot)\right| \leq 1$, we use the inequality $x^{a} y^{b} \leq x^{a+b}+y^{a+b}, 0<x, y \leq 1$, so that we can bound the above integral by two similar terms of the form

$$
\begin{aligned}
& E^{d} \int_{\mathcal{D}^{4}} d x d y d x^{\prime} d y^{\prime}\left|r_{E}^{d}(x-y)\right|^{2 r}\left|r_{E}^{d}\left(x-x^{\prime}\right)\right|^{q-r}\left|r_{E}^{d}\left(y-y^{\prime}\right)\right|^{q-r} \\
= & \frac{1}{E^{d}} \int_{(\sqrt{E} \mathcal{D})^{4}} d x d y d x^{\prime} d y^{\prime}\left|r_{1}^{d}(x-y)\right|^{2 r}\left|r_{1}^{d}\left(x-x^{\prime}\right)\right|^{q-r}\left|r_{1}^{d}\left(y-y^{\prime}\right)\right|^{q-r},
\end{aligned}
$$

where we performed a change of variable. Now by the linear change of variables $w_{1}=x-y, w_{2}=$ $x-x^{\prime}, w_{3}=y-y^{\prime}, w_{4}=x$, we infer that (up to multiplicative constants)

$$
\begin{align*}
& \frac{1}{E^{d}} \int_{(\sqrt{E} \mathcal{D})^{4}} d x d y d x^{\prime} d y^{\prime}\left|r_{1}^{d}(x-y)\right|^{2 r}\left|r_{1}^{d}\left(x-x^{\prime}\right)\right|^{q-r}\left|r_{1}^{d}\left(y-y^{\prime}\right)\right|^{q-r}  \tag{V.2.9}\\
= & \frac{\operatorname{area}(\mathcal{D})}{E^{d / 2}} \int_{\sqrt{E}(\mathcal{D}-\mathcal{D})} d w_{1}\left|r_{1}^{d}\left(w_{1}\right)\right|^{2 r} \int_{\sqrt{E}(\mathcal{D}-\mathcal{D})} d w_{2}\left|r_{1}^{d}\left(w_{2}\right)\right|^{q-r} \int_{\sqrt{E}(\mathcal{D}-\mathcal{D})} d w_{3}\left|r_{1}^{d}\left(w_{3}\right)\right|^{q-r} .
\end{align*}
$$

Now using the explicit representation of $r_{1}$ in terms of Bessel functions yields the bound

$$
\left|r^{1}(u)\right|=\frac{\left|J_{\frac{d-2}{2}}(2 \pi\|u\|)\right|}{(2 \pi\|u\|)^{\frac{d-2}{2}}} \leq c\|u\|^{\frac{1-d}{2}}, \quad u \in \mathbb{R}^{d}
$$

for some constant $c>0$. Therefore, we have that for every integer $m \geq 1$,

$$
\begin{aligned}
\left.\left.\int_{\sqrt{E}(\mathcal{D}-\mathcal{D})} d u\right|_{1} ^{d}(u)\right|^{m} & \ll \int_{\sqrt{E}(\mathcal{D}-\mathcal{D})} d u\|u\|^{m \frac{1-d}{2}} \ll \int_{c_{1}}^{\sqrt{E} \operatorname{diam}(\mathcal{D}-\mathcal{D})} d \rho \rho^{(d-1)\left(1-\frac{m}{2}\right)} \\
& \ll \mathbb{1}_{(d-1)\left(1-\frac{m}{2}\right)=-1} \log E+\mathbb{1}_{(d-1)\left(1-\frac{m}{2}\right) \neq-1} \sqrt{E^{(d-1)\left(1-\frac{m}{2}\right)+1}} \\
& \ll \log E \sqrt{E}^{(d-1)\left(1-\frac{m}{2}\right)+1}:=K_{m}(E)
\end{aligned}
$$

Using this bound, we can bound the expression in (V.2.9) by

$$
\begin{aligned}
\frac{1}{E^{d / 2}} K_{2 r}(E) K_{q-r}(E)^{2} & \ll(\log E)^{3} E^{-d / 2} \sqrt{E^{(d-1)(1-r)+1} E^{(d-1)\left(1-\frac{q-r}{2}\right)+1}} \\
& =(\log E)^{3} E^{\frac{(d-1)}{2}(3-q)+\frac{3-d}{2}}=(\log E)^{3} E^{d-q \frac{d-1}{2}}
\end{aligned}
$$

The claim then follows from [NP12a, Theorem 5.1.3] and the fact that for $F=I_{q}(f)$ with $\operatorname{Var}[F]=\sigma^{2}$,

$$
\mathbb{E}\left[\left|\sigma^{2}-q^{-1}\|D F\|_{H}^{2}\right|\right] \leq \sqrt{\frac{1}{q^{2}} \sum_{r=1}^{q-1} r^{2} r!\binom{q}{r}^{4}(2 q-2 r)!\left\|f \widetilde{\otimes}_{r} f\right\|_{H^{\otimes(2 q-2 r)}}^{2}}
$$

and $\left\|f \widetilde{\otimes}_{r} f\right\|_{H^{\otimes(2 q-2 r)}}^{2} \leq\left\|f \otimes_{r} f\right\|_{H^{\otimes(2 q-2 r)}}^{2}$ in view of the triangle inequality. Since the quantity $d-q \frac{d-1}{2}<0$ for every $(d, q) \in S$ such that $(d, q) \neq(2,4)$ (indeed, this condition is equivalent to $d>\frac{q}{q-2}$, which is always satisfied), we deduce that $\widetilde{Z}_{E}(d, q ; \mathcal{D})$ verifies a Central Limit Theorem. This concludes the proof.

## V. 3 Digression: reduction principles on Wiener chaoses and variance estimates for the nodal length

In this section, we make some comments on reduction principles on Wiener chaoses in the framework of nodal volumes associated with Berry's random field, and point out heuristic directions based on our results in Theorem V.1.1 and Theorem V.1.2.

We consider the nodal length associated with zero sets of the $d$-dimensional Berry random wave restricted to a domain $\mathcal{D} \subset \mathbb{R}^{d}$,

$$
\mathscr{L}_{E}^{(d)}(\mathcal{D})=\mathcal{H}_{1}\left(\left[B_{E}^{(d)}\right]^{-1}(0) \cap \mathcal{D}\right) .
$$

In view of Proposition I.1.11, $\mathscr{L}_{E}^{(d)}(\mathcal{D})$ is obtained $\mathbb{P}$-almost surely and in $L^{2}(\mathbb{P})$ as

$$
\mathscr{L}_{E}^{(d)}(\mathcal{D})=\sqrt{\frac{4 \pi^{2} E}{d}} \int_{\mathcal{D}} \delta_{0}\left(B_{E}^{(d)}(x)\right)\left\|\widetilde{\nabla} B_{E}^{(d)}(x)\right\| d x
$$

where $\nabla B_{E}^{(d)}(x)$ denotes the gradient of $B_{E}^{(d)}$ computed at $x$ and $\widetilde{\nabla}:=\left(\tilde{\partial}_{1}, \ldots, \tilde{\partial}_{d}\right)$ is the normalized gradient with $\tilde{\partial}_{j}:=\left(4 \pi^{2} E / d\right)^{-1 / 2} \partial_{j}$, for $j=1, \ldots, d$. The Wiener-Itô chaos expansion of $\mathscr{L}_{E}^{(d)}(\mathcal{D})$ is the $L^{2}(\mathbb{P})$-converging series

$$
\begin{equation*}
\mathscr{L}_{E}^{(d)}(\mathcal{D})=\sum_{q \geq 0} \mathscr{L}_{E}^{(d)}(\mathcal{D})[2 q] \tag{V.3.1}
\end{equation*}
$$

where for $q \geq 0, \mathscr{L}_{E}(\mathcal{D})[2 q]$ indicates the projection of $\mathscr{L}_{E}(\mathcal{D})$ on the $2 q$-th Wiener chaos given by

$$
\mathscr{L}_{E}^{(d)}(\mathcal{D})[2 q]=\sqrt{\frac{4 \pi^{2} E}{d}} \sum_{|Q|=2 q} \frac{\beta_{2 q_{0}}}{\left(2 q_{0}\right)!} \frac{\eta_{2 q_{1}, \ldots, 2 q_{d}}^{\left(2 q_{1}\right)!\ldots\left(2 q_{d}\right)!}}{\int_{\mathcal{D}}} H_{2 q_{0}}\left(B_{E}^{(d)}(x)\right) \prod_{j=1}^{d} H_{2 q_{j}}\left(\widetilde{\partial}_{j} B_{E}^{(d)}(x)\right) d x
$$

where the sum runs over multi-indices $Q=\left(q_{0}, \ldots, q_{d}\right) \in \mathbb{N}^{d+1}$ with $|Q|=2 q$ and

$$
\beta_{2 q_{0}}:=\mathbb{E}\left[\delta_{0}\left(N_{1}\right) H_{2 q_{0}}\left(N_{1}\right)\right], \quad \eta_{2 q_{1}, \ldots, 2 q_{d}}:=\mathbb{E}\left[\|N\| \prod_{j=1}^{d} H_{2 q_{j}}\left(N_{j}\right)\right],
$$

for $N=\left(N_{1}, \ldots, N_{d}\right) \sim \mathcal{N}_{d}\left(0, \mathbf{I}_{d}\right)$ denote the projection coefficients of $\delta_{0}$ and $\|\bullet\|$, respectively. In view of the variance estimates in Theorem V.1.1 for the random variables $Z_{E}(d, q ; \mathcal{D})$ appearing in this expansion, it is to be expected that for every $d \geq 3$ and every $q \geq 2$, the variance of the $2 q$-th chaotic component is of order $E^{1-d / 2}$. Such a claim might be turned rigorous by evoking certain reduction principles on Wiener chaoses. For instance, in [Vid21] (see also the earlier contribution [MRW20] for a reduction principle for the nodal length of spherical Gaussian eigenfunctions in dimension two, therein the integral of the fourth Hermite polynomials is referred to as the sample trispectrum) it is shown that in dimension 2, the projection on the fourth Wiener chaos of the standardized nodal length is asymptotically fully correlated with the integral of the fourth Hermite polynomial. More precisely, defining the normalized random variables

$$
\overline{\mathscr{L}_{E}^{(2)}}(\mathcal{D}):=\frac{\mathscr{L}_{E}^{(2)}(\mathcal{D})-\mathbb{E}\left[\mathscr{L}_{E}^{(2)}\right](\mathcal{D})}{\sqrt{\operatorname{Var}\left[\mathscr{L}_{E}^{(2)}(\mathcal{D})\right]}}
$$

and

$$
\mathcal{M}_{E}(2,4 ; \mathcal{D}):=-\frac{\sqrt{2 \pi^{2} E}}{96} Z_{E}(2,4 ; \mathcal{D}), \quad \widetilde{\mathcal{M}_{E}}(2,4 ; \mathcal{D}):=\frac{\mathcal{M}_{E}(2,4 ; \mathcal{D})}{\sqrt{\operatorname{Var}\left[\mathcal{M}_{E}(2,4 ; \mathcal{D})\right]}}
$$

it is shown that (see [Vid21, Theorem 1.1]), as $E \rightarrow \infty$

$$
\overline{\mathscr{L}_{E}^{(2)}}(\mathcal{D})=\widetilde{\mathcal{M}_{E}}(2,4 ; \mathcal{D})+o_{L^{2}(\mathbb{P})}(1)
$$

where $o_{L^{2}(\mathbb{P})}(1)$ denotes a sequence of random variables converging to zero in $L^{2}(\mathbb{P})$. Such a reduction principle in particular gives a more direct proof of the Central Limit Theorem in dimension two (although crucially relying on a number of covariance estimates on the fourth Wiener chaos available in [NPR19]). Although our findings in Theorem V.1.1 seem to exclude the fact that a single chaotic component dominates the series (V.3.1) for $d \geq 3$, we believe that similar reduction principles as above are valid within fixed Wiener chaoses. More precisely, we expect that for fixed $d \geq 3$ and every $q \geq 3$, there exists a constant $k(d, q)$ depending on $d$ and $q$ such that

$$
\begin{equation*}
\mathbb{E}\left[\left(\mathscr{L}_{E}^{(d)}[2 q]-\mathcal{M}_{E}(d, 2 q ; \mathcal{D})\right)^{2}\right]=O\left(R_{E}(d, q)\right) \tag{V.3.2}
\end{equation*}
$$

where $\left\{R_{E}(d, q): E>0\right\}$ is a numerical sequence such that $R_{E}(d, q) \rightarrow 0$ as $E \rightarrow \infty$ and

$$
\mathcal{M}_{E}(d, q ; \mathcal{D}):=k(d, q) \sqrt{\frac{4 \pi^{2} E}{d}} Z_{E}(d, q ; \mathcal{D})
$$

Note that the asymptotic variance of $\mathcal{M}_{E}(d, q ; \mathcal{D})$ is obtained by Theorem V.1.1. If an asymptotic estimate as in (V.3.2) is valid for every $q \geq 3$, then one has that for every finite integer $N \geq 2$,

$$
\begin{equation*}
\sum_{q=2}^{N} \mathscr{L}_{E}^{(d)}[2 q]=\sum_{q=2}^{N} \mathcal{M}_{E}(d, 2 q ; \mathcal{D})+o_{L^{2}(\mathbb{P})}(1) \tag{V.3.3}
\end{equation*}
$$

thus, heuristically suggesting that the nodal length is asymptotically equivalent to the series of the sample polyspectra. Writing $\mathscr{L}_{E}^{(d)}(\mathcal{D} ; N):=\sum_{q=0}^{N} \mathscr{L}_{E}^{(d)}[2 q]$ for the truncated nodal length of order $N$ obtained by summing the projection of the nodal length on Wiener chaoses up to order $2 N$, we deduce the following variance estimate

$$
\begin{align*}
\operatorname{Var}\left[\mathscr{L}_{E}^{(d)}(\mathcal{D} ; N)\right] & =\operatorname{Var}\left[\mathscr{L}_{E}^{(d)}(\mathcal{D})[2]\right]+\frac{4 \pi^{2} E}{d} \sum_{q=2}^{N}(2 q)!k(d, 2 q)^{2} \operatorname{Var}\left[Z_{E}(d, 2 q ; \mathcal{D})\right] \\
& \sim \operatorname{Var}\left[\mathscr{L}_{E}^{(d)}(\mathcal{D})[2]\right]+\frac{4 \pi^{2}}{d} E^{1-d / 2} \sum_{q=2}^{N}(2 q)!k(d, 2 q)^{2} \alpha(d ; 2 q) \tag{V.3.4}
\end{align*}
$$

where $\alpha(d ; 2 q)$ is as in (V.1.4). Also, we remark that for $q \geq 3$, the random variables $\mathcal{M}_{E}(d, \mathcal{D})$ are asymptotically Gaussian in view of Theorem V.1.2. By means of Green's formula on manifolds, the second chaotic projection can be re-written as (see also Theorem II.2.5 and Section II.2.2 of Chapter II)

$$
\begin{equation*}
\mathscr{L}_{E}^{(d)}(\mathcal{D})[2]=\frac{1}{\sqrt{2 d} \sqrt{2 \pi}} \frac{\Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(\frac{d}{2}\right)} \frac{1}{\sqrt{4 \pi^{2} E}} \int_{\partial \mathcal{D}} B_{E}^{(d)}(x)\left\langle\nabla B_{E}^{(d)}(x), \mathrm{n}(x)\right\rangle_{\mathbb{R}^{d}} d x \tag{V.3.5}
\end{equation*}
$$

where we combined (II.2.10) with (II.2.15) and (II.A.6) (with $n=1$ ), and where $\mathrm{n}(x)$ indicates the outward unit normal vector to $\partial \mathcal{D}$ at $x$. In particular, using the Cauchy-Schwarz inequality and the fact that $B_{E}^{(d)}(x)$ is independent of $\nabla B_{E}^{(d)}(x)$ for fixed $x$, leads to

$$
\begin{equation*}
\operatorname{Var}\left[\mathscr{L}_{E}^{(d)}(\mathcal{D})[2]\right] \leq \frac{1}{2 d} \frac{1}{2 \pi} \frac{\Gamma\left(\frac{d+1}{2}\right)^{2}}{\Gamma\left(\frac{d}{2}\right)^{2}} \frac{1}{4 \pi^{2} E} 4 \pi^{2} E \mathcal{H}_{d-1}(\partial \mathcal{D})^{2}=O(1) \tag{V.3.6}
\end{equation*}
$$

where $\mathcal{H}_{d-1}(\partial \mathcal{D})$ stands for the $(d-1)$-dimensional measure of $\partial \mathcal{D}$. This shows that in every dimension $d$, the variance of the second chaotic component contributes at most $O(1)$. In Theorem IV.1.20 of Chapter IV, we proved that, in dimension two, the true variance order of the second chaos is of commensurate to $E^{-1 / 2}$. We note that the bound $O(1)$ in (V.3.6) is sufficient to deduce the negligibility of the second chaos component in dimension two, as in this case the variance of the fourth order chaos is of magnitude $\log E$. We also point out that, in view of the conjectured variance estimates in Remark V.1.3 (b) for the random variable $Z_{E}(d, 2 ; \mathcal{D})$ (which is a typical element of the second chaotic projection, up to a multiplicative factor $\sqrt{E}$, we deduce that $\operatorname{Var}\left[E \cdot Z_{E}(2,2 ; \mathcal{D})\right] \approx E E^{-1 / 2}=E^{1 / 2}$, which is considerably bigger than the true order $E^{-1 / 2}$ derived in Chapter IV. Such an observation is due to the cancellation phenomenon described in Chapter II. Unfortunately, the (rather rough) estimate in (V.3.6) is not enough to deduce that, in dimension $d \geq 3$, the second chaos is negligible with respect to higher-order chaoses, as comparing to (V.3.4) yields $E^{1-d / 2}=o(1)$. In order to confirm such a phenomenon, one can study precise variance asymptotics of the second-order chaos components in higher dimensions by means of formula (V.3.5).

## Chapter VI

## Optimality of convergence rates for Gamma approximations

## VI. 1 Stein's Method and preliminary notions

We start this chapter with a review of Stein's method for the Gaussian distribution and the Gamma distribution. Although the content of this chapter deals with optimal rates for Gamma approximations, we shall do several comparisons with the Gaussian setting. In Section VI.1.4, we present some ancillary results from Gaussian analysis on the second Wiener chaos, that will be needed in our approach.

## VI.1.1 Stein's Method for normal approximations

To start with, we present the principal ideas behind Stein's method for the Gaussian distribution initiated in the landmark contribution [Ste72]. For a thorough introduction, the reader is referred for instance to the monographs by Stein [Ste86], Chen, Goldstein and Shao [CGS11], Nourdin and Peccati [NP12a] and the survey by Nathan Ross [Ros11].

In (I.1.15), we have seen that whenever $N \sim \mathcal{N}(0,1)$, then for a sufficiently regular function $f$, we have $\mathbb{E}\left[f^{\prime}(N)\right]=\mathbb{E}[N f(N)]$. Stein's Lemma (see for instance [NP12a, Lemma 3.1.2]) asserts that the reverse implication is also true, that is, if $Z$ is a random variable such that $\mathbb{E}\left[f^{\prime}(Z)\right]=\mathbb{E}[Z f(Z)]$ holds for a sufficiently large class of functions $f$, then necessarily $Z \sim \mathcal{N}(0,1)$. This observation is the starting point of Stein's method: Heuristically, one expects that if $Z$ is a random variable such that the difference $\mathbb{E}\left[f^{\prime}(Z)\right]-\mathbb{E}[Z f(Z)]$ is close to zero, then one should have that the law of $Z$ is close to the standard Gaussian distribution. This is known as Stein's heuristic. To make the above observation rigorous, Stein introduces the so-called Stein's equation, an ordinary differential equation of the form

$$
\begin{equation*}
f^{\prime}(x)-x f(x)=h(x)-\mathbb{E}[h(N)], \quad N \sim \mathcal{N}(0,1), \tag{VI.1.1}
\end{equation*}
$$

where the unknown is $f$ and $h: \mathbb{R} \rightarrow \mathbb{R}$ is some test function. Denoting by $f_{h}$ the solution to (VI.1.1) (keeping $h$ fixed), replacing $x$ with a random variable $F$ and taking expectations on both sides then yields

$$
\begin{equation*}
\mathbb{E}\left[f_{h}^{\prime}(F)-F f_{h}(F)\right]=\mathbb{E}[h(F)]-\mathbb{E}[h(N)] . \tag{VI.1.2}
\end{equation*}
$$

The idea is now to control the R.H.S, yielding bounds on certain probability metrics introduced in Section I.1.2.3: in order to do this, Stein's idea is to uniformly control the L.H.S of (VI.1.2) by relying on appropriate regularity conditions available for the Stein solution $f_{h}$. The reader might wonder what the advantage is of deriving upper bounds for $\mathbb{E}\left[f^{\prime}(F)-F f(F)\right]$ rather than $\mathbb{E}[h(F)-h(N)]$ : a first
observation is that the former does not depend explicitly on the target random variable $N$ anymore ${ }^{1}$; but more importantly the variational techniques from Malliavin calculus introduced in Section I.1.2.2 allow to methodically deal with expressions of the type $\mathbb{E}\left[f^{\prime}(F)-F f(F)\right]$. For instance, using the integration by part formula (I.1.31), one has that $\mathbb{E}[F f(F)]=\mathbb{E}\left[f^{\prime}(F)\left\langle D F,-D L^{-1} F\right\rangle_{H}\right]$ (where $D$ and $L^{-1}$ denote the Malliavin derivative and the pseudo-inverse of the generator of the Ornstein-Uhlenbeck semigroup), from which the link to Malliavin calculus becomes evident. The next theorem (see e.g. [NP12a, Proposition 3.2.2]) characterizes the solutions of the Stein equation in (VI.1.1).

Theorem VI.1.1. Every solutions of (VI.1.1) takes the form

$$
f(x)=c e^{x^{2} / 2}+e^{x^{2} / 2} \int_{-\infty}^{x}(h(y)-\mathbb{E}[h(N)]) e^{-y^{2} / 2} d y, \quad x, c \in \mathbb{R}
$$

## In particular, the function

$$
\begin{equation*}
f_{h}(x)=e^{x^{2} / 2} \int_{-\infty}^{x}(h(y)-\mathbb{E}[h(N)]) e^{-y^{2} / 2} d y, \quad x \in \mathbb{R} \tag{VI.1.3}
\end{equation*}
$$

is the unique solution to (VI.1.1) verifying $e^{-x^{2} / 2} f_{h}(x) \rightarrow 0$ as $|x| \rightarrow \infty$.
The following statement (see for instance [NP12a, Theorem 3.4.2]) yields regularity properties on the solution $f_{h}$ in the setting of normal approximations in Kolmogorov distance ${ }^{2}, d_{\mathrm{Kol}}(F, N)=$ $\sup \{|\mathbb{P}\{X \leq z\}-\mathbb{P}\{N \leq z\}|: z \in \mathbb{R}\}$.

Theorem VI.1.2. Let $h(x)=\mathbb{1}_{(-\infty, z]}(x)$ for $z \in \mathbb{R}$. Denoting by $f_{z}$ the solution to (VI.1.1) associated with $h$, we have that $\left\|f_{z}\right\|_{\infty} \leq \sqrt{2 \pi} / 4$ and $\left\|f_{z}^{\prime}\right\|_{\infty} \leq 1$. In particular,

$$
\begin{equation*}
d_{\mathrm{Kol}}(F, N) \leq \sup _{f \in \mathscr{F}_{\mathrm{Kol}}}\left|\mathbb{E}\left[f^{\prime}(F)-F f(F)\right]\right| \tag{VI.1.4}
\end{equation*}
$$

where $\mathscr{F}_{\text {Kol }}:=\left\{f:\|f\|_{\infty} \leq \sqrt{2 \pi} / 4,\left\|f^{\prime}\right\|_{\infty} \leq 1\right\}$.
The upper bound for the Kolmogorov distance in (VI.1.4) is customarily referred to as Stein's bound. The proof of Theorem VI.1.2 is based on rewriting the explicit solution $f_{z}$ in (VI.1.3) as

$$
f_{z}(x)=\sqrt{2 \pi} e^{x^{2} / 2}\left(\Phi(z)(1-\Phi(x)) \mathbb{1}_{x \geq z}+\Phi(x)(1-\Phi(z)) \mathbb{1}_{x \leq z}\right)
$$

## VI.1.2 Stein's Method for Gamma approximations

We present preliminary results of Stein's method for Gamma approximation. For real numbers $\lambda, r>0$, we say that a random variable $X_{r, \lambda}$ follows the Gamma distribution with parameters $r, \lambda$ (denoted $\left.X_{r, \lambda} \sim \Gamma(r, \lambda)\right)$ if its density is given by

$$
f_{r, \lambda}(x)=\frac{\lambda^{r}}{\Gamma(r)} x^{r-1} e^{-\lambda x} \mathbb{1}_{x>0}
$$

where $\Gamma(s)$ denotes the Gamma function evaluated at $s$. Simple computations show that $\mathbb{E}\left[X_{r, \lambda}\right]=r / \lambda$ and $\operatorname{Var}\left[X_{r, \lambda}\right]=r / \lambda^{2}$. Moreover, it is a known fact that, whenever $Y \sim \Gamma(r, \lambda)$, then for $c>0$, we have that $c Y \sim \Gamma(r, \lambda / c)$. For a real number $v>0$, we let

$$
G(v):=2 X_{v / 2,1}-v, \quad X_{v / 2,1} \sim \Gamma(v / 2,1)
$$

[^16]Then, $\mathbb{E}[G(v)]=0$ and $\operatorname{Var}[G(v)]=2 v$, that is $G(v)$ is a centred Gamma distribution with parameter $v$. The density of $G(v)$ is given by

$$
p_{\nu}(x)=\frac{2^{-v / 2}}{\Gamma(v / 2)}(x+v)^{\nu / 2-1} e^{-(x+\nu) / 2} \mathbb{1}_{x>-v} .
$$

We remark that if $v \in \mathbb{N}$ is an integer, then $G(v) \stackrel{d}{=} \chi_{c}^{2}(v)$ has the centred chi-squared distribution with $v$ degrees of freedom, that is $G(v) \stackrel{d}{=} \sum_{k=1}^{v}\left(N_{k}^{2}-1\right)$, where $\left(N_{1}, \ldots, N_{v}\right)$ is a standard Gaussian vector in dimension $v$. Stein's Lemma for the Gamma distribution was introduced by Luk in [Luk94]: A real-valued random variable $X$ has the $\Gamma(r, \lambda)$ distribution if and only if

$$
\mathbb{E}\left[X f^{\prime}(X)\right]=-\mathbb{E}[(r-\lambda X) f(X)]
$$

for a large class of test functions $f$. This leads to the following Stein equation ${ }^{3}$ associated with the Gamma distribution $\Gamma(r, \lambda)$

$$
\begin{equation*}
x f^{\prime}(x)+(r-\lambda x) f(x)=h(x)-\mathbb{E}\left[h\left(X_{r, \lambda}\right)\right], \quad x \in \mathbb{R} \tag{VI.1.5}
\end{equation*}
$$

where $h$ is a test function in a suitable class of functions. The Stein equation for the centred Gamma distribution is

$$
\begin{equation*}
2(x+v) f^{\prime}(x)-x f(x)=h(x)-\mathbb{E}[h(G(v))] . \tag{VI.1.6}
\end{equation*}
$$

From this it is easy to verify that if $g_{h}$ is a solution of (VI.1.5) associated with test function $h$, then the function

$$
f_{h}(x)=\frac{1}{2} g_{h_{1}}\left(\frac{x+v}{2}\right), \quad h_{1}(x):=h(2 x-v)
$$

is a solution of (VI.1.6). Explicitly it is given by (see e.g [AEK20, Eq. (3.5)])

$$
f_{h}(x)=\int_{-v}^{x}\left(\frac{q(t)}{2(x+v) q(x)} \mathbb{1}_{x \leq-v}+\frac{p_{v}(t)}{2(x+v) p_{v}(x)} \mathbb{1}_{x>-v}\right)(h(t)-\mathbb{E}[h(G(v))]) d t,
$$

where $q(x)=(-1)^{\nu / 2} 2^{-v / 2}(x+v)^{\nu / 2} e^{-(x+\nu) / 2}$ and $p_{\nu}$ is the density function of $G(v)$. The following regularity bounds on the solution of (VI.1.6), due to Döbler and Peccati, [DP18, Theorem 2.3, Theorem 1.7], will be useful for our analysis in Section VI.2.

Theorem VI.1.3. If $h: \mathbb{R} \rightarrow \mathbb{R}$ is a Lipschitz function, then there exists a unique Lipschitz solution $f_{h}$ to (VI.1.6) with

$$
\begin{equation*}
\left\|f_{h}\right\|_{\infty} \leq\left\|h^{\prime}\right\|_{\infty}, \quad\left\|f_{h}^{\prime}\right\|_{\infty} \leq \max (1,2 / v)\left\|h^{\prime}\right\|_{\infty} . \tag{VI.1.7}
\end{equation*}
$$

In particular, for $F \in \mathbb{D}_{1,2}$ such that $\mathbb{E}[F]=0$, we have that, for fixed $v>0$,

$$
\begin{equation*}
d_{\mathrm{W}}(F, G(v)) \leq \max (1,2 / v) \sqrt{\mathbb{E}\left[\left(2(F+v)-\left\langle D F,-D L^{-1} F\right\rangle_{\mathcal{H}}\right)^{2}\right]} . \tag{VI.1.8}
\end{equation*}
$$

[^17]
## VI.1.3 Optimal convergence rates in probabilistic approximations

Our principal aim in this chapter is to detect optimal rates of convergence for Gamma approximations on a Gaussian space. Let $\left\{F_{n}: n \geq 1\right\}$ and $F_{\infty}$ be random variables and $d_{\mathscr{H}}$ a probability metric (associated with a class of test functions ${ }^{4} \mathscr{H}$ ) characterizing convergence in distribution. Let us formulate the following definition.

Definition VI.1.4. A strictly positive numerical sequence $\{\phi(n): n \geq 1\}$ converging to zero as $n \rightarrow \infty$ is said to be
(i) an optimal rate of convergence for the probability metric $d_{\mathscr{H}}$ if there exist two constants $0<c_{1}<$ $c_{2}<\infty$ and an integer $n_{0} \geq 1$ such that

$$
c_{1} \phi(n) \leq d_{\mathscr{H}}\left(F_{n}, F_{\infty}\right) \leq c_{2} \phi(n), \quad \forall n \geq n_{0} .
$$

(ii) a strongly optimal rate of convergence for the probability metric $d_{\mathscr{H}}$ if there exist $h \in \mathscr{H}$, constants $0<c_{1}<c_{2}<\infty$ and an integer $n_{0} \geq 1$ such that

$$
c_{1} \phi(n) \leq\left|\mathbb{E}\left[h\left(F_{n}\right)\right]-\mathbb{E}\left[h\left(F_{\infty}\right)\right]\right| \leq c_{2} \phi(n), \quad \forall n \geq n_{0}
$$

Obviously, we have that a strongly optimal rate is also optimal. In the light of the above definition, the convergence rate $\phi(n)$ is optimal as soon as the ratio $\frac{d\left(F_{n}, F_{\infty}\right)}{\phi(n)}$ converges to a finite non-zero limit. In [NP09b], Nourdin and Peccati study optimal convergence rates for the Kolmogorov distance in the Gaussian setting, that is, when the target random variable $F_{\infty}=N$ is standard Gaussian and $d_{\mathscr{H}}=d_{\mathrm{Kol}}$ is the Kolmogorov distance. Combining the integration by part formula (I.1.31) with the Stein Equation (VI.1.1), it follows that the quantity $\mathbb{P}\left\{F_{n} \leq z\right\}-\mathbb{P}\{N \leq z\}$ can be re-written as

$$
\mathbb{P}\left\{F_{n} \leq z\right\}-\mathbb{P}\{N \leq z\}=\mathbb{E}\left[f_{z}^{\prime}\left(F_{n}\right)-F_{n} f_{z}\left(F_{n}\right)\right]=\mathbb{E}\left[f_{z}^{\prime}\left(F_{n}\right)\left(1-\left\langle D F_{n},-D L^{-1} F_{n}\right\rangle_{H}\right)\right]
$$

Using the fact that $f_{z}^{\prime}$ is bounded by 1 (in view of Theorem VI.1.2), it therefore follows from an application of the Cauchy-Schwarz inequality that

$$
\begin{equation*}
d_{\mathrm{Kol}}\left(F_{n}, N\right) \leq \sqrt{\mathbb{E}\left[\left(1-\left\langle D F_{n},-D L^{-1} F_{n}\right\rangle_{H}\right)^{2}\right]}=: \phi(n) \tag{VI.1.9}
\end{equation*}
$$

In Theorem 3.1 of [NP09b], Nourdin and Peccati provide a set of sufficient conditions under which the rate $\phi(n)$ in (VI.1.9) is optimal (in the sense of Definition VI.1.4) for the Kolmogorov distance. Here, as usual, we consider a real separable Hilbert space $H$ as well as an isonormal Gaussian process $X=\{X(h): h \in H\}$, and assume that the random variables $F_{n}$ are certain functionals of $X$.

Theorem VI.1.5. Let $\left\{F_{n}: n \geq 1\right\}$ be a sequence of centred random variables such that $\operatorname{Var}\left[F_{n}\right] \rightarrow 1$ as $n \rightarrow \infty$. Assume that
(i) for every $n \geq 1$ one has that $F_{n} \in \mathbb{D}_{1,2}$, and the law of $F_{n}$ is absolutely continuous with respect to the Lebesgue measure,
(ii) the numerical sequence $\phi(n)$ defined in(VI.1.9) satisfies $\phi(n)<\infty, \forall n \geq 1, \phi(n) \rightarrow 0, n \rightarrow \infty$ and there exists an integer $m \geq 1$ such that $\phi(n)>0, \forall n \geq m$,
(iii) the two-dimensional random vector $\left(F_{n}, \frac{1-\left\langle D F_{n},-D L^{-1} F_{n}\right\rangle_{H}}{\phi(n)}\right)$ converges in distribution to a centred two-dimensional Gaussian vector $\left(N_{1}, N_{2}\right)$ such that $\operatorname{Var}\left[N_{1}\right]=\operatorname{Var}\left[N_{2}\right]=1$ and $\mathbb{E}\left[N_{1} N_{2}\right]=\rho$ for some real number $\rho$.

[^18]Then $d_{\mathrm{Kol}}\left(F_{n}, N\right) \leq \phi(n)$ and for every $z \in \mathbb{R}$, one has that, as $n \rightarrow \infty$,

$$
\frac{\mathbb{P}\left\{F_{n} \leq z\right\}-\mathbb{P}\{N \leq z\}}{\phi(n)} \rightarrow \frac{\rho}{3}\left(z^{2}-1\right) \frac{e^{-z^{2} / 2}}{\sqrt{2 \pi}}
$$

In particular, if $\rho \neq 0$, the sequence $\{\phi(n): n \geq 1\}$ is a strongly optimal rate of convergence for $d_{\text {Kol }}$ in the sense of Definition VI.1.4.

When specializing the above findings to the case where each $F_{n}$ is an element of the second Wiener chaos associated with $X$, their results allow to prove the following result (see [NP09b, Proposition 3.8]). In particular, in such a situation, the set of sufficient conditions (i)-(iii) derived in Theorem VI.1.5, as well as $\phi(n)$, can all be expressed by means of the third, fourth and eight cumulants of $F_{n}$.

Theorem VI.1.6. Let $\left\{F_{n}: n \geq 1\right\}$ be a sequence of random variables such that $F_{n}=I_{2}\left(f_{n}\right)$ for some $f_{n} \in H^{\odot 2}$ for every $n \geq 1$. Assume that $\operatorname{Var}\left[F_{n}\right]=1$ for every $n \geq 1$. Then $F_{n} \xrightarrow{d} N$ if and only if $\kappa_{4}\left(F_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. In this case, one has that

$$
d_{\mathrm{Kol}}\left(F_{n}, N\right) \leq c \sqrt{\kappa_{4}\left(F_{n}\right)}
$$

for some absolute constant $c>0$. If in addition, there exists $\alpha \in \mathbb{R}$ such that $\frac{\kappa_{3}\left(F_{n}\right)}{\sqrt{\kappa_{4}\left(F_{n}\right)}} \rightarrow \alpha$ and $\frac{\kappa_{8}\left(F_{n}\right)}{\kappa_{4}\left(F_{n}\right)^{2}} \rightarrow 0$ as $n \rightarrow \infty$, then for every $z \in \mathbb{R}$, one has that, as $n \rightarrow \infty$,

$$
\frac{\mathbb{P}\left\{F_{n} \leq z\right\}-\mathbb{P}\{N \leq z\}}{\sqrt{\kappa_{4}\left(F_{n}\right)}} \rightarrow \frac{\alpha}{3!}\left(1-z^{2}\right) \frac{e^{-z^{2} / 2}}{\sqrt{2 \pi}}
$$

In particular, if $\alpha \neq 0$, then there exists a constant $c^{\prime}$ and an integer $n_{0} \geq 1$ such that for every $n \geq n_{0}$

$$
d_{\mathrm{Kol}}\left(F_{n}, N\right) \geq c^{\prime} \sqrt{\kappa_{4}\left(F_{n}\right)}
$$

We finish this section with some bibliographic comments. A multivariate extension of Theorem VI.1.5 for smooth probability distances is established by Campese in [Cam13]. In [NP15, Theorem 1.2], Nourdin and Peccati prove an optimal fourth moment theorem in total variation distance for normalized sequences of chaotic random variables $F_{n}=I_{q}\left(f_{n}\right)$ converging in distribution to a standard normal random variable. Therein, they show the existence of absolute constants $0<c_{1}<c_{2}<\infty$ such that $c_{1} \mathbf{M}\left(F_{n}\right) \leq d_{\mathrm{TV}}\left(F_{n}, N\right) \leq c_{2} \mathbf{M}\left(F_{n}\right)$, where $\mathbf{M}\left(F_{n}\right):=\max \left(\left|\kappa_{3}\left(F_{n}\right)\right|,\left|\kappa_{4}\left(F_{n}\right)\right|\right)$. Such a result is to be compared with Theorems 1.9 and 1.11 of [BBNP12], where the authors obtain similar bounds for smooth probability metrics, involving $C^{2}$ test functions with bounded derivatives. Finally, in [AP15], Azmoodeh and Peccati study optimal rates in the framework of normal approximations on a Poisson space.

## VI.1.4 Gaussian analysis on the second Wiener chaos

Throughout this part, we fix a separable Hilbert space $H$ with orthonormal basis $\left(e_{j}: j \geq 1\right)$ and define an isonormal Gaussian process $X=\{X(h): h \in H\}$ on some complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$. In this section, we present a number of useful properties enjoyed by double Wiener integrals, that is random variables taking the form $F=I_{2}(f)$ for some $f \in H^{\odot 2}$. In order to do so, we first introduce auxiliary tools from functional analysis associated with a symmetric kernel $f \in H^{\odot 2}$.

Definition VI.1.7. Let $f \in H^{\odot 2}$. We define the Hilbert-Schmidt operator $\mathscr{A}_{f}: H \rightarrow H$ associated with $f$ by $\mathscr{A}_{f}(g):=f \otimes_{1} g$ (where $\otimes_{1}$ indicates the contraction operator of order 1 , defined in (I.1.22)). We write $\left(\lambda_{j}(f): j \geq 1\right)$ for the eigenvalues of $\mathscr{A}_{f}$ and assume that $\left|\lambda_{j}(f)\right| \geq\left|\lambda_{j+1}(f)\right|$ for every $j \geq 1$; we denote by $\left(e_{j}(f): j \geq 1\right)$ the eigenvectors associated with $\left(\lambda_{j}(f): j \geq 1\right)$. Furthermore, we write $N=N(f)$ for the rank of $\mathscr{A}_{f}$, that is, $N$ is the integer verifying $\lambda_{N}(f) \neq 0$ and $\lambda_{N+1}(f)=0$.

The next proposition gives a useful representation of double Wiener integrals as well as a formula for their cumulants (see for instance Propositions 2.7.11 and 2.7.13 in [NP12a]). In particular, from part (i) we deduce that a random variable having the centred chi-square distribution is an element of the second Wiener chaos.

Proposition VI.1.8. Let $F=I_{2}(f)$ for some $f \in H^{\odot 2}$.
(i) We have $F=\sum_{j \geq 1} \lambda_{j}(f) H_{2}\left(N_{j}\right)$, both $\mathbb{P}$-almost surely and in $L^{2}(\mathbb{P})$, where $H_{2}(x)=x^{2}-1$ is the second Hermite polynomial, $\left(\lambda_{j}(f): j \geq 1\right)$ are the eigenvalues associated with the HilbertSchmidt operator $\mathscr{A}_{f}$ and $\left(N_{j}: j \geq 1\right)$ is a collection of independent standard Gaussian random variables.
(ii) For every $p \geq 2$, writing $c_{p}:=2^{p-1}(p-1)$ !, the $p$-th cumulant of $F$ is given by

$$
\begin{equation*}
\kappa_{p}(F)=c_{p} \sum_{j \geq 1} \lambda_{j}(f)^{p}=c_{p} \operatorname{Tr}\left(\mathscr{A}_{f}^{p}\right) \tag{VI.1.10}
\end{equation*}
$$

Remark VI.1.9. (a) Since the ordering of the eigenvalues $\lambda_{j}(f)$ has no impact on the distribution of $F$, the assumption $\left|\lambda_{j}(f)\right| \geq\left|\lambda_{j+1}(f)\right|$ stated in Definition VI.1.7 is not restrictive.
(b) The construction in point (i) of Proposition VI.1.8 is a consequence of the multiplication formula for multiple integrals (see (I.1.28)). Indeed, writing $\left(e_{j}(f): j \geq 1\right)$ for the eigenvectors of $\mathscr{A}_{f}$ forming an orthonormal system of $H$, one can expand $f=\sum_{j \geq 1} \lambda_{j}(f) e_{j}(f)^{\otimes 2}$ in $H^{\odot 2}$, so that by (I.1.28), one has

$$
I_{2}(f)=\sum_{j \geq 1} \lambda_{j}(f) I_{2}\left(e_{j}(f)^{\otimes 2}\right)=\sum_{j \geq 1} \lambda_{j}(f)\left(I_{1}\left(e_{j}(f)\right)^{2}-1\right) \stackrel{d}{=} \sum_{j \geq 1} \lambda_{j}(f)\left(N_{j}^{2}-1\right)
$$

where $N_{j}$ are i.i.d standard Gaussian random variables. The independence of $\left(N_{j}: j \geq 1\right)$ then follows from the fact that $\left(e_{j}(f): j \geq 1\right)$ is orthonormal in $H$.

## VI. 2 Main results: Suboptimal rates on the second Wiener chaos

Let $\left\{F_{n}: n \geq 1\right\}$ be a sequence of centred random variables such that $\operatorname{Var}\left[F_{n}\right]=2 v$ for every $n \geq 1$ and $F_{n} \xrightarrow{d} G(v)$ for some $v>0$. In view of the upper bound for the Wasserstein distance in (VI.1.8), our goal of this section is to analyze the following problem.

Problem VI.2.1. Can we provide a set of sufficient conditions on $\left\{F_{n}: n \geq 1\right\}$ (similar to (i)-(iii) in Theorem VI.1.5) implying that the numerical sequence $\left\{\phi_{v}(n): n \geq 1\right\}$ given by

$$
\begin{equation*}
\phi_{v}(n):=\sqrt{\mathbb{E}\left[\left(2\left(F_{n}+v\right)-\left\langle D F_{n},-D L^{-1} F_{n}\right\rangle_{H}\right)^{2}\right]} \tag{VI.2.1}
\end{equation*}
$$

is an optimal rate of convergence for the Wasserstein distance $d_{\mathrm{W}}$ in the sense of Definition VI.1.4?
In order to approach Problem VI.2.1, we follow the route of Nourdin and Peccati [NP09b] for normal approximations. We define the random variable

$$
\begin{equation*}
F_{n}^{(v)}:=\frac{2\left(F_{n}+v\right)-\left\langle D F_{n},-D L^{-1} F_{n}\right\rangle_{H}}{\phi_{v}(n)} \tag{VI.2.2}
\end{equation*}
$$

and are interested in characterizing the joint convergence in distribution of the two-dimensional vector $\left(F_{n}, F_{n}^{(\nu)}\right)$. Our main results show that the answer to Problem VI.2.1 is negative in the case when $F_{n}$ is a
random variable in the second Wiener chaos, in the sense that the rate $\phi_{v}(n)$ is not strongly optimal. In order to state our main results, we write (see Proposition VI.1.8)

$$
\begin{equation*}
F_{n}=I_{2}\left(f_{n}\right) \stackrel{d}{=} \sum_{j \geq 1} \lambda_{n, j} H_{2}\left(N_{j}\right) \tag{VI.2.3}
\end{equation*}
$$

where $\left(\lambda_{n, j}:=\lambda_{j}\left(f_{n}\right), j \geq 1\right)$ denote the eigenvalues associated with the Hilbert-Schmidt operator $\mathscr{A}_{f_{n}}$ (see Definition VI.1.7) and $\left(N_{j}, j \geq 1\right)$ are independent standard Gaussian random variables. The following proposition states that the random variable $F_{n}^{(\nu)}$ in (VI.2.2) is an element of the second Wiener chaos.

Proposition VI.2.2. Let $v>0$. Assume that $\left\{F_{n}: n \geq 1\right\}$ is a sequence of random variables as in (VI.2.3) and such that $\operatorname{Var}\left[F_{n}\right]=2 v$ for every $n \geq 1$. Then, $F_{n}^{(v)}$ is an element of the second Wiener chaos admitting the $\mathbb{P}$-almost sure and $L^{2}(\mathbb{P})$ representation

$$
\begin{equation*}
F_{n}^{(v)}=\sum_{j \geq 1} \tilde{\lambda}_{n, j} H_{2}\left(N_{j}\right) \tag{VI.2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\lambda}_{n, j}=\frac{\lambda_{n, j}-\lambda_{n, j}^{2}}{\sqrt{2} \sqrt{\sum_{k \geq 1}\left[\lambda_{n, k}-\lambda_{n, k}^{2}\right]^{2}}}, \quad j \geq 1 \tag{VI.2.5}
\end{equation*}
$$

In the forthcoming two theorems, we provide a partial characterization of the limiting distribution of the sequence $\left\{F_{n}^{(\nu)}: n \geq 1\right\}$ as $n \rightarrow \infty$, by distinguishing the case where (i) the rank $N=N\left(f_{n}\right)$ of $\mathscr{A}_{f_{n}}$ is constant for every $n$ (see Theorem VI.2.5) and (ii) the rank $N=N\left(f_{n}\right) \in \mathbb{N} \cup\{\infty\}$ is such that $N\left(f_{n}\right) \rightarrow \infty$ as $n \rightarrow \infty$ (Theorem VI.2.6).

Notation VI.2.3. - For numerical sequences $\left\{a_{n}: n \geq 1\right\}$ and $\left\{b_{n}: n \geq 1\right\}$, we use the symbol $a_{n} \approx b_{n}$ to indicate that $a_{n}-b_{n} \rightarrow 0$ as $n \rightarrow \infty$, and $a_{n} \asymp b_{n}$ if $0<\liminf _{n \rightarrow \infty}\left|a_{n}\right| b_{n} \mid \leq$ $\limsup _{n \rightarrow \infty}\left|a_{n} / b_{n}\right|<\infty$. As usual, $a_{n}=o\left(b_{n}\right)$ means that $a_{n} / b_{n} \rightarrow 0$ as $n \rightarrow \infty$.

- Let $F_{n}=\sum_{j=1}^{N} \lambda_{n, j} H_{2}\left(N_{j}\right)$ be an element of the second Wiener chaos, where $1 \leq N=N\left(f_{n}\right) \leq \infty$ is its rank. For an integer $v \geq 1$, we define the following two numerical sequences

$$
\begin{equation*}
\omega(n):=\max \left\{\left|\lambda_{n, j}-1\right|: j=1, \ldots, v\right\}, \quad \vartheta(n):=\sum_{j=v+1}^{N} \lambda_{n, j}^{2} \tag{VI.2.6}
\end{equation*}
$$

Remark VI.2.4. (a) In [AEK18], it is shown that a sequence $F_{n}=I_{2}\left(f_{n}\right)$ converges to a centred Gamma distribution $G(v)$ with parameter $v$ if and only if $v$ is an integer and $\lambda_{n, j} \rightarrow \mathbb{1}_{1 \leq j \leq v}$ as $n \rightarrow \infty$. A proof of this fact is presented in Proposition VI.2.11. In the following statements, we therefore implicitly have that $v$ is an integer.
(b) We shall use the notation in (VI.2.6) independently whether the rank $N$ is finite or infinite. Note that for every $N \in \mathbb{N} \cup\{\infty\}$, we have $\vartheta(n) \leq \sum_{j \geq 1} \lambda_{n, j}^{2}=v<\infty$ in view of Proposition VI.1.8.
(c) Since $\mathbb{E}\left[F_{n}^{2}\right]=2 \sum_{j \geq 1} \lambda_{n, j}^{2}=2 v$, we have the relation

$$
\begin{equation*}
0 \leq \sum_{j=1}^{v}\left(1-\lambda_{n, j}\right)^{2}=2 \sum_{j=1}^{v}\left(1-\lambda_{n, j}\right)-\sum_{j=v+1}^{N} \lambda_{n, j}^{2} \leq 2 v \omega(n)-\vartheta(n) \tag{VI.2.7}
\end{equation*}
$$

showing that $\vartheta(n) \leq 2 v \omega(n)$. This implies in particular that $\vartheta(n) / \omega(n)$ cannot diverge and thus the only possible cases are $\vartheta(n) \asymp \omega(n)$ and $\vartheta(n)=o(\omega(n))$, as $n \rightarrow \infty$.

The following theorem characterizes the limiting distribution of $F_{n}^{(\nu)}$ in the case of constant rank.
Theorem VI.2.5. (Case of finite rank) Assume that $F_{n}$ admits the representation (VI.2.3) and is such that $N\left(f_{n}\right)=N<\infty$ for every $n \geq 1$ (that is, the series in (VI.2.3) is replaced with a summation from 1 to $N$ ). Assume that $\operatorname{Var}\left[F_{n}\right]=2 v$ for every $n \geq 1$ and $F_{n}$ converges in distribution to a centred Gamma distribution $G(v)$ with parameter $v$ as $n \rightarrow \infty$. Then, there exist real numbers $\left\{\ell_{j}: j=1, \ldots, N\right\}$ such that $\sum_{j=1}^{v} \ell_{j}=0$ and, as $n \rightarrow \infty$,

$$
F_{n}^{(\nu)} \xrightarrow{d} \sum_{j=1}^{N} \ell_{j} H_{2}\left(N_{j}\right) .
$$

For the case of infinite rank, we can prove the following partial limit theorem, valid in the case where $\vartheta(n) \asymp \omega(n)$. For the (remaining) case where $\vartheta(n)=o(\omega(n))$, we refer the reader to the subsequent Remark VI.2.7 (b).

Theorem VI.2.6. (Case of infinite rank) Assume that $F_{n}$ admits the representation (VI.2.3) with rank $N=N\left(f_{n}\right) \in \mathbb{N} \cup\{\infty\}$ such that $N\left(f_{n}\right) \rightarrow \infty$ as $n \rightarrow \infty$, and is such that $\operatorname{Var}\left[F_{n}\right]=2 v$ for every $n \geq 1$ and converges in distribution to $G(v)$ as $n \rightarrow \infty$. If $\vartheta(n) \asymp \omega(n)$ as $n \rightarrow \infty$, then $F_{n}^{(\nu)} \xrightarrow{d} N_{0}$, where $N_{0}$ is a standard Gaussian random variable that is independent of $\left(N_{j}: j \geq 1\right)$.

Remark VI.2.7. (a) We observe that the findings derived in Theorems VI.2.5 and VI. 2.6 are both in accordance with Theorem 3.1 of [NP12b] asserting that, if a sequence $G_{n}=I_{2}\left(g_{n}\right), n \geq 1$ belonging to the second Wiener chaos (with respect to some isonormal Gaussian process $X$ ) converges in distribution to some random variable $G_{\infty}$, then one has necessarily that $G_{\infty} \stackrel{d}{=} I_{2}\left(g_{\infty}\right)+\lambda_{0} N_{0}$, for some $g_{\infty} \in H^{\odot 2}$ and $\lambda_{0} \in \mathbb{R}$, where $N_{0}$ is a standard Gaussian random variable that is independent of the underlying isonormal Gaussian process $X$.
(b) The conclusion of Theorem VI. 2.6 is valid under the asymptotic assumption $\vartheta(n) \asymp \omega(n)$. In order to prove such a result, we show that the fourth cumulant of $F_{n}^{(\nu)}$ converges to zero as $n \rightarrow \infty$. We remark that the case $\vartheta(n)=o(\omega(n))$ is open: in this framework, we are able to prove that the fourth cumulant of $F_{n}^{(\nu)}$ is lower bounded by a strictly positive constant, thus showing that a non-central convergence takes place. Several preliminary examples in this specific case show that the limiting distribution of $F_{n}^{(\nu)}$ is of the form $\sum_{j \geq 1} \ell_{j} H_{2}\left(N_{j}\right)+\lambda_{0} N_{0}$, where $\ell_{j}$ are real numbers verifying the condition $\sum_{j=1}^{\nu} \ell_{j}=0$, and $N_{0}$ is a standard Gaussian independent of ( $N_{j}: j \geq 1$ ), thus being of similar nature than the finite rank case.

As a by-product of Theorems VI.2.5 and VI.2.6, we derive the following sub-optimality phenomenon for a large class of random variables living in the second Wiener chaos. For an integer $v>0$, we define the class ${ }^{5} \Sigma(v)$ to be the collection of all sequences $\left\{F_{n}=I_{2}\left(f_{n}\right), n \geq 1\right\}$ such that $\operatorname{Var}\left[F_{n}\right]=2 v$ for every $n \geq 1, F_{n} \xrightarrow{d} G(v)$ and verifying the conditions and (i) $N\left(f_{n}\right)=N \in \mathbb{N}$ for every $n \geq 1$ or (ii) $N\left(f_{n}\right) \rightarrow \infty$ and $\vartheta(n) \asymp \omega(n)$ as $n \rightarrow \infty$.
Corollary VI.2.8. Let $\left\{F_{n}: n \geq 1\right\}$ be an element of $\Sigma(v)$. Then,
(i) For every $n \geq 1, d_{\mathrm{W}}\left(F_{n}, G(v)\right) \leq \max (1,2 / v) \phi_{v}(n)$.
(ii) For every $h \in \operatorname{Lip}(1)$, one has that, as $n \rightarrow \infty$

$$
\frac{\mathbb{E}\left[h\left(F_{n}\right)\right]-\mathbb{E}[h(G(v))]}{\phi_{v}(n)} \rightarrow 0 .
$$

[^19]In particular, the rate of convergence associated with the numerical sequence $\left\{\phi_{v}(n): n \geq 1\right\}$ is not strongly optimal for the Wasserstein distance.
Remark VI.2.9. Assuming that the distributional limit theorem for $F_{n}^{(v)}$ conjectured in Remark VI.2.7 (b) for the remaining case $\vartheta(n)=o(\omega(n))$ takes place, our arguments used to prove Corollary VI.2.8 would allow to extend the sub-optimality phenomenon to all sequences $F_{n}$ living in the second Wiener chaos. Indeed, by inspection of our arguments used in the proof of Corollary VI.2.8, the main features determining the sub-optimality phenomenon are the arithmetic condition $\sum_{j=1}^{\nu} \ell_{j}=0$ and the independence of $N_{0}$ from $\left(N_{j}: j \geq 1\right)$ (which is guaranteed thanks to [NP12b, Theorem 3.1]).

## VI.2.1 Further comments and remarks

Whether the phenomenon observed in Corollary VI.2.8 remains valid in the case where $F_{n}$ is an element of the $q$-th Wiener chaos with $q \geq 3$ is a natural question to ask. We formulate it in the following conjecture.

Conjecture VI.2.10. Let $q \geq 3$ be an integer. Let $F_{n}=I_{q}\left(f_{n}\right), f_{n} \in H^{\odot q}$ be a sequence in the $q$-th Wiener chaos such that $\operatorname{Var}\left[F_{n}\right]=2 v$ for every $n \geq 1$ and $F_{n} \xrightarrow{d} G(v)$. Then, for every $h \in \operatorname{Lip}(1)$, one has that, as $n \rightarrow \infty$

$$
\frac{\mathbb{E}\left[h\left(F_{n}\right)\right]-\mathbb{E}[h(G(v))]}{\phi_{v}(n)} \rightarrow 0
$$

Here below, we make some more comments on our findings and Conjecture VI.2.10.
(a) The statement in Conjecture VI.2.10 is quite strong and might sound far-fetched at first reading. Indeed, our proofs on the second Wiener chaos heavily revolve around the tools from Proposition VI.1.8, whose analog in higher-order chaoses is not available. An explicit example in favour of the conjecture within the fourth Wiener chaos is presented in Section VI.2.3.
(b) The content of Corollary VI.2.8 is of different nature compared to Theorem VI.1.6 for Gaussian approximations. Therein, it becomes clear that the numerical sequence given by $\sqrt{\kappa_{4}\left(F_{n}\right)}$ provides strongly optimal rates of convergence as soon as $\alpha$ therein is non zero, that is, $\kappa_{4}\left(F_{n}\right)$ is of the same order as $\kappa_{3}\left(F_{n}\right)$. Our results show that such a phenomenon is absent for Gamma approximations.
(c) In Proposition VI.2.2 we showed that, if $F_{n}$ is an element of the second chaos, then so is $F_{n}^{(v)}$. We point out that this phenomenon fails on higher-order chaoses: indeed, an application of the multiplication formulae for multiple integrals (see (I.1.28)) allows to show that, if $F_{n}=I_{q}\left(f_{n}\right),(q \geq$ 2 ) is such that $\operatorname{Var}\left[F_{n}\right]=2 v$, then (see for instance $[\mathrm{NP} 09 \mathrm{c}]$ )

$$
\begin{array}{r}
2\left(F_{n}+v\right)-\frac{1}{q}\left\|D F_{n}\right\|_{H}^{2}=q(q / 2-1)!\binom{q-1}{q / 2-1}^{2} I_{q}\left(c_{q} f_{n}-f_{n} \widetilde{\otimes}_{q / 2} f_{n}\right) \\
-q \sum_{r=1, r \neq q / 2}^{q-1}(r-1)!\binom{q-1}{r-1}^{2} I_{2 q-2 r}\left(f_{n} \widetilde{\otimes}_{r} f_{n}\right),
\end{array}
$$

where

$$
c_{q}:=\frac{2}{q(q / 2-1)!\binom{q-1}{q / 2-1}^{2}}=\frac{1}{(q / 2)!\binom{q-1}{q / 2-1}^{2}} .
$$

This shows in particular that the random variable $2\left(F_{n}+v\right)-\frac{1}{q}\left\|D F_{n}\right\|_{H}^{2}$ lives in a finite sum of Wiener chaoses. By the isometry property of multiple Wiener integrals, one deduces that

$$
\begin{align*}
\phi_{v}(n)^{2}= & q!q(q / 2-1)!\binom{q-1}{q / 2-1}^{2}\left\|c_{q} f_{n}-f_{n} \widetilde{\otimes}_{q / 2} f_{n}\right\|_{H^{\otimes q}}^{2} \\
& +q \sum_{r=1, r \neq q / 2}^{q-1}(2 q-2 r)!(r-1)!\binom{q-1}{r-1}^{2}\left\|f_{n} \widetilde{\otimes}_{r} f_{n}\right\|_{H^{\otimes(2 q-2 r)}}^{2} \tag{VI.2.8}
\end{align*}
$$

Our findings in Theorems VI.2.5 and VI.2.6 on the second Wiener chaos are therefore of independent interest, as their generalization to higher-order chaoses seems to be a rather demanding task in full generality.
(d) In [AEK20, Theorem 1.3], the authors prove that, whenever $F_{n}=I_{2}\left(f_{n}\right), f_{n} \in H^{\odot 2}$ is such that $\operatorname{Var}\left[F_{n}\right]=2 v$, then there are constants $0<c_{1}<c_{2}<\infty$ such that $c_{1} \mathbf{M}\left(F_{n}\right) \leq d_{2}\left(F_{n}, G(v)\right) \leq$ $c_{2} \mathbf{M}\left(F_{n}\right)$, where $\mathbf{M}\left(F_{n}\right):=\max \left(\left|\kappa_{3}\left(F_{n}\right)-\kappa_{3}(G(v))\right|,\left|\kappa_{4}\left(F_{n}\right)-\kappa_{4}(G(v))\right|\right)$, and $d_{2}$ stands for the 2-Wasserstein distance involving $C^{2}$ test functions with bounded derivatives, showing in particular that the rate of convergence $\mathbf{M}\left(F_{n}\right)$ is optimal for $d_{2}$. We point out that our arguments used in order to prove Theorems VI.2.5 and VI.2.6 are sufficient to directly prove that $\mathbf{M}\left(F_{n}\right)=o\left(\phi_{\nu}(n)\right)$, implying that the rate of convergence associated with $\phi_{\nu}(n)$ is suboptimal for the smooth distance $d_{2}$. We believe that our exposition based on the explicit characterization of the limiting distribution of the random variables $F_{n}^{(\nu)}$ yields a more complete view point on why such a sub-optimality phenomenon occurs.

## VI.2.2 Proofs of main results

## VI.2.2.1 Preliminary results

The following proposition will be of importance for our results: It tells that if a sequence of double Wiener integrals converges in law to a centred Gamma random variable $G(v)$, then necessarily $G(v)$ has the chi-squared distribution with $v$ degrees of freedom. We prove it for completeness.

Proposition VI.2.11. Let $\left\{F_{n}: n \geq 1\right\}$ be a sequence of random variables such that $F_{n}=I_{2}\left(f_{n}\right)$ for some $f_{n} \in H^{\odot 2}$ and $\operatorname{Var}\left[F_{n}\right]=2 v$ for every $n \geq 1$. Fix $v>0$. Then, as $n \rightarrow \infty$, we have that

$$
\left(F_{n} \xrightarrow{d} G(v)\right) \Longleftrightarrow\left(v \in \mathbb{N} \quad \text { and } \quad \lambda_{j}\left(f_{n}\right) \rightarrow \mathbb{1}_{1 \leq j \leq v}, \forall j \geq 1\right)
$$

Proof. Assume first that $F_{n} \xrightarrow{d} G(v)$ for some $v>0$ as $n \rightarrow \infty$. Then, we have that $\kappa_{p}\left(F_{n}\right) \rightarrow \kappa_{p}(G(v))$ for every $p \geq 2$. The cumulants of $G(v)$ can be computed as $\kappa_{1}(G(v))=0$ and $\kappa_{p}(G(v))=2^{p-1}(p-1)!v$, for $p \geq 2$. In particular, by Proposition VI.1.8 (ii), we deduce that $\sum_{j \geq 1} \lambda_{n, j}^{p} \rightarrow v$ for every $p \geq 2$. In view of [NP09a, Theorem 1.2], we moreover have that $\operatorname{Var}\left[\left\|D F_{n}\right\|_{H}-2 F_{n}\right] \rightarrow 0$. This implies that for every $j \geq 1$,

$$
\lambda_{n, j}^{2}\left(\lambda_{n, j}-1\right)^{2} \leq \sum_{j \geq 1} \lambda_{n, j}^{2}\left(\lambda_{n, j}-1\right)^{2}=\frac{1}{8} \operatorname{Var}\left[\left\|D F_{n}\right\|_{H}-2 F_{n}\right] \rightarrow 0
$$

This shows that accumulation points of $\lambda_{n, j}$ are 0 and 1 for every $j \geq 1$. We first consider $\lambda_{n, 1}$. Assume that there is a subsequence $\left\{n_{k}: k \geq 1\right\}$ such that $\lambda_{n_{k}, 1} \rightarrow 0$ as $k \rightarrow \infty$. Then, by the ordering assumption of the eigenvalues (see Definition VI.1.7), we have that

$$
\sum_{j \geq 1} \lambda_{n_{k}, j}^{4} \leq \lambda_{n_{k}, 1}^{2} \sum_{j \geq 1} \lambda_{n_{k}, j}^{2}=\lambda_{n_{k}, 1}^{2} \operatorname{Var}\left[F_{n_{k}}\right] \rightarrow 0
$$

which contradicts the fact that $\kappa_{4}\left(F_{n_{k}}\right) \rightarrow \kappa_{4}(G(v))$. We deduce that $\lambda_{n, 1} \rightarrow 1$, implying in turn that $\sum_{j \geq 2} \lambda_{n, j}^{p} \rightarrow v-1$ for every $p \geq 2$. Repeating this process inductively shows that $v \in \mathbb{N}$ and $\lambda_{n, j} \rightarrow 1$ for every $j=1, \ldots, v$. Therefore, we are left with $\sum_{j \geq v+1} \lambda_{n, j}^{p} \rightarrow 0$ for every $p \geq 2$. In particular, we have for every $j \geq v+1$

$$
\lambda_{n, j}^{2} \leq \sum_{j \geq v+1} \lambda_{n, j}^{2} \rightarrow 0
$$

so that $\lambda_{n, j} \rightarrow 0$ for every $j \geq v+1$, as $n \rightarrow \infty$. Let us now prove the reverse direction: assume that $v \in \mathbb{N}$ and $\lambda_{n, j} \rightarrow \mathbb{1}_{1 \leq j \leq v}$ for every $j \geq 1$, as $n \rightarrow \infty$. Since $v \in \mathbb{N}$, we have that $G(v) \stackrel{d}{=} \sum_{j=1}^{v} H_{2}\left(N_{i}\right)$ where ( $\left.N_{1}, \ldots, N_{v}\right) \sim \mathcal{N}_{v}\left(0, \mathbf{I}_{v}\right)$. In particular, using Proposition VI.1.8 (i) yields that

$$
F_{n}-G(v) \stackrel{d}{=} \sum_{j \geq 1}\left(\lambda_{n, j}-\mathbb{1}_{1 \leq j \leq v}\right) H_{2}\left(N_{j}\right),
$$

so that, the orthogonality relation for Hermite polynomials in Proposition I.1.22 gives

$$
\mathbb{E}\left[\left(F_{n}-G(v)\right)^{2}\right]=2 \sum_{j \geq 1}\left(\lambda_{n, j}-\mathbb{1}_{1 \leq j \leq v}\right)^{2}=2 \sum_{1 \leq j \leq v}\left[\lambda_{n, j}-1\right]^{2}+2 \sum_{j \geq v+1} \lambda_{j}\left(f_{n}\right)^{2} .
$$

The first sum converges to zero by assumption. For the second sum, we write

$$
\sum_{j \geq v+1} \lambda_{n, j}^{2}=\sum_{j \geq 1} \lambda_{n, j}^{2}-\sum_{1 \leq j \leq v} \lambda_{n, j}^{2} \rightarrow v-v=0,
$$

where we used the fact that $\operatorname{Var}\left[F_{n}\right]=2 v$. This shows that $F_{n}$ converges to $G(v)$ in $L^{2}(\mathbb{P})$ and therefore in distribution.

We now prove Proposition VI.2.2.
Proof of Proposition VI.2.2. Since $F_{n}$ is an element of the second Wiener chaos, we have that $\left\langle D F_{n},-D L^{-1} F_{n}\right\rangle_{H}=\frac{1}{2}\left\|D F_{n}\right\|_{H}^{2}$. Writing $F_{n}=I_{2}\left(f_{n}\right)=\sum_{j \geq 1} \lambda_{n, j} I_{2}\left(e_{n, j}^{\otimes 2}\right)$, where $e_{n, j}:=e_{j}\left(f_{n}\right)$ denote the eigenvectors associated with $\lambda_{n, j}$, a direct computation gives

$$
D F_{n}=\sum_{j \geq 1} \lambda_{n, j} D I_{2}\left(e_{n, j}^{\otimes 2}\right)=2 \sum_{j \geq 1} \lambda_{n, j} I_{1}\left(e_{n, j}\right) e_{n, j}
$$

so that

$$
\begin{gathered}
\frac{1}{2}\left\|D F_{n}\right\|_{H}^{2}=2 \sum_{j, k \geq 1} \lambda_{n, j} \lambda_{n, k} I_{1}\left(e_{n, j}\right) I_{1}\left(e_{n, k}\right)\left\langle e_{n, j}, e_{n, k}\right\rangle_{H} \\
\quad=2 \sum_{j \geq 1} \lambda_{n, j}^{2} I_{1}\left(e_{n, j}\right)^{2}=2 \sum_{j \geq 1} \lambda_{n, j}^{2} H_{2}\left(I_{1}\left(e_{n, j}\right)\right)+2 v,
\end{gathered}
$$

where we used the fact that $2 \sum_{j \geq 1} \lambda_{n, j}^{2}=\kappa_{2}\left(F_{n}\right)=\operatorname{Var}\left[F_{n}\right]=2 v$ in view of Proposition VI.1.8. Therefore, we have that

$$
\begin{equation*}
2\left(F_{n}+v\right)-\frac{1}{2}\left\|D F_{n}\right\|_{H}^{2} \stackrel{d}{=} 2 \sum_{j \geq 1}\left[\lambda_{n, j}-\lambda_{n, j}^{2}\right] H_{2}\left(N_{j}\right) . \tag{VI.2.9}
\end{equation*}
$$

Using the orthogonality relation of Hermite polynomials in Proposition I.1.22, it follows that

$$
\phi_{\nu}(n)=\mathbb{E}\left[\left(2\left(F_{n}+v\right)-\frac{1}{2}\left\|D F_{n}\right\|_{H}^{2}\right)^{2}\right]=8 \sum_{j \geq 1}\left[\lambda_{n, j}-\lambda_{n, j}^{2}\right]^{2}
$$

Dividing the R.H.S in (VI.2.9) by the expression of $\phi_{\nu}(n)$ then yields the desired conclusion.

## VI.2.2.2 Proofs of Theorem and VI.2.5 and Theorem VI.2.6

Proof of Theorem VI.2.5. Since $F_{n} \xrightarrow{d} G(v)$ as $n \rightarrow \infty$, it follows from Proposition VI.2.11 that $v \in$ $\{1, \ldots, N\}$ is an integer and $\lambda_{n, j} \rightarrow 1$ for every $j=1, \ldots, v$ and $\lambda_{n, j} \rightarrow 0$ for every $j=v+1, \ldots, N$. Since $\operatorname{Var}\left[F_{n}^{(v)}\right]=1$ for every $n \geq 1$, the sequence $\left\{F_{n}^{(v)}: n \geq 1\right\}$ is tight and thus there exists a subsequence $\left\{n_{k}: k \geq 1\right\}$ and a random variable $F_{\infty}^{(\nu)}$ such that $F_{n_{k}}^{(\nu)} \xrightarrow{d} F_{\infty}^{(\nu)}$ as $k \rightarrow \infty$. Without loss of generality and for notational reasons, we will assume that $F_{n}^{(\nu)} \xrightarrow{d} F_{\infty}^{(\nu)}$ as $n \rightarrow \infty$. For $j=1, \ldots, N$, we write $\ell_{j}:=\lim _{n \rightarrow \infty} \widetilde{\lambda}_{n, j}$, where $\widetilde{\lambda}_{n, j}$ is as in (VI.2.5) and where the series over $j \geq 1$ is replaced with a finite sum over $j=1, \ldots, N$. We now show that $F_{n}^{(\nu)}$ converges to $F_{\infty}^{(\nu)} \stackrel{d}{=} \sum_{j=1}^{N} \ell_{j} H_{2}\left(N_{j}\right)$ in $L^{2}(\mathbb{P})$ as $n \rightarrow \infty$. Indeed, we have that

$$
\mathbb{E}\left[\left(F_{n}^{(\nu)}-F_{\infty}^{(\nu)}\right)^{2}\right]=\mathbb{E}\left[\left(\sum_{i, j=1}^{N}\left(\tilde{\lambda}_{n, i}-\ell_{i}\right)\left(\tilde{\lambda}_{n, j}-\ell_{j}\right) H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right)\right)\right]=2 \sum_{j=1}^{N}\left(\tilde{\lambda}_{n, j}-\ell_{j}\right)^{2}
$$

which converges to zero by definition of $\ell_{j}$. It remains to show that $\sum_{j=1}^{v} \ell_{j}=0$. In view of Proposition VI.2.11, the assumption that $F_{n} \xrightarrow{d} G(v)$ implies that both $\omega(n)$ and $\vartheta(n)$ in (VI.2.6) converge to zero as $n \rightarrow \infty$. In order to prove the claim, we distinguish two cases: (i) $v \in\{2, \ldots, N-1\}$ and (ii) $v=1$. We start with the case (i). For notational convenience, we assume that $\omega(n)=\left|1-\lambda_{n, 1}\right|$. The arguments work similarly if $\omega(n)=\left|1-\lambda_{n, k}\right|$ for some $k=2, \ldots, N$. In view of Remark VI.2.7 (a), it suffices to treat the two cases $\vartheta(n)=o(\omega(n))$ and $\vartheta(n) \asymp \omega(n)$. In the case $\vartheta(n)=o(\omega(n))$, we write

$$
\left|\sum_{j=1}^{v} \tilde{\lambda}_{n, j}\right|=\frac{1}{\sqrt{2}}\left|\frac{1+\sum_{j=2}^{v} \frac{\lambda_{n, j}\left(1-\lambda_{n, j}\right)}{\lambda_{n, 1}\left(1-\lambda_{n, 1}\right)}}{\sqrt{1+\sum_{k=2}^{v} \frac{\lambda_{n, k}^{2}\left(1-\lambda_{n, k}\right)^{2}}{\lambda_{n, 1}^{2}\left(1-\lambda_{n, 1}\right)^{2}}+\sum_{k=v+1}^{N} \frac{\lambda_{n, k}^{2}\left(1-\lambda_{n, k}\right)^{2}}{\lambda_{n, 1}^{2}\left(1-\lambda_{n, 1}\right)^{2}}}}\right| \leq \frac{1}{\sqrt{2}}\left|1+\sum_{j=2}^{v} \frac{\lambda_{n, j}\left(1-\lambda_{n, j}\right)}{\lambda_{n, 1}\left(1-\lambda_{n, 1}\right)}\right| .
$$

Using the fact that $\lambda_{n, 1} \rightarrow 1$ as $n \rightarrow \infty$, we have that

$$
\begin{aligned}
1+\sum_{j=2}^{v} \frac{\lambda_{n, j}\left(1-\lambda_{n, j}\right)}{\lambda_{n, 1}\left(1-\lambda_{n, 1}\right)} & \approx 1+\sum_{j=2}^{v} \frac{\left(1-\lambda_{n, j}\right)}{\left(1-\lambda_{n, 1}\right)} \sim 1+\frac{1}{2} \frac{1}{1-\lambda_{n, 1}} \sum_{j=2}^{v}\left(1-\lambda_{n, j}^{2}\right) \\
& =1+\frac{1}{2} \frac{1}{1-\lambda_{n, 1}}\left(v-1-\sum_{j=2}^{v} \lambda_{n, j}^{2}\right)=1+\frac{1}{2} \frac{\lambda_{n, 1}^{2}-1+\sum_{j=v+1}^{N} \lambda_{n, j}^{2}}{1-\lambda_{n, 1}}
\end{aligned}
$$

Now, we observe that, in view of the asymptotic assumption $\vartheta(n)=o(\omega(n))$ and the triangle inequality,

$$
\left|\frac{\lambda_{n, 1}^{2}-1+\sum_{j=\gamma+1}^{N} \lambda_{n, j}^{2}}{1-\lambda_{n, 1}}+2\right| \leq\left|\frac{\lambda_{n, 1}^{2}-1}{1-\lambda_{n, 1}}+2\right|+\frac{\vartheta(n)}{\omega(n)} \rightarrow 0
$$

This shows that $\sum_{j=1}^{v} \ell_{j}=0$. In the case where $\vartheta(n) \asymp \omega(n)$, we write

$$
\left|\sum_{j=1}^{v} \tilde{\lambda}_{n, j}\right| \leq \frac{1}{\sqrt{2}}\left|\frac{1+\sum_{j=2}^{v} \frac{\lambda_{n, j}\left(1-\lambda_{n, j}\right)}{\lambda_{n, 1}\left(1-\lambda_{n, 1}\right)}}{\sqrt{1+\sum_{k=v+1}^{N} \frac{\lambda_{n, k}^{2}\left(1-\lambda_{n, k}\right)^{2}}{\lambda_{n, 1}^{2}\left(1-\lambda_{n, 1}\right)^{2}}}}\right|
$$

Reasoning similarly as above and exploiting the asymptotic assumption $\vartheta(n) \asymp \omega(n)$, shows that the numerator of the R.H.S is asymptotically bounded by $\vartheta(n) / \omega(n) \leq 2 v$ (see also Remark VI.2.4 (c)).

Therefore in order to conclude, it suffices to show that the denominator diverges to infinity as $n \rightarrow \infty$. Using that $\lambda_{n, 1} \rightarrow 1$ and $\lambda_{n, k} \rightarrow 0$ for every $k=v+1, \ldots, N$, yields that, as $n \rightarrow \infty$

$$
\begin{equation*}
\sum_{k=v+1}^{N} \frac{\lambda_{n, k}^{2}\left(1-\lambda_{n, k}\right)^{2}}{\lambda_{n, 1}^{2}\left(1-\lambda_{n, 1}\right)^{2}} \approx \sum_{k=v+1}^{N} \frac{\lambda_{n, k}^{2}}{\left(1-\lambda_{n, 1}\right)^{2}}=\frac{1}{\left|1-\lambda_{n, 1}\right|} \times \frac{\vartheta(n)}{\omega(n)} \rightarrow+\infty \tag{VI.2.10}
\end{equation*}
$$

since $\vartheta(n) \asymp \omega(n)$, which suffices. The remaining case (ii) where $v=1$ can be dealt with similarly.
Proof of Theorem VI.2.6. As in the beginning of the proof of Theorem VI.2.5, we assume that $F_{n}^{(\nu)} \xrightarrow{d}$ $F_{\infty}^{(\nu)}$ as $n \rightarrow \infty$ for some random variable $F_{\infty}^{(\nu)}$. Since for every $n \geq 1, F_{n}^{(\nu)}$ is an element of the second Wiener chaos, in order to show that $F_{n}^{(\nu)} \xrightarrow{d} N_{0}$, it suffices to show that $\kappa_{4}\left(F_{n}^{(\nu)}\right) \rightarrow 0$ as $n \rightarrow \infty$ in view of Theorem I.1.30. Using the explicit form of $F_{n}^{(\nu)}$ in (VI.2.4) together with formula (VI.1.10) with $p=4$, we have that

$$
\begin{aligned}
& \kappa_{4}\left(F_{n}^{(\nu)}\right)=48 \sum_{j \geq 1} \widetilde{\lambda}_{n, j}^{4}=12 \frac{\sum_{j \geq 1} \lambda_{n, j}^{4}\left(1-\lambda_{n, j}\right)^{4}}{\left(\sum_{j \geq 1} \lambda_{n, j}^{2}\left(1-\lambda_{n, j}\right)^{2}\right)^{2}} \\
& =12 \frac{\sum_{j=1}^{v} \lambda_{n, j}^{4}\left(1-\lambda_{n, j}\right)^{4}}{\left(\sum_{j \geq 1} \lambda_{n, j}^{2}\left(1-\lambda_{n, j}\right)^{2}\right)^{2}}+12 \frac{\sum_{j \geq v+1} \lambda_{n, j}^{4}\left(1-\lambda_{n, j}\right)^{4}}{\left(\sum_{j \geq 1} \lambda_{n, j}^{2}\left(1-\lambda_{n, j}\right)^{2}\right)^{2}}=: 12[a(n)+b(n)] .
\end{aligned}
$$

We show that $a(n)$ and $b(n)$ both converge to zero as $n \rightarrow \infty$. Without loss of generality, we assume that $\omega(n)=\left|1-\lambda_{n, 1}\right|$. For $a(n)$, we have that

$$
a(n)=\frac{\sum_{j=1}^{v} \lambda_{n, j}^{4}\left(1-\lambda_{n, j}\right)^{4}}{\left(\sum_{j \geq 1} \lambda_{n, j}^{2}\left(1-\lambda_{n, j}\right)^{2}\right)^{2}} \leq \frac{1+\sum_{j=2}^{v} \frac{\lambda_{n, j}^{4}}{\lambda_{n, 1}} \frac{\left(1-\lambda_{n, j}\right)^{4}}{\left(1-\lambda_{n, 1}\right)^{4}}}{\left(1+\sum_{j \geq v+1} \frac{\lambda_{n, j}^{2}}{\lambda_{n, 1}^{2}} \frac{\left(1-\lambda_{n, j}\right)^{2}}{\left.1-\lambda_{n, 1}\right)^{2}}\right)^{2}}
$$

For the numerator in the R.H.S, we use that $\lambda_{n, j}^{4} \leq \lambda_{n, 1}^{4}$ for $j=2, \ldots, v$ and $\left(1-\lambda_{n, j}\right)^{4} \leq \omega(n)^{4}=$ $\left(1-\lambda_{n, 1}\right)^{4}$, to obtain that

$$
1+\sum_{j=2}^{v} \frac{\lambda_{n, j}^{4}}{\lambda_{n, 1}^{4}} \frac{\left(1-\lambda_{n, j}\right)^{4}}{\left(1-\lambda_{n, 1}\right)^{4}} \leq 1+(v-1) \frac{\omega(n)^{4}}{\left(1-\lambda_{n, 1}\right)^{4}}=v
$$

For the denominator, we have for every integer $N \geq v+1$

$$
\sum_{j \geq v+1} \frac{\lambda_{n, j}^{2}}{\lambda_{n, 1}^{2}} \frac{\left(1-\lambda_{n, j}\right)^{2}}{\left(1-\lambda_{n, 1}\right)^{2}} \geq \sum_{j=v+1}^{N} \frac{\lambda_{n, j}^{2}}{\lambda_{n, 1}^{2}} \frac{\left(1-\lambda_{n, j}\right)^{2}}{\left(1-\lambda_{n, 1}\right)^{2}} \rightarrow \infty
$$

as $n \rightarrow \infty$ in view of the finite-rank case obtained in (VI.2.10) and the asymptotic relation $\vartheta(n) \asymp \omega(n)$. This shows that $a(n) \rightarrow 0$ as $n \rightarrow \infty$. For $b(n)$, we write

$$
b(n)=\frac{\sum_{j \geq v+1} \lambda_{n, j}^{4}\left(1-\lambda_{n, j}\right)^{4}}{\left(\sum_{j \geq 1} \lambda_{n, j}^{2}\left(1-\lambda_{n, j}\right)^{2}\right)^{2}} \leq \frac{\left(1-\lambda_{n, 1}\right)^{4}}{\lambda_{n, 1}^{4}\left(1-\lambda_{n, 1}\right)^{4}} \frac{\sum_{j \geq v+2} \lambda_{n, j}^{4}}{\left(1+\sum_{j \geq v+2} \frac{\lambda_{n, j}^{2}}{\lambda_{n, 1}^{2}} \frac{\left(1-\lambda_{n, j}\right)^{2}}{\left(1-\lambda_{n, 1}\right)^{2}}\right)^{2}} \leq \frac{1}{\lambda_{n, 1}^{4}} \sum_{j \geq v+2} \lambda_{n, j}^{4}
$$

which converges to zero as $n \rightarrow \infty$, thanks to Proposition VI.1.8. This proves that $\kappa_{4}\left(F_{n}^{(\nu)}\right) \rightarrow 0$ as $n \rightarrow \infty$ and thus $F_{n}^{(\nu)}$ converges in distribution to a standard Gaussian random variable $N_{0}$. The fact that $N_{0}$ is independent of $\left(N_{j}: j \geq 1\right)$ directly follows from the characterization of limiting distributions within the second chaos (see [NP12b, Theorem 3.1] and also Remark VI.2.7 (a)).

## VI.2.2.3 Proof of Corollary VI.2.8

Proof of Corollary VI.2.8. Part (i) is exactly (VI.1.8) proven in [DP18]. We prove part (ii). Denote by $F_{\infty}^{(\nu)}$ the limiting distribution of $F_{n}^{(\nu)}$. The desired conclusion follows the following two facts:

$$
(\mathbf{I}):\left(F_{n}, F_{n}^{(v)}\right) \xrightarrow{d}\left(G(v), F_{\infty}^{(v)}\right), \quad n \rightarrow \infty, \quad(\mathbf{I I}): \mathbb{E}\left[f_{h}^{\prime}(G(v)) F_{\infty}^{(v)}\right]=0 .
$$

Indeed, assume that (I) and (II) hold. Then, since $f_{h}^{\prime}$ is bounded and $F_{n}^{(\nu)}$ has variance 1 , we have that the sequence $\left\{f_{h}^{\prime}\left(F_{n}\right) F_{n}^{(v)}: n \geq 1\right\}$ is uniformly integrable, so that $\mathbb{E}\left[f_{h}^{\prime}\left(F_{n}\right) F_{n}^{(v)}\right] \rightarrow \mathbb{E}\left[f_{h}^{\prime}(G(v)) F_{\infty}^{(v)}\right]$ as $n \rightarrow \infty$, in view of (I). Combining the Stein equation (VI.1.5) and the integration by part formula (I.1.31), one therefore obtains that for every function $h: \mathbb{R} \rightarrow \mathbb{R}$,

$$
\begin{aligned}
\frac{\mathbb{E}\left[h\left(F_{n}\right)\right]-\mathbb{E}[h(G(v))]}{\phi_{v}(n)} & =\mathbb{E}\left[f_{h}^{\prime}\left(F_{n}\right) \cdot \frac{2\left(F_{n}+v\right)-\left\langle D F_{n},-D L^{-1} F_{n}\right\rangle_{H}}{\phi_{v}(n)}\right] \\
& =\mathbb{E}\left[f_{h}^{\prime}\left(F_{n}\right) F_{n}^{(v)}\right] \rightarrow \mathbb{E}\left[f_{h}^{\prime}(G(v)) F_{\infty}^{(v)}\right]=0
\end{aligned}
$$

by (II). We now prove that (I) and (II) hold in the cases of finite and infinite rank. If $N\left(f_{n}\right)=N<\infty$ for every $n \geq 1$, we have $F_{\infty}^{(v)} \stackrel{d}{=} \sum_{j=1}^{N} \ell_{j} H_{2}\left(N_{j}\right)$ with $\sum_{j=1}^{v} \ell_{j}=0$, in view of Theorem VI.2.5. Thus, for every $s, t \in \mathbb{R}$, using dominated convergence together with the fact that $\lambda_{n, j} \rightarrow \mathbb{1}_{1 \leq j \leq v}$ and $\widetilde{\lambda}_{n, j} \rightarrow \ell_{j}$, for $j=1, \ldots, N$, shows that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \mathbb{E}\left[e^{i\left(t F_{n}+s F_{n}^{(v)}\right)}\right]=\lim _{n \rightarrow \infty} \mathbb{E}\left[\exp \left\{i \sum_{j=1}^{N}\left(t \lambda_{n, j}+s \tilde{\lambda}_{n, j}\right) H_{2}\left(N_{j}\right)\right\}\right] \\
& =\mathbb{E}\left[\exp \left\{i t \sum_{j=1}^{v} H_{2}\left(N_{j}\right)+i s \sum_{j=1}^{N} \ell_{j} H_{2}\left(N_{j}\right)\right\}\right]=\mathbb{E}\left[e^{i\left(t G(v)+s F_{\infty}^{(\nu)}\right)}\right],
\end{aligned}
$$

which implies the desired conclusion. Let us now deal with the case of infinite rank and assume that $\vartheta(n) \asymp \omega(n)$, as $n \rightarrow \infty$. In view of Theorem VI.2.6, we have that $F_{\infty}^{(v)} \stackrel{d}{=} N_{0} \sim \mathcal{N}(0,1)$, where $N_{0}$ is independent of ( $N_{j}: j \geq 1$ ). We can use [NR14, Theorem 4.7] (in the case $r=s=1$ ), according to which it is sufficient to prove that $\mathbb{E}\left[F_{n} F_{n}^{(v)}\right] \rightarrow 0$ as $n \rightarrow \infty$. After straightforward simplifications based on the explicit forms of $F_{n}$ and $F_{n}^{(v)}$, one has that

$$
\mathbb{E}\left[F_{n} F_{n}^{(v)}\right]=\sqrt{2} \frac{\sum_{j=1}^{v} \lambda_{n, j}^{2}\left(1-\lambda_{n, j}\right)+\sum_{j \geq v+1} \lambda_{n, j}^{2}\left(1-\lambda_{n, j}\right)}{\sqrt{\sum_{j \geq 1} \lambda_{n, j}^{2}\left(1-\lambda_{n, j}\right)^{2}}}=: \sqrt{2}[a(n)+b(n)]
$$

We prove that both $a(n)$ and $b(n)$ converge to zero as $n \rightarrow \infty$. This can be achieved by the same techniques used in Theorem VI.2.6 for proving that $\kappa_{4}\left(F_{n}^{(\nu)}\right) \rightarrow 0$, as well as exploiting the asymptotic assumption $\vartheta(n) \asymp \omega(n)$. We omit the details. We thus conclude that $(\mathbf{I})$ holds. Let us now prove the validity of (II). If the finite rank case, we have that $F_{\infty}^{(v)} \stackrel{d}{=} \sum_{j=1}^{N} \ell_{j} H_{2}\left(N_{j}\right)$ with $\sum_{j=1}^{v} \ell_{j}=0$, so that

$$
\begin{gathered}
\mathbb{E}\left[f_{h}^{\prime}(G(v)) F_{\infty}^{(v)}\right]=\sum_{j=1}^{N} \ell_{j} \mathbb{E}\left[f_{h}^{\prime}\left(\sum_{i=1}^{v} H_{2}\left(N_{i}\right)\right) H_{2}\left(N_{j}\right)\right]=\sum_{j=1}^{v} \ell_{j} \mathbb{E}\left[f_{h}^{\prime}\left(\sum_{i=1}^{v} H_{2}\left(N_{i}\right)\right) H_{2}\left(N_{j}\right)\right] \\
=\mathbb{E}\left[f_{h}^{\prime}\left(\sum_{i=1}^{v} H_{2}\left(N_{i}\right)\right) H_{2}\left(N_{1}\right)\right] \sum_{j=1}^{v} \ell_{j}=0
\end{gathered}
$$

where we used the fact that $N_{1}, \ldots, N_{v}$ are i.i.d $\mathcal{N}(0,1)$ and $\sum_{j=1}^{v} \ell_{j}=0$. This implies that $\mathbb{E}\left[f_{h}^{\prime}(G(v)) F_{\infty}^{(v)}\right]=0$, since by Cauchy-Schwarz and (VI.1.7),

$$
\mathbb{E}\left[f_{h}^{\prime}\left(\sum_{i=1}^{v} H_{2}\left(N_{i}\right)\right) H_{2}\left(N_{1}\right)\right] \leq \sqrt{\max (1,2 / v)} \sqrt{\mathbb{E}\left[H_{2}\left(N_{1}\right)^{2}\right]}<\infty .
$$

In the case of infinite rank and the assumption $\vartheta(n) \asymp \omega(n)$, we have $F_{\infty}^{(v)} \stackrel{d}{=} N_{0}$ where $N_{0} \sim \mathcal{N}(0,1)$ is independent of $\left(N_{j}: j \geq 1\right)$, so that $\mathbb{E}\left[f_{h}^{\prime}(G(v)) N_{0}\right]=\mathbb{E}\left[f_{h}^{\prime}(G(v))\right] \mathbb{E}\left[N_{0}\right]=0$, which suffices.

## VI.2.3 Suboptimal rates of convergence on the fourth Wiener chaos: an example

In this section, we provide a concrete example of a sequence in the fourth Wiener chaos (obtained by squaring elements of the second Wiener chaos) for which the sequence $\left\{\phi_{\nu}(n): n \geq 1\right\}$ in (VI.2.1) leads to non-strongly optimal bounds (see also Conjecture VI.2.10).

Let $H$ be a separable Hilbert space with orthonormal system ( $e_{i}: i \geq 1$ ) and consider a sequence of i.i.d standard Gaussian random variables $\left\{N_{i}=I_{1}\left(e_{i}\right): i \geq 1\right\}$ defined on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Define the random variable

$$
\begin{equation*}
G_{n}:=\frac{1}{\sqrt{2 n}} \sum_{i \in[n]} H_{2}\left(N_{i}\right)=I_{2}\left(\frac{1}{\sqrt{2 n}} \sum_{i \in[n]} e_{i} \otimes e_{i}\right)=: I_{2}\left(g_{n}\right) \tag{VI.2.11}
\end{equation*}
$$

where, as usual, $[n]:=\{1, \ldots, n\}$. By the classical Central Limit Theorem, we have that $G_{n} \xrightarrow{d} \mathcal{N}(0,1)$ as $n \rightarrow \infty$. Squaring $G_{n}$ and using the identity $H_{2}(x)^{2}=H_{4}(x)+4 H_{2}(x)+2$, gives

$$
\begin{aligned}
F_{n} & :=G_{n}^{2}-1=\frac{1}{2 n} \sum_{i, j \in[n]} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right)-1 \\
& =\frac{1}{2 n} \sum_{i \in[n]} H_{4}\left(N_{i}\right)+\frac{1}{2 n} \sum_{i \neq j \in[n]} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right)+\frac{4}{2 n} \sum_{i \in[n]} H_{2}\left(N_{i}\right) \\
& =: \Pi_{4}\left(F_{n}\right)+\Pi_{2}\left(F_{n}\right)=I_{4}\left(g_{n} \widetilde{\otimes} g_{n}\right)+4 I_{2}\left(g_{n} \widetilde{\otimes}_{1} g_{n}\right),
\end{aligned}
$$

where $\Pi_{k}(\bullet)$ stands for the projection on the $k$-th Wiener chaos. In view of the Fourth Moment Theorem I.1.30 applied to $G_{n}$, we have that $\left\|g_{n} \widetilde{\otimes}_{1} g_{n}\right\|_{H^{\ominus 2}}^{2} \rightarrow 0$ as $n \rightarrow \infty$, implying that

$$
\mathbb{E}\left[\left(F_{n}-\Pi_{4}\left(F_{n}\right)\right)^{2}\right]=32\left\|g_{n} \widetilde{\otimes}_{1} g_{n}\right\|_{H^{\otimes 2}}^{2} \rightarrow 0
$$

that is, $F_{n}$ is dominated by its projection on the fourth Wiener chaos. In view of this, we set

$$
\begin{equation*}
\widetilde{F_{n}}:=\frac{\sqrt{2}}{\sqrt{\operatorname{Var}\left[\Pi_{4}\left(F_{n}\right)\right]}} \Pi_{4}\left(F_{n}\right)=\frac{\sqrt{2}}{\sqrt{\operatorname{Var}\left[\Pi_{4}\left(F_{n}\right)\right]}} I_{4}\left(g_{n} \widetilde{\otimes} g_{n}\right), \tag{VI.2.12}
\end{equation*}
$$

so that $\widetilde{F_{n}}$ satisfies $\mathbb{E}\left[\widetilde{F_{n}}\right]=0, \operatorname{Var}\left[\widetilde{F_{n}}\right]=2$, and $\widetilde{F_{n}} \xrightarrow{d} G(1)$, where $G(1)$ denotes a centred chi-square with one degree of freedom. Let $v_{n}:=\operatorname{Var}\left[\Pi_{4}\left(F_{n}\right)\right] \rightarrow 2$. We compute the limiting distribution of the random variable

$$
\begin{equation*}
{\widetilde{F_{n}}}^{(1)}:=\frac{2\left(\widetilde{F_{n}}+1\right)-4^{-1}\left\|D \widetilde{F_{n}}\right\|_{H}^{2}}{\phi_{1}(n)}, \tag{VI.2.13}
\end{equation*}
$$

where $\phi_{1}(n):=\sqrt{\operatorname{Var}\left[2\left(\widetilde{F_{n}}+1\right)-4^{-1}\left\|D \widetilde{F_{n}}\right\|_{H}^{2}\right]}$.
The following theorem characterizes the asymptotic joint law of the vector $\left(\widetilde{F_{n}},{\widetilde{F_{n}}}^{(1)}\right)$, and in particular shows that the rate of convergence $\phi_{1}(n)$ is not strongly optimal.

Theorem VI.2.12. Let $\widetilde{F_{n}}$ and ${\widetilde{F_{n}}}^{(1)}$ be as in (VI.2.12) and (VI.2.13), respectively. As $n \rightarrow \infty$,

$$
\left(\widetilde{F_{n}},{\widetilde{F_{n}}}^{(1)}\right) \xrightarrow{d}\left(Z^{2}-1,-\frac{2 \sqrt{2}}{\sqrt{120}} Z^{3}\right)
$$

where $Z \sim \mathcal{N}(0,1)$. In particular, for every $h \in \operatorname{Lip}(1)$, we have that, as $n \rightarrow \infty$,

$$
\frac{\mathbb{E}\left[h\left(\widetilde{F_{n}}\right)\right]-\mathbb{E}[h(G(1))]}{\phi_{1}(n)} \rightarrow 0
$$

## VI.2.3.1 Proof of Theorem VI.2.12

The following lemma provides asymptotics for $\phi_{1}(n)$.
Lemma VI.2.13. As $n \rightarrow \infty$, we have that $\phi_{1}(n) \sim c_{1} n^{-1 / 2}$ for some absolute constant $c_{1}>0$.
Proof. By definition of $\widetilde{F_{n}}$ in (VI.2.12) and (VI.2.8), it follows that $\phi_{1}(n)$ is a linear combination of the contraction norms $\left\|\frac{1}{18} f_{n}-f_{n} \widetilde{\otimes}_{2} f_{n}\right\|_{H^{\otimes 4},}\left\|f_{n} \widetilde{\otimes}_{1} f_{n}\right\|_{H^{\otimes 6}}$ and $\left\|f_{n} \widetilde{\otimes}_{3} f_{n}\right\|_{H^{\otimes 2}}$, where $f_{n}:=g_{n} \widetilde{\otimes} g_{n}$ and $g_{n}$ is as in (VI.2.11). A standard computation shows that

$$
\begin{array}{r}
f_{n}=g_{n} \widetilde{\otimes} g_{n}=\frac{1}{2 n} \sum_{i, j \in[n]}\left[\left(e_{i} \otimes e_{i} \otimes e_{j} \otimes e_{j}\right)+\left(e_{i} \otimes e_{j} \otimes e_{i} \otimes e_{j}\right)+\left(e_{i} \otimes e_{j} \otimes e_{j} \otimes e_{i}\right)\right. \\
\left.+\left(e_{j} \otimes e_{j} \otimes e_{i} \otimes e_{i}\right)+\left(e_{j} \otimes e_{i} \otimes e_{j} \otimes e_{i}\right)+\left(e_{j} \otimes e_{i} \otimes e_{i} \otimes e_{j}\right)\right]
\end{array}
$$

We now compute $\left\|f_{n} \widetilde{\otimes}_{1} f_{n}\right\|_{H^{\otimes 6}}^{2}$. By the above, it follows that $f_{n} \otimes_{1} f_{n}$ is a finite sum of terms of the type

$$
\frac{1}{4 n^{2}} \sum_{i, j, l, k}\left(e_{i} \otimes e_{i} \otimes e_{j} \otimes e_{j}\right) \otimes_{1}\left(e_{l} \otimes e_{l} \otimes e_{k} \otimes e_{k}\right)=\frac{1}{4 n^{2}} \sum_{i, j, k}\left(e_{i} \otimes e_{j} \otimes e_{j} \otimes e_{i} \otimes e_{k} \otimes e_{k}\right)
$$

Therefore, $\left\|f_{n} \widetilde{\otimes}_{1} f_{n}\right\|_{H^{\otimes 6}}^{2}=\left\langle f_{n} \otimes_{1} f_{n}, f_{n} \widetilde{\otimes}_{1} f_{n}\right\rangle_{H^{\otimes 6}}$ is a finite sum of terms of the type

$$
\begin{aligned}
& \frac{1}{16 n^{4}} \sum_{i, j, k} \sum_{r, s, t}\left\langle e_{i} \otimes e_{j} \otimes e_{j} \otimes e_{i} \otimes e_{k} \otimes e_{k}, e_{r} \otimes e_{s} \otimes e_{s} \otimes e_{r} \otimes e_{t} \otimes e_{t}\right\rangle_{H^{\otimes 6}} \\
& +\left\langle e_{i} \otimes e_{j} \otimes e_{j} \otimes e_{i} \otimes e_{k} \otimes e_{k}, e_{r} \otimes e_{r} \otimes e_{s} \otimes e_{s} \otimes e_{t} \otimes e_{t}\right\rangle_{H^{\otimes 6}} \\
& +\left\langle e_{i} \otimes e_{j} \otimes e_{j} \otimes e_{i} \otimes e_{k} \otimes e_{k}, e_{t} \otimes e_{s} \otimes e_{r} \otimes e_{r} \otimes e_{s} \otimes e_{t}\right\rangle_{H^{\otimes 6}} \\
& =c_{1} n^{-1}+c_{2} n^{-2}+c_{3} n^{-3} \sim c_{1} n^{-1},
\end{aligned}
$$

where $c_{1}, c_{2}, c_{3}$ are absolute constants. This shows that $\left\|f_{n} \widetilde{\otimes}_{1} f_{n}\right\|_{H^{\otimes 6}}^{2}=\left\|f_{n} \widetilde{\otimes}_{3} f_{n}\right\|_{H^{\otimes 2}}^{2} \sim c_{1} n^{-1}$. The proof showing that $\left\|\frac{1}{18} f_{n}-f_{n} \widetilde{\otimes}_{2} f_{n}\right\|_{H^{\otimes 4}}^{2}=O\left(n^{-1}\right)$ is obtained similarly by writing $\left\|\frac{1}{18} f_{n}-f_{n} \widetilde{\otimes}_{2} f_{n}\right\|_{H^{\otimes 4}}^{2}=$ $\left\|f_{n} \widetilde{\otimes}_{2} f_{n}\right\|_{H^{\otimes 4}}^{2}-2 / 18\left\langle f_{n}, f_{n} \widetilde{\otimes}_{2} f_{n}\right\rangle_{H^{\otimes 4}}+(1 / 18)^{2}\left\|f_{n}\right\|_{H^{\otimes 4}}^{2}$.

We are now in the position to prove Theorem VI.2.12.
Proof of Theorem VI.2.12. Exploiting the chain rule of the Malliavin derivative (I.1.23) as well as the identity $H_{2}(x) H_{1}(x)=H_{3}(x)+2 H_{1}(x)$, we compute

$$
\begin{aligned}
D \widetilde{F_{n}} & =\frac{\sqrt{2}}{\sqrt{v_{n}}} D \Pi_{4}\left(F_{n}\right)=\frac{\sqrt{2}}{\sqrt{v_{n}}} D\left\{\frac{1}{2 n} \sum_{i \in[n]} H_{4}\left(N_{i}\right)+\frac{1}{2 n} \sum_{i \neq j \in[n]} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right)\right\} \\
& =\frac{\sqrt{2}}{\sqrt{v_{n}}} \frac{4}{2 n} \sum_{i \in[n]} H_{3}\left(N_{i}\right) e_{i}+\frac{\sqrt{2}}{\sqrt{v_{n}}} \frac{4}{2 n} \sum_{i \neq j \in[n]} N_{i} e_{i} H_{2}\left(N_{j}\right)=: \frac{\sqrt{2}}{\sqrt{v_{n}}}(A(n)+B(n)),
\end{aligned}
$$

where

$$
A(n):=\frac{4}{2 n} \sum_{i \in[n]} H_{3}\left(N_{i}\right) e_{i}, \quad B(n):=\frac{4}{2 n} \sum_{i \neq j \in[n]} N_{i} e_{i} H_{2}\left(N_{j}\right) .
$$

Therefore, we have that $4^{-1}\left\|D \widetilde{F}_{n}\right\|_{H}^{2}=\frac{2}{4 v_{n}}\langle A(n)+B(n), A(n)+B(n)\rangle_{H}$. Elementary computations based on expressing products of Hermite polynomials in the basis of Hermite polynomials, yield the following identities (after simplifications)

$$
\begin{aligned}
\langle A(n), A(n)\rangle_{H}= & \frac{4}{n^{2}} \sum_{i \in[n]} H_{6}\left(N_{i}\right)+\frac{36}{n^{2}} \sum_{i \in[n]} H_{4}\left(N_{i}\right)+\frac{72}{n^{2}} \sum_{i \in[n]} H_{2}\left(N_{i}\right)+\frac{24}{n} \\
\langle A(n), B(n)\rangle_{H}= & \frac{4}{n^{2}} \sum_{i \neq j} H_{2}\left(N_{j}\right) H_{4}\left(N_{i}\right)+\frac{12}{n^{2}} \sum_{i \neq j} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right) \\
\langle B(n), B(n)\rangle_{H}= & \frac{4}{n^{2}} \sum_{i \neq j} H_{4}\left(N_{i}\right) H_{2}\left(N_{j}\right)+\frac{16}{n^{2}} \sum_{i \neq j} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right)+\frac{4}{n^{2}} \sum_{i \neq j \neq l} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right) H_{2}\left(N_{l}\right) \\
& +4 \frac{n-1}{n^{2}} \sum_{i \in[n]} H_{4}\left(N_{i}\right)+\frac{24(n-1)}{n^{2}} \sum_{i \in[n]} H_{2}\left(N_{i}\right)+\frac{8 n(n-1)}{n^{2}} \\
& +4 \frac{n-2}{n^{2}} \sum_{i \neq j} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right) .
\end{aligned}
$$

In view of (VI.2.13) and the fact that, by Lemma VI.2.13, $\phi_{1}(n) \sim c_{1} n^{-1 / 2}$, we have

$$
\sqrt{n}\left[2\left(\widetilde{F_{n}}+1\right)\right]=\frac{\sqrt{2}}{\sqrt{v_{n}}} \frac{1}{\sqrt{n}} \sum_{i \in[n]} H_{4}\left(N_{i}\right)+\frac{\sqrt{2}}{\sqrt{v_{n}}} \frac{1}{\sqrt{n}} \sum_{i \neq j} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right)+2 \sqrt{n} .
$$

Using orthogonality relations of Hermite polynomials, it is easy to verify the following asymptotic relations as $n \rightarrow \infty$

$$
\begin{aligned}
& \sqrt{n}\langle A(n), A(n)\rangle_{H}=\frac{4}{n \sqrt{n}} \sum_{i \in[n]}\left[H_{6}\left(N_{i}\right)+9 H_{4}\left(N_{i}\right)+18 H_{2}\left(N_{i}\right)+6\right] \xrightarrow{L^{2}(\mathbb{P})} 0, \\
& \sqrt{n}\langle A(n), B(n)\rangle_{H}=\frac{4}{n \sqrt{n}} \sum_{i \neq j} H_{2}\left(N_{i}\right) H_{4}\left(N_{j}\right)+\frac{12}{n \sqrt{n}} \sum_{i \neq j} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right) \xrightarrow{L^{2}(\mathbb{P})} 0, \\
& \sqrt{n}\langle B(n), B(n)\rangle_{H}=\frac{4}{n \sqrt{n}} \sum_{i \neq j \neq l} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right) H_{2}\left(N_{l}\right)+4 \frac{n-1}{n \sqrt{n}} \sum_{i \in[n]} H_{4}\left(N_{i}\right) \\
& \quad+\frac{24(n-1)}{n \sqrt{n}} \sum_{i \in[n]} H_{2}\left(N_{i}\right)+\frac{8 n(n-1)}{n \sqrt{n}}+4 \frac{n-2}{n \sqrt{n}} \sum_{i \neq j} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right)+o_{L^{2}(\mathbb{P})}(1),
\end{aligned}
$$

where $o_{L^{2}(\mathbb{P})}(1)$ denotes a sequence of random variables converging to zero in $L^{2}(\mathbb{P})$. Therefore, we have that

$$
\begin{aligned}
H_{n} & :=\frac{2\left(\widetilde{F_{n}}+1\right)-4^{-1}\left\|D \widetilde{F_{n}}\right\|_{H}^{2}}{1 / \sqrt{n}} \\
\stackrel{d}{=} & \frac{\sqrt{2}}{\sqrt{v_{n}}} \frac{1}{\sqrt{n}} \sum_{i \in[n]} H_{4}\left(N_{i}\right)+\frac{\sqrt{2}}{\sqrt{v_{n}}} \frac{1}{\sqrt{n}} \sum_{i \neq j} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right)+2 \sqrt{n} \\
& -\frac{2}{v_{n}} \frac{1}{n \sqrt{n}} \sum_{i \neq j \neq l} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right) H_{2}\left(N_{l}\right)-\frac{2}{v_{n}} \frac{n-1}{n \sqrt{n}} \sum_{i \in[n]} H_{4}\left(N_{i}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{2}{v_{n}} \frac{6(n-1)}{n \sqrt{n}} \sum_{i \in[n]} H_{2}\left(N_{i}\right)-\frac{2}{v_{n}} \frac{2 n(n-1)}{n \sqrt{n}}-\frac{2}{v_{n}} \frac{n-2}{n \sqrt{n}} \sum_{i \neq j} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right)+o_{L^{2}(\mathbb{P})}(1) \\
= & \underbrace{\left[\frac{\sqrt{2}}{\sqrt{v_{n}}} \frac{1}{\sqrt{n}}-\frac{2}{v_{n}} \frac{n-1}{n \sqrt{n}}\right]}_{\alpha(n)} \sum_{i \in[n]} H_{4}\left(N_{i}\right)-\frac{2}{v_{n}} \frac{6(n-1)}{n \sqrt{n}} \sum_{i \in[n]} H_{2}\left(N_{i}\right) \\
& +\underbrace{\left[\frac{\sqrt{2}}{\sqrt{v_{n}}} \frac{1}{\sqrt{n}}-\frac{2}{v_{n}} \frac{n-2}{n \sqrt{n}}\right]}_{:=\beta(n)} \sum_{i \neq j} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right) \\
& -\frac{2}{v_{n}} \frac{1}{n \sqrt{n}} \sum_{i \neq j \neq l} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right) H_{2}\left(N_{l}\right)+\underbrace{\left[2 \sqrt{n}-\frac{2}{v_{n}} \frac{2 n(n-1)}{n \sqrt{n}}\right]}_{\gamma(n)}+o_{L^{2}(\mathbb{P})}(1)
\end{aligned}
$$

Now, using the fact that $v_{n} \rightarrow 2$, and the asymptotic relations $\alpha(n) \sim \frac{1}{n \sqrt{n}}, \beta(n) \sim \frac{2}{n \sqrt{n}}, \gamma(n) \rightarrow 0$ as $n \rightarrow \infty$, we deduce that

$$
\begin{equation*}
H_{n} \stackrel{d}{=}-\frac{6(n-1)}{n \sqrt{n}} \sum_{i \in[n]} H_{2}\left(N_{i}\right)-\frac{1}{n \sqrt{n}} \sum_{i \neq j \neq l} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right) H_{2}\left(N_{l}\right)+o_{L^{2}(\mathbb{P})}(1) \tag{VI.2.14}
\end{equation*}
$$

Straightforward simplifications allows us to write

$$
\frac{1}{n \sqrt{n}} \sum_{i \neq j \neq l} H_{2}\left(N_{i}\right) H_{2}\left(N_{j}\right) H_{2}\left(N_{l}\right)=\left(\frac{1}{\sqrt{n}} \sum_{i \in[n]} H_{2}\left(N_{i}\right)\right)^{3}-\frac{6(n-1)}{n \sqrt{n}} \sum_{j \in[n]} H_{2}\left(N_{j}\right)+o_{L^{2}(\mathbb{P})}(1),
$$

so that by (VI.2.14), we deduce

$$
H_{n} \stackrel{d}{=}-\left(\frac{1}{\sqrt{n}} \sum_{i \in[n]} H_{2}\left(N_{i}\right)\right)^{3}+o_{L^{2}(\mathbb{P})}(1) \stackrel{d}{=}-2 \sqrt{2}\left(\frac{1}{\sqrt{2 n}} \sum_{i \in[n]} H_{2}\left(N_{i}\right)\right)^{3}+o_{L^{2}(\mathbb{P})}(1) \stackrel{d}{\rightarrow}-2 \sqrt{2} Z^{3},
$$

where $Z \sim \mathcal{N}(0,1)$. The limiting variance is $\operatorname{Var}\left[-2 \sqrt{2} Z^{3}\right]=8 \mathbb{E}\left[Z^{6}\right]=120$. From this it follows that $\widetilde{F}_{n}{ }^{(1)} \xrightarrow{d}-\frac{2 \sqrt{2}}{\sqrt{120}} Z^{3}$, as $n \rightarrow \infty$. Furthermore, it is readily checked that the following joint convergence takes place

$$
\left(\widetilde{F_{n}},{\widetilde{F_{n}}}^{(1)}\right) \xrightarrow{d}\left(Z^{2}-1,-\frac{2 \sqrt{2}}{\sqrt{120}} Z^{3}\right)
$$

Arguing similarly as in the previous section, we therefore conclude that for every $h \in \operatorname{Lip}(1)$,

$$
\frac{\mathbb{E}\left[h\left(F_{n}\right)\right]-\mathbb{E}[h(G(1))]}{\phi_{1}(n)}=\mathbb{E}\left[f_{h}^{\prime}\left(\widetilde{F_{n}}\right){\widetilde{F_{n}}}^{(1)}\right] \rightarrow-\frac{2 \sqrt{2}}{\sqrt{120}} \mathbb{E}\left[f_{h}^{\prime}\left(Z^{2}-1\right) Z^{3}\right]=0
$$

as $n \rightarrow \infty$, where we used the fact that $Z$ and $-Z$ have the same distribution.
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[^0]:    ${ }^{1}$ Sometimes, we shall consider the case $\mathcal{E}=\mathbb{C}$, that is when $F$ is a complex-valued random field. In this case, we can decompose $F=F_{1}+i F_{2}$, where both $F_{1}$ and $F_{2}$ are real-valued random fields and $i=\sqrt{-1} \in \mathbb{C}$.

[^1]:    ${ }^{2}$ Recall that this means $\sum_{i, j=1}^{n} a_{i} a_{j} \Gamma\left(t_{i}, t_{j}\right) \geq 0$ for every integer $n \geq 1, a \in \mathbb{R}^{n}, t \in T^{n}$.

[^2]:    ${ }^{3} \mathrm{We}$ remark that if $T$ is a non-abelian group, then one should distinguish between right and left stationarity: $F$ is called right-stationary if for every integer $k \geq 1$ and every choice of $t_{1}, \ldots, t_{k}, s \in T$, (I.1.1) holds, and $F$ is called left-stationary if the random field $\widetilde{F}=\{\widetilde{F}(t):=F(-t): t \in T\}$ is right-stationary.
    ${ }^{4}$ Recall that this means that $F$ is written as $F=F_{1}+i F_{2} \in \mathbb{C}$, where both $F_{1}$ and $F_{2}$ are real-valued random fields

[^3]:    ${ }^{5}$ In this case, we have that $Z(B)$ is Gaussian for every $B \in \mathcal{B}\left(\mathbb{R}^{d}\right)$. Moreover, in this case, the assumption that for disjoint sets $B_{1}$ and $B_{2}$, the random variables $Z\left(B_{1}\right)$ and $\overline{Z\left(B_{2}\right)}$ are uncorrelated can be strengthened to independence.

[^4]:    ${ }^{6}$ Here $S O(d)$ denotes the special orthogonal group of $d \times d$ matrices. A more general version of this particular example is obtained when defining random fields on homogeneous spaces. Recall that whenever $G$ is a group, we say that a set $T$ is a $G$-homogeneous space if $G$ acts transitively on $T$. Isotropy in this setting is then defined by (I.1.8), where $g . t \in T$ indicates the action of $g \in G$ on $t \in T$.

[^5]:    ${ }^{7}$ Critical values of $f$ are the images of its critical points.

[^6]:    ${ }^{8}$ freely exchanging integration and expectation operators for the moment, this is why we call it a heuristic argument. This point will be made rigorous by Assumption $A\left(d, d^{\prime} ; k ; u\right)$ later.

[^7]:    ${ }^{9}$ for the moment, by sufficiently regular, we mean such that the constant term in the integration by part formula vanishes.
    ${ }^{10}$ For instance, taking $f$ equal to a non-zero constant function $c$ yields the relation $0=\mathbb{E}[\delta g(N)]$, i.e $\mathbb{E}\left[g^{\prime}(N)\right]=\mathbb{E}[N g(N)]$. This is known as Stein's caracterization for the normal distribution. We refer the reader to Section VI.1.1 of Chapter VI for further reading on Stein's method associated with the normal distribution.

[^8]:    ${ }^{11}$ In the literature, it is customary to find the notation $J_{k}(F)$ instead of $\Pi_{k}(F)$. We shall however reserve the symbol $J_{k}$ for the Bessel function of order $k$. Throughout this thesis, we will also make use of the notations $\operatorname{proj}\left(F \mid C_{k}^{X}\right), \operatorname{proj}_{k}(F)$ and $F[k]$ to indicate $\Pi_{k}(F)$.

[^9]:    ${ }^{12}$ It can be shown that, in the case where $H=L^{2}(A, \mathscr{A}, \mu)$ for some non-atomic measure space $(A, \mathscr{A}, \mu)$, the Hilbert space $\tilde{H}^{\otimes p}$ (resp. $\left.H^{\odot p}\right)$ can be identified with $L^{2}\left(A^{p}, \mathscr{A}^{p}, \mu^{\otimes p}\right)$ (resp. $L_{s}^{2}\left(A^{p}, \mathscr{A}^{p}, \mu^{\otimes p}\right)$ ). In this case, the symmetrization of $h$ reads $\widetilde{h}\left(a_{1}, \ldots, a_{p}\right)=(p!)^{-1} \sum_{\sigma \in \Im_{p}} h\left(a_{i_{\sigma(1)}}, \ldots, a_{i_{\sigma(p)}}\right)$ and the contraction kernel in (I.1.22) reduces to $f \otimes_{r} g\left(a_{1}, \ldots, a_{p+q-2 r}\right)=$ $\int_{A^{r}} f\left(x_{1}, \ldots, x_{r}, a_{1}, \ldots, a_{p-r}\right) g\left(x_{1}, \ldots, x_{r}, a_{p-r+1}, \ldots, a_{p+q-2 r}\right) \mu^{\otimes r}\left(d x_{1}, \ldots, d x_{r}\right)$.

[^10]:    ${ }^{13}$ It is instructive to compare (I.1.24) with (I.1.15). Indeed, in the one-dimensional setting, the operator $\delta$ reduces to $\delta f(x)=f^{\prime}(x)-x f(x)$, whereas $D$ is the standard differentiation operator of real functions. In the case $p=1$, the duality relation (I.1.24) reduces to the integration by part formula obtained in (I.1.15).

[^11]:    ${ }^{14}$ Such a set of assumptions on $W$ is formulated in such a way that it best features the properties of Gramian determinants.

[^12]:    ${ }^{1}$ Recall that a random variable $X$ has the complex $\mathcal{N}(0,1)$ distribution, if $X=Y+i Z$ where $Y, Z$ are independent real $\mathcal{N}(0,1 / 2)$ random variables.

[^13]:    ${ }^{2}$ We omit the details: the main discrepancies with the nodal case lies in the fact that for non-zero levels, the odd chaotic projections of $L_{n}^{(\ell)}\left(u^{(\ell)}\right)$ do not disappear. This shall however not create issues when adapting our strategies developed for the nodal case. We refer the reader to Section II.3.1 for further details on the proof of Theorem II.1.1.
    ${ }^{3}$ Such a covariance structure is obtained by setting the $\Pi$ in Theorem I.1.8 equal to the Dirac mass at $2 \pi \sqrt{E}$.

[^14]:    ${ }^{1}$ I acknowledge preliminary computations by Giovanni Peccati for this part.

[^15]:    ${ }^{1}$ Such a technique was exploited in [NPR19, Proposition 5.1] for the study in dimension two.

[^16]:    ${ }^{1}$ Actually, one can rewrite $\mathbb{E}\left[f^{\prime}(F)-F f(F)\right]=\mathbb{E}\left[\tau_{N}(F)\right]$, where $\tau_{N}(W):=f^{\prime}(W)-W f(W)$ is the Stein kernel for the normal distribution, so that the dependence on $N$ is implicit.
    ${ }^{2}$ Similar results are available for the total variation and Wasserstein distance. We refer the reader to [NP12a, Chapter 3] for further details.

[^17]:    ${ }^{3}$ Several other Stein's equations for the Gamma distribution are discussed in the literature: for instance, the classical density approach (see e.g. [CGS11, Section 13.1]) leads to the equation $f^{\prime}(x)-\psi(x) f(x)=h(x)-\mathbb{E}\left[h\left(X_{r, \lambda}\right)\right]$, where $\psi(x):=\frac{d}{d x} \log p_{r, \lambda}(x)$ is a rational function. However, for the conclusions of Theorem VI.1.3 to hold, it is particularly convenient to have a linear coefficient of $f(x)$, as is the case in (VI.1.5). We refer the reader to [DP18] for more details.

[^18]:    ${ }^{4}$ For instance, when dealing with the Wasserstein distance, we have that the class $\mathscr{H}$ coincides with that of 1 -Lipschitz functions.

[^19]:    ${ }^{5}$ Such a class of sequences is formulated in order to contain all the cases covered in Theorems VI.2.5 and VI.2.6.

