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Scoring guidelines for  

instructors & researchers 
Three dimensions are helpful to understand concept map scoring: instructor uses, kind of 

componential and holistic criteria (consisting of level and mode), and frames of reference. 

Instructor uses 
Instructor uses refer to the actions that instructors perform to score concept maps. They range 

on a continuum between qualitative and quantitative instructor uses. 

 
Figure 1: Framework of concept map scoring 

Description of the instructor uses for scoring concept maps 
Individually scoring each instance of a criterion 

The first instructor use is to score the number of instances that a criterion appears, e.g., the 

number of propositions. These instructor uses provide a specified amount of credit for each 
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instance. Scoring can be performed by writing the scores next to each instance and then 

summing the scores up. There are two variations: 

a) counting instances of criteria: This variation adds up all instances equally, e.g., by 

awarding 1 point for each correct proposition (Novak & Gowin, 1984). 

b) scoring instances of criteria on a scale: This variation defines a scale with specified criteria 

and provides a varying amount of credit to each instance. An example would be to provide 

between 0 and 3 points for each proposition, depending on the quality (Yin et al., 2005). 

Ratios and formulas 

These instructor uses to score concept maps build on a ratio (e.g., divide the sum of correct 

propositions by the sum of all propositions; Ruiz-Primo et al., 2001b) or a formula to 

calculate a single overall score for a group of criteria. 

Rubric-based scoring 

Rubric-based scoring is applied to all criteria together to determine their overall quality. A 

rubric defines criteria and dimensions (Hafner & Hafner, 2003).  

Qualitative interpretation 

Finally, it is also possible to qualitatively evaluate a concept map. 

 

How to decide on an instructor use for scoring concept maps 
It is possible to apply each instructor use to each criterion. Often, instructor uses are 

combined to cover different relevant aspects and get a better overall picture of the quality of a 

concept map. The following sections include general suggestions for useful considerations 

before deciding on an instructor use for scoring concept maps. The sections on the different 

kinds of criteria contain specific information about how these instructor uses were applied to 

score concept maps in the studies of our systematic literature review. 

Is it useful to judge the quality individual instances of criteria? 

Sometimes, instructors and researchers are interested in scoring the individual building blocks 

of a concept map. In these cases, it is useful to decide whether they want to distinguish levels 

of quality (e.g., from low to high) or distinguish valid vs. invalid instances. 

If distinguishing the quality of individual instances of criteria is important, consider 

individual scoring on a scale by defining a scale that sufficiently covers the expected levels of 

quality (e.g., 0-3 points) together with the criteria that distinguish each of these levels. Our 

systematic review of scoring criteria for concept maps found that, mostly, three or four levels 

are used. As a rule of thumb, higher numbers of levels allow for better differentiation of 
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quality, but also make the scoring procedure more complicated. After deciding on a scale, it 

should be applied to each instance before the scores are finally summed up.  

If distinguishing valid vs. invalid instances of criteria is important, potential differences in the 

quality are usually discarded. Instead, instructors and researchers count all valid instances of a 

criterion in a concept map. Invalid instances of a criterion are most often discarded, although 

they can be included as a criterion of their own if needed (cf. section on errors below). 

Afterward, the sum of valid instances of a criterion is multiplied with the amount of credit 

that each instance should receive. Differentiating between the amount of credit allows to give 

more weight to criteria which are considered more important. For example, Novak and Gowin 

(1984) propose to score valid examples, propositions, hierarchical levels, and cross-links. 

They suggest awarding more credit to valid hierarchical levels (around 3 to 10 times) and 

cross-links (around 2 to 3 times) than to valid propositions, arguing that these criteria reflect 

progressive differentiation and integrative reconciliation (cf. section on theories of cognition 

and memory in main article). 

Is it useful to score the overall quality?  

Sometimes, instructors and researchers do not want to score individual buildings blocks, but 

instead judge the overall quality of a concept map. These cases are typically covered with 

rubric-based scoring. A rubric is defined as “a coherent set of criteria for students’ work that 

includes descriptions of levels of performance quality on the criteria” (Brookhart, 2013, p. 4, 

italics in original ). These criteria and related levels allow to describe concept maps and act as 

the foundation of assessment. Rubric-based scoring has the advantage of being quick. 

Furthermore, summing up individual scores can create similar scores for very different maps 

(Kinchin et al., 2000). 

Is it useful to unite different criteria into a score? 

Sometimes, instructors and researchers want to unite different criteria into a single score. 

Ratio- or formula-based scoring is well-suited for such purposes. For example, the sum of 

valid propositions compared to the sum of all propositions reflects the accuracy of learners 

(Ruiz-Primo et al., 2001b). 

Criteria for scoring concept maps 
There are three levels of criteria: micro (small, individual units; the building blocks of a 

concept map), meso (groups of units; the relations in a concept map), and macro (the entire 

map as a whole). The levels define the scope of the analysis. Criteria on the micro and meso 

levels are componential: different components of concept maps are considered independently. 
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Criteria on the macro level are holistic: concept maps are scored as integrated wholes. Very 

often, criteria from different levels are combined to get an overall picture of the map's quality. 

Furthermore, there are different modes of criteria. A "mode" describes how the concept map 

communicates the meaning it conveys (Bezemer & Kress, 2008). For example, text is a 

written mode of language, a spoken conversation is an oral mode of language, and an image is 

a visual mode of communication. Modes in concept mapping are:  

• content (what a map communicates explicitly) 

• structure (information about the layout and connections inside concept maps, often 

analyzed automatically with the help of graph theory) 

• visual (design features of a concept map, e.g., colors and shapes, that could 

communicate additional information) 

• creation (the process of how a map is built, especially useful to consult students) 

Micro level 
The micro level concentrates on the basic building blocks of a concept map. The criteria on 

this level can provide interesting insights, but do not consider the full potential and 

characteristics of concept maps: Concept maps create meaning by relating the building blocks 

on the micro level to one another, usually in propositions which are assumed to be the “basic 

unit of meaning” (Ruiz-Primo & Shavelson, 1996, p. 570). Therefore, micro level criteria are 

typically not used in isolation to fully assess a concept map. However, they can provide 

valuable information, nonetheless. There are three criteria on the micro level: concepts, links, 

and errors. 

 

1) Concepts 

Concepts are the terms used inside a concept map. They can be provided (learners can only 

use the terms from a given list), partially provided (learners can use the terms from a given 

list and add their own terms), or not provided (learners can use their own terms). 

Scoring the content of concepts 

Criteria that score the content of concepts fall into two varieties: scoring the quality of 

concepts and scoring categories of concepts. The first variation of concept criteria relates to 

the quality or accuracy of concepts to communicate the topic of the concept maps, for 

example by defining key terms that are scored individually (1 point for each mentioned key 

concept; Wallace & Mintzes, 1990), by defining a holistic scoring scheme of how well 
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concepts reflect the topic (Romero et al., 2017), or by calculating ratios of essential to 

secondary concepts (Calafate et al., 2009). 

The second variation of concept criteria concentrates on categories of concepts instead of 

scoring every concept on its own. There are two types of categories of concepts: 

a) Functional categories: Functional categories refer to the role that a category of concepts 

has in the concept map. Examples are the most frequent functional category: They indicate 

whether a learner knows to what specific objects or events a concept belongs to. They can 

also indicate whether a learner is capable of transferring abstract knowledge to concrete 

objects or events. Thus, examples are individually scored with 1 point each in the component 

scoring approach proposed by Novak and Gowin (1984). Some papers use categories of 

concepts to identify which concept is the central one (interpreted as the most inclusive; 

Mendia & García, 2008) or use the central concept to identify the most prominent direct 

neighbors across a group of students, usually interpreting them as the most important 

associations of a topic (Wellbrock & Klein, 2014). 

b) Content categories: Content categories are semantic. They usually relate to the main 

interest of the concept mapping task or to different content areas that are relevant for the 

topic, for example the use of critical concepts (used as a measurement of content validity; 

Andrews et al., 2008). Categories of concepts are useful when a study is interested in scoring 

what ratio of concepts belong to a particular topic of interest, for example different areas of 

sustainability (Segalàs et al., 2010). As an alternative, content categories of concepts can 

serve as a standardization tool to facilitate comparison when students use various terms for 

similar content. For example, content categories can be used to redraw student maps with 

standardized terms (e.g., equating the terms “employee” and “worker”; Freeman & 

Urbaczewski, 2002). Such an approach is advisable if there is a large set of terms that relate to 

similar content, for example if learners have selected their own terms that might slightly 

differ. 

Finally, a small number of papers score language features of concepts like counting the 

number of words or characters of the labels (Wei & Yue, 2017) or spelling (Romero et al., 

2017). 

Scoring the origin of concepts 

In cases where a list of concepts was provided to learners and learners were allowed to add 

their own concepts, it is possible to score whether relevant concepts come from the provided 

list or not (DeFranco et al., 2012; Rivard & Straw, 2000). 
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Scoring the structure of concepts 

As a simple criterion of the complexity of a concept map (Ifenthaler, 2010a), instructors and 

researchers might consider counting the number of concepts, a metric known as “order” of a 

network in graph theory (Benjamin et al., 2015).  

2) Links 

Links are the second basic building block of a concept map. They are usually scored 

structurally without considering the content of the link. Such structural scoring of links 

typically relies on scoring the number of links, referred to as “size” of a network in graph 

theory (Benjamin et al., 2015). As an alternative, Calafate et al. (2009) proposed the criterion 

“degree of meshness” (DM) which they define as the ratio of the total number of links to the 

minimum number of links. 

The content of a relationship is usually scored with propositions. Propositions are semantic 

units of a link and two or more concepts (Novak & Gowin, 1984). Propositions allow to 

evaluate the quality of the content described in a relationship because they consider the 

relationship as a whole, defined by all relevant connected concepts and the link (Taricani & 

Clariana, 2006).  

3) Errors 

Errors are often scored implicitly in concept mapping when other criteria concentrate on valid 

instances (e.g., correct concepts or valid propositions) and discard invalid instances. 

However, errors can also be important on their own: they can show frequent misconceptions 

of learners (Kinchin et al., 2000). For example, in formative assessment, instructors could use 

this information about misconceptions to address specific areas of the topic that learners have 

not sufficiently mastered. An alternative is to individually score each error that learners made 

in their concept maps, for example by subtracting a specified number of points per error from 

the overall score (Terrio & Auld, 2002). Furthermore, instructors and researchers can 

distinguish different categories of errors, for example incomplete links, superfluous links, or 

links with reversed directions (Conradty & Bogner, 2008).  

Finally, a small number of papers describe concept mapping tasks where learners had to 

identify correct or incorrect content in a given concept map. Their answers could then be 

scored individually (e.g., Corrêa et al. awarded 1 point for each correct identification; Corrêa 

et al., 2018) or as a ratio relating correctly identified errors with missed identification of 

errors (Correia et al., 2016). 
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Meso level 
The meso-level criteria are groups of units. They are the most prominent criteria in scoring 

concept maps because they demonstrate the relationships between different components in a 

concept map – one of the fundamental characteristics of concept maps. 

 

1) Propositions 

Propositions are groups of concepts connected by a link. Propositions are the most frequent 

criterion used to score concept maps. They are referred to as the „basic unit of meaning“ 

(Ruiz-Primo & Shavelson, 1996, p. 570) in concept maps. Most often, these are two concepts 

and one link, but there might be cases where more elements belong to a proposition. The 

important aspect is that a proposition is a semantic, meaningful unit. As a rule of thumb, 

propositions should be as simple and short as possible to fully describe a given semantic 

relationship (Cañas, 2009). It is very important that learners understand that a link label 

should explain the type of relationship that exists between concepts: It is the defining aspect 

of a meaningful proposition. Thus, linking labels can describe static and dynamic 

relationships between concepts, although concept maps have been criticized for largely 

focusing on static propositions (Safayeni et al., 2005).  

Scoring the content of propositions 

The most frequent criteria of scoring propositions are to evaluate their quality, their 

importance, or their category. Regarding quality of propositions, the typical instructor use is 

to score each proposition individually for quality, either using a binary choice (valid and 

invalid propositions) or by using a scale. Thus, instructors and researchers might ask 

themselves whether they want to concentrate on valid and invalid propositions or whether 

they need more levels to assess differences in the quality of propositions. If they decide to 

concentrate on valid and invalid propositions, the most frequent approach is to count all valid 

propositions and provide them with a specified number of points, mostly 1 point for each 

valid proposition (Novak & Gowin, 1984). An alternative is a salience score which can be 

defined as the number of valid propositions divided by the total number of propositions (Ruiz-

Primo et al., 2001b), resulting in a ratio of valid propositions. 

If instructors and researcher decide to assess differences in the quality of propositions, a range 

of methods is available: 

• defining a scale with respective criteria for scoring the quality of propositions: 0 

points for incorrect propositions, 1 point for partially incorrect propositions, 2 points 
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for correct but unscientific propositions, and 3 points for correct and scientific 

propositions (Yin et al., 2005) 

• applying a “relational scoring” approach: use the flow chart below to assign scores for 

each proposition (McClure et al., 1999) 

• deciding to subtract points for incorrect propositions (Plomer et al., 2010) 

• summing up all proposition scores into a “Proposition Accuracy Score” (Ruiz-Primo 

et al., 2001a) 

• combining the quality of propositions in a “Proposition Quality Index” (Reiska et al., 

2016):  

𝑃𝑟𝑜𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛	𝑄𝑢𝑎𝑙𝑖𝑡𝑦	𝐼𝑛𝑑𝑒𝑥

= 2𝑥	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑐𝑜𝑟𝑟𝑒𝑐𝑡	𝑝𝑟𝑜𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠

+ 𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑐𝑜𝑟𝑟𝑒𝑐𝑡, 𝑏𝑢𝑡	𝑒𝑣𝑒𝑟𝑦𝑑𝑎𝑦	𝑝𝑟𝑜𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠

− 𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡	𝑝𝑟𝑜𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠 

Regarding importance of propositions, the methods described so far assume that all valid 

propositions are of equal importance. However, some propositions might be more important 

for understanding a topic than others. In these cases, it is possible to award learners with more 

points for valid important propositions than for valid less important propositions. One 

possibility is adding a weight from 0 to 1 to propositions which could then serve as a factor in 

calculating scores when comparing student map and expert map (Wu et al., 2012). An 

example of such a weighting factor would be 1 (for essential), 0.75 (for important), 0.5 (for 

medium importance), and 0.25 (for unimportant). Weighting can also be combined with 

scoring the quality of propositions. For example, an important good proposition might be 

scored as following: 0.75 (for “important” weighting factor) x 2 points (for “good” quality) = 

1.5 points. Alternatively, it is possible to relate essential propositions to the total number of 

propositions (Schwendimann, 2014). Weighting propositions is facilitated in digital concept 

mapping tools that allow to define essential propositions and automatically include the 

weights as a parameter in calculating the scores (Shui-Cheng et al., 2002). 

Figure 2: Relational scoring of propositions 
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Regarding categories of propositions, our systematic literature review found two use cases. 

The first use cases for categories of propositions applies to cases where there is a large set of 

different propositions, for example when learners created concept maps following a low-

directed task. When the task does not limit the set of linking terms, several problems can 

affect scoring, for example changing the direction of a link by using another linking term or 

passive constructions, using synonyms, or using general terms instead of specific terms 

(Strautmane, 2014). In these cases, it might be worthwhile to use categories of propositions 

for standardizing purposes, e.g., by specifying a set of defined terms (e.g., “is a”, “is a part 

of“; Anohina-Naumeca et al., 2011) or regrouping propositions later (e.g., links indicating a 

causal relationship like “led to”; Herl et al., 1996).  

The second use case for categories of propositions applies to cases where there are content 

aspects that make it useful to distinguish different areas of content. Examples of these areas 

are studies of interdisciplinarity of knowledge or studies of sustainability (where different 

domains are involved). In the following, we want to concentrate on three examples of using 

categories of propositions in scoring: the interdisciplinarity quality index, the category 

relevance & complexity index, and using semantic density & semantic gravity to distinguish 

types of knowledge.  

• The interdisciplinarity quality index (IQI) was defined by Reiska et al. (2018) to 

examine interdisciplinarity as visualized in a concept map. It relies on the following 

steps: 

• classifying concepts into disciplines 

• grouping propositions into disciplinary (involve concepts from one discipline) 

and interdisciplinary propositions (involve concepts from different disciplines) 

• rating proposition quality from 0-2 points 

• calculating branch points (concepts that have more than two connections to 

other concepts) 

• calculating the IQI as follows: 

IQI	 = 	
∑ correct	interdisciplinary	concepts

maximum	of	correct	interdisciplinary	concepts 	+	
∑branch	points

maximum	of	branch	points 	

+	
∑proposition	with	high	quality, scored	2	points

maximum	of	propositions	with	high	quality, scored	2	points 

• The work on category relevance & complexity index has been introduced by Segalàs et al. 

(2010) and has been influential for concept mapping in areas of sustainability using a 

social frame of reference (cf. section of frames of reference). It relies on the following 

steps:  
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• assigning concepts in a concept map about sustainability to the categories 

"environmental", "social", "economic", and "institutional" 

• calculating how many concepts belong to each category: 

concepts	per	category	 = 	
number	of	concepts	in	a	category	

∑ number	of	concepts	in	a	category!	#	$%&'()	*+	,-.(/*)!(0
!	#	1

 

• calculating how many learners have included concepts of each category (in 

percent): percentage	of	learners	 = 	 $%&'()	*+	2(-)$()0	34*	!$,2%5(	-	,().-!$	,-.(/*)6
$%&'()	*+	-22	2(-)$()0	!$	-	0.%56

 

• creating a category relevance by multiplying these two criteria: 
cat. relevance	

= 	
concepts	per	category	i	x	percentage	of	learners	with	category	i

∑ concepts	per	category	i	x	percentage	of	learners	with	category	i!	#	$%&'()	*+	,-.(/*)!(0
!	#	1

 

• calculating the average number of concepts per learner 

• using the following formula to calculate how many connections (relatively) 

exist between different categories: 
cat. connections	

= 	
∑ number	of	propositions	between	categories	(for	j)7	#	$%&'()	*+	2(-)$()0
7	#	1

number	of	categories	x	number	of	learners  

• finally, using these values to calculate the complexity index: 
complexity	index	

= 	average	number	of	concepts	per	learner	x	relative	category	connections 

• Kinchin et al. (2019) describe an instructor use that distinguishes propositions on two 

semantic dimensions (semantic gravity and semantic density) and used these to create 

categories of propositions (e.g., high semantic density and low semantic gravity). 

Afterward, they counted the occurrences of each of these categories and use these 

numbers to interpret which type of knowledge (e.g., procedural vs. declarative 

knowledge) is dominant in a concept map. 

 

2) Cross-links 

Cross-links are relations between different branches (Hao et al., 2010). They are interpreted as 

signs of meaningful learning, known as “integrative reconciliation”. Thus, learners start 

seeing connections between formerly disjunct areas (Ausubel, 1968) and create cross-links to 

indicate these connections. Therefore, cross-links can also be interpreted as criteria of 

interdisciplinarity because learners can relate different domains to each other (Himangshu-

Pennybacker, 2016). Given their important role in concept maps, cross-links are typically 

scored higher than regular propositions or hierarchical levels, for example with 10 points for 
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each crosslink (Novak & Gowin, 1984). An alternative to scoring cross-links individually is 

to include cross-links in a holistic scoring rubric (Himangshu-Pennybacker, 2016) or to 

calculate the ratio of cross-links to concepts using the formula “cross-links / concepts x 100”, 

which is interpreted as a criterion of interconnectedness (Martin et al., 2000). 

 

3) Hierarchical levels 

The number of hierarchical levels is a frequent criterion that is interpreted as progressive 

differentiation and integrative reconciliation, typically awarded with more points than a 

proposition (e.g., 5 points per hierarchical level; Novak & Gowin, 1984). Hierarchical levels 

are typically counted from the central concept outwards (in network-shaped concept maps) or 

from the top concept downwards (in hierarchical concept maps). However, chains of linked 

words do not count as hierarchical levels because they do not indicate structural knowledge 

(Novak & Gowin, 1984). As alternatives to counting hierarchical levels, our systematic 

literature review found the following criteria: 

• Counting the numbers of concepts per hierarchical level as an estimation of their 

importance for the overall concept map (Jacobs-Lawson & Hershey, 2002) 

• Creating a ratio of the number of concepts divided by the number of hierarchical 

levels (Schreiber & Abegg, 1991) 

• Calculating the “Hierarchical Structure Score” (Brakoniecki & Shah, 2017): sum of 

the highest hierarchical level (“depth”) and the number of concepts (“width”) on the 

largest hierarchical level 

• Scoring concepts by awarding a different amount of points depending on the 

hierarchical level of a concept (Ruben Pierre-Antoine & Mark, 2014) 

 

4) Most important concepts 

Sometimes, it is important to consider which concepts are the most important inside their 

proposition structure. Usually, the central concept is interpreted as the most important or most 

inclusive concept. It is the start for progressive differentiation and the foundation of 

meaningful learning (Novak, 2010). Most concept mapping tasks define the central concept as 

part of the focus question (usually the topic), but in some tasks, learners have to identify it 

themselves. 

However, most approaches that examine the importance of concepts inside their proposition 

structure belong to the structural scoring approach. Relevant criteria that we identified in our 

systematic literature review are: 
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• Specificity (Morine-Dershimer, 1993) interprets the importance of concepts based on 

the content category they belong to. It is calculated as the number of concepts in a 

particular category divided by total number of concepts. 

• Centrality (Morine-Dershimer, 1993) is related to the hierarchical levels. It is the 

number of levels that a particular concept category is away from central concept. 

• Another instructor use to measuring the importance of concepts is degree centrality. It 

is calculated by counting the number of direct links that a concept has to other 

concepts (Clariana et al., 2013). Degree centrality is often calculated without 

considering the direction of the links in propositions. The rationale behind this 

decision is that the link direction can easily be changed, for example with using a 

passive verb or another verb to create the proposition (Krabbe, 2014). For example, 

the statements “cats and dogs belong to the group of mammals” and “the group of 

mammals contains cats and dogs” describe the same semantic relationship but would 

result in propositions with different directions. However, the direction of relationships 

can be maintained by distinguishing between in- and outgoing degree (Shallcross, 

2016). In- and outgoing degrees are interpreted as whether a concept tends to be 

defining other concepts or whether it tends to be defined by other concepts (Reiss & 

Haussmann, 1990). Furthermore, it is possible to apply structural centrality to the 

entire concept map, called graph centrality which provides information about the 

shape of a concept map (Clariana et al., 2013).  

• Another idea to consider the importance of concepts is to count concepts that act as 

bridges between parts of the map. These bridges can be defined as concepts that, if 

they were removed from the concept map, would result in splitting the concept map up 

into different sub maps. Austin and Shore (1995, p. 43) proposed a criterion called 

“connectivity” which they defined as “minimum number of components whose 

removal results in a concept map in which no concepts are related”. Bernd et al. 

(2000) mentioned a criterion called “Einzelgewichtigkeit”, that is to count how often it 

appears as a bridge in paths from terminal nodes. 

 

5) Branches 

A branch is a sub-tree in a concept map (Hao et al., 2010). It is sometimes used to score 

concept maps, most notably by counting the number of branches. Branches can also be scored 

by determining their depth, that is the number of concepts in the longest branch (Bielefeldt, 

2016).  
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6) Other groups 

Depending on the particular interest of scoring and the research question of the paper, it is 

appropriate to include other groups of criteria in scoring, mostly by investigating the structure 

of a concept map. For example, cycles or loops (with 3 or more concepts) can be valuable in 

systemic thinking because they indicate that learners have understood the dynamic influences 

on a topic (Luckie et al., 2011). Another example of potentially interesting groups in concept 

maps is to count the number of sub-networks (called "ruggedness" by Eckert; Eckert, 1998) or 

the number of isolated concepts (called "orphans" by Soika and Reiska; Soika & Reiska, 

2014). There are also several advanced clustering algorithms available that help in identifying 

clusters of propositions (McGowen & Davis, 2019; Siew, 2018). 

 

Macro level 
Macro-level criteria consider the concept map as a whole. They are useful for a holistic 

overview of an entire concept map. These instructor uses for scoring concept maps are 

comparable to evaluating a text. 

 

1) Scoring quality criteria of concept maps holistically  

A frequent instructor use is to define a set of criteria that a high-quality concept map should 

meet. Most often, instructors base their evaluation on a scoring rubric that defines the criteria 

and levels of scoring (Hafner & Hafner, 2003).  

The following list is a selection of rubrics that are frequently applied to score concept maps: 

• The semantic scoring rubric focuses on evaluation of content elements by using six 

quality criteria (Miller & Cañas, 2008). 

• The rubric created by Besterfield-Sacre et al. (2004) distinguishes three qualities: criteria 

comprehensiveness, organization, and correctness. 

• The scoring rubric by de Sousa et al. (2019) builds on mixing content and structural 

quality criteria. 

In cases where specific quality criteria are considered more important than others, instructors 

and researchers can include a weighting factor (Habib & Freiheit, 2007) that favors more 

important criteria. 

Besides scoring of concept maps, rubrics are also useful as guidelines for learners. When 

provided to learners, rubrics can communicate learning targets and success criteria to learners 
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(Brookhart, 2013) and allow them to focus on relevant aspects while creating their concept 

maps. Other alternatives include reviewing the concept maps of others (Chen & Allen, 2017) 

or self-reflecting on the quality based on the scoring rubrics (Schwendimann & Linn, 2016). 

 

2) Scoring the structure of concept maps 

Concept maps can have different structures which can be interpreted in terms of different 

structural categories (Kinchin et al., 2000): 

 

• Spoke structures show a core concept 

in the middle and various other 

concepts connected to this central 

core. They are typically interpreted as 

learning in progress (students know 

that various concepts are related, but 

not how; Hay & Kinchin, 2006) or as 

rote learning (new knowledge is 

added, but not meaningfully 

integrated; Hay et al., 2008). 

• Chain structures show sequentially 

linked concepts. They are typically interpreted as goal-directed learning (Hay & 

Kinchin, 2006) or non-learning (Hay et al., 2008), because the structure of knowledge 

largely stays identical. 

• Net structures show a large variety of links at various hierarchical levels. They are 

typically interpreted as rich expert knowledge (Hay & Kinchin, 2006) or meaningful 

learning (Hay et al., 2008). 

• Yin et al. (2005) added two categories of concept map structure: circular structures, 

where various concepts are linked together as a loop, and tree structures, where linear 

chains have additional branches. 

An important consideration when scoring the structure of concept maps is to decide whether 

the concept maps should be standardized. Concept maps are typically very individualistic in 

nature which might make it hard to identify the underlying structures. Thus, Buhmann and 

Kingsbury (2015) suggested specific rules to standardize concept maps: 

• First, removing of all contents to only keep the concepts and links. 

Figure 3: Structural categories (Yin et al., 2005) 
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• Second, if concepts have several contents (“hunger & poverty”), split them in several 

concepts (with one content each, “hunger” and “poverty”). 

• Third, ordering of the branches following the rules:  

• branch length from longest to shortest  

• number of concepts in branch from largest to smallest (if branches have 

equal lengths),  

• number of sub-branches from most to fewest (if branches have equal 

number of concepts) 

• number of cross-links from most to fewest (if branches have equal number 

of sub-branches) 

Standardizing concept maps facilitates comparison. However, the individual aspects 

communicated in concept maps could themselves be interesting to consider. 

Besides scoring of structural categories of concept maps, it is also possible to base structural 

scoring of entire concept map on the path lengths or distances. In graph theory, distance is 

defined as the number of links on the shortest path between two concepts (Benjamin et al., 

2015). Thus, distance can be calculated for any two concepts as a criterion of how closely 

related they are in a concept map. When using distance for investigating a concept map 

holistically, instructors and researchers need to define which of the different distances in a 

concept map should be considered. Our systematic literature review found several approaches 

to address this issue:  

• diameter = longest of the shortest paths between the most distant concepts (Ifenthaler, 

2010b)  

• average of shortest paths (Ley et al., 2011) 

• the root of the mean sum (RMS) of squared distances between all concept pairs (Luckie et 

al., 2011)  

• radius = minimal distance between center and farthest terminal concept (Buhmann & 

Kingsbury, 2015) 

• Structural Complexity Index (Arneson, 2005) = (average number of propositions in the 

independent paths through concept map [chain] x number of proposition) + (number of 

branches x number of independent paths through concept map [chains]) 

 

3) Combinations of criteria 

Concept maps rely on complex thinking processes. Therefore, instructors and researchers 

typically use a combination of different criteria to adequately interpret a concept map 
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(Jonassen et al., 1997). An example of such a combination of different criteria is the scoring 

approach proposed by Novak and Gowin (1984). They suggest scoring examples as a specific 

category of concepts, quality of propositions (using a distinction of valid and invalid 

propositions), hierarchical levels, and cross-links. Furthermore, our systematic literature 

review found several approaches that combine different criteria in a single formula. 

Relating number of concepts to number of links 

A frequent approach is creating a ratio of concepts to links, often interpreted as a criterion of 

connectedness (Brakoniecki & Shah, 2017; Hao et al., 2010; Mavers et al., 2002). Related to 

these are various criteria called “density”. They all relate concepts to links, but in slightly 

different ways: 

• Greene et al. (2013) calculated density as  

𝑑𝑒𝑛𝑠𝑖𝑡𝑦

=
total	number	of	links

total	number	of	concepts	per	node 	𝑥	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑛𝑜𝑑𝑒𝑠	(𝑤𝑖𝑡ℎ𝑜𝑢𝑡	𝑝𝑟𝑖𝑚𝑎𝑟𝑦) 

• Richmond et al. (2014) defined density as the total number of links in a student 

concept map divided by the total number of possible connections:  

𝑑𝑒𝑛𝑠𝑖𝑡𝑦 =
number	of	links	by	students

number	of	concepts	x	(number	of	concepts − 1) 

• Schwendimann (2014) described two types of density: relative and standardized 

density. Relative density is the total number of links in a learner concept map divided 

by the total number of possible connections. Standardized density is the total number 

of links in a student concept map divided by the total number of connections in an 

expert map, meaning that this measurement is only possible in an expert frame of 

reference. 

• Ifenthaler (2010a) suggested that the ratio of concepts to links should ideally be in a 

medium range. He argued that an indication of weak concept map might be that the 

maps either have too many (connecting everything to everything without meaningfully 

distinguishing relevant connections) or too few connections (connecting pairs of 

concepts only). 

Nixon et al. (2017)’s version of a “connectedness score” includes clusters (“chunks”) of 

propositions, crosslinks, and the ratio of links to concepts. They define it as (number of 

clusters + 1) x (number of crosslinks + 1) x (correct links / concepts). The addition of 1 to the 

number of clusters and crosslinks is to avoid that a concept map without clusters or crosslinks 

would result in zeroing out the connectedness score. 
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Relating number of concepts to number of cross-links 

Similar to relating the number of concepts to the number of links, it is possible to calculate a 

ratio of concepts and cross-links. This criterion is referred to as “interconnectedness” (Martin 

et al., 2000), defined as (cross-links / concepts x 100). Interconnectedness is interpreted as a 

measurement of the cohesiveness of a concept map. 

Combining large numbers of criteria into a single formula 

Finally, a small number of papers introduce scores combining a large number of criteria into 

one formula. For example, Roehler et al. (1990) introduced the “extensiveness” criterion that 

converts the number of concepts, the number of groups of concepts linked to superordinate 

concepts, the average number of concepts per chunk, and the hierarchical structure into an 

overall extensiveness score. Hao et al. (2010) suggested a criterion called “EntropyAvg” that 

is made up of several other criteria like the number of concepts (nodes), the number of 

branches, and the number of terminal concepts (nodes). They used it to predict students’ 

problem-solving abilities. 

 

Visual criteria 
Visual criteria refer to features like color, shape, font, or line thicknesses. They are often not 

included in concept map scoring, although they can be used meaningfully and communicate 

important aspects of a concept map (Preston, 2009). Two criteria were found in our 

systematic literature review: additional resources added to concept maps (e.g., photos; 4 

papers) and meaningful use of visual features in concept maps (e.g., colors; 7 papers). 

First, additional resources added to concept maps are usually scored individually based on 

counting (Oliver, 2008) or using pre-defined scales (Schacter et al., 1997). Figueiredo et al. 

(2004) replaced words with pictures in a concept mapping study with preschool children and 

assessed them qualitatively.  

Second, the meaningful use of visual features in concept maps is rarely scored, with four 

papers adopting an individual scoring approach to include design features like colors 

(D’Antoni et al., 2009), two papers proposing a holistic quality parameter covering 

multimodal features like font, color, or shape (Calafate et al., 2009), and one paper (Preston, 

2009) interpreting design features through the lens of semiotic analysis.  
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Criteria of creation processes 
Concept maps are often interpreted as artefacts that learners use to re-represent cognitive 

structures and thinking processes (Ifenthaler, 2010b). However, digital concept mapping tools 

also allow to record the creation processes of concept maps, for example using log files 

(Miller et al., 2008). There is comparatively little research on using these criteria of creation 

processes for scoring concept maps. Besides basic descriptive criteria like the time spent on a 

concept mapping task or how often learners used provided help functionalities (Anohina-

Naumeca, 2015), researchers have explored using sequential pattern mining (Chiu & Lin, 

2011), thinking-aloud data (Ghani et al., 2017), discourse analysis (Roth & Roychoudhury, 

1994; Schwendimann & Linn, 2016), proposition generation rate (speed of construction of 

propositions; Yin et al., 2005), or identifying proposition generation strategies (Yin et al., 

2005) to investigate creation processes. Dias et al. (2019) proposed a promising approach of 

analyzing the construction processes of concept maps using fuzzy inference. Finally, a 

concept mapping assessment tool described by Anohina-Naumeca et al. (2011) differentiated 

item types according to their difficulty (with more free item types being more difficult) and 

used these difficulty degrees in calculating scores (3 papers). 

Frames of reference 
A frame of reference describes the specific type of comparison that instructors use (Fischbach 

et al., 2015): 

• descriptive: not comparing concept maps, but describing them 

• expert: comparing learner-created concept maps to expert-created concept maps 

(assumed to represent an idealized representation of the topic, although this 

assumption is questionable; Ruiz-Primo & Shavelson, 1996; Jonassen et al., 1997; 

Acton et al., 1994) 

• social: comparing concept maps created by different learners 

• individual: comparing concept maps created by the same learner at different points in 

time 

• group: taking average values (e.g., means) to evaluate concept maps created by a 

group (= average out individual differences) 

Comparing the content of concept maps 
The majority of criteria used to score the content of concept maps is useful for different 

frames of reference. For example, instructors and educators can score the quality of 
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propositions to describe a concept map created by a learner or to compare it to another 

concept map, for example created by an expert, another learner, or by the same learner at 

another point in time. Thus, criteria from the different concept maps are typically matched 

against each other. However, our systematic literature review also discovered some 

noteworthy content criteria that apply to comparative frames of reference. For example, 

Kornilakis et al. (2004) proposed an approach that defines synonyms and allows for multiple 

correct answers, enabling digital concept mapping tools to better handle scoring of content 

criteria. Yao et al. (2006) described a scoring algorithm based on proposition chains. Kao et 

al. (2008) used a holistic scoring rubric to have both experts and students create scores for 

concept maps. Afterward, these two scores are compared as a criterion of self-awareness of 

students.  

Comparing the structure of concept maps 
Research on methods to structurally compare concept maps is manifold. Our systematic 

literature review found four families of methods: approaches based on union and intersection 

of concept maps, correspondence analysis, distances between pairs of concepts, and modal 

maps. 

Closeness Index and other approaches using union and intersection 

Regarding the approaches using union and intersection, the most frequent criterion is the 

Closeness Index C by Goldsmith et al. (1991). It compares a student concept map with an 

expert concept map by “the degree to which a concept has the same neighbors in two different 

networks” (Acton et al., 1994, p. 306). Three steps are necessary to calculate C.  

• The first step is to determine the neighborhood of the first concept in the two 

compared graphs (= linked concepts). This step is repeated for every concept.  

• The second step is to calculate the intersection (concepts linked in both concept maps) 

and union (the sum of all concepts that are linked in any of the two concept maps) for 

the first concept. Again, this step is repeated for every concept.  

• Finally, the third step consists of calculating the quotient of the sizes of intersection 

and union for the first concept. Again, this step is repeated for every concept.  

C is defined as the mean of the sum of all the quotients derived from step 3. Thus, C takes 

values between 0 (no similarity) and 1 (identical concept maps).  

The Closeness Index C has been highly influential in structural scoring of concept maps and 

inspired a range of related criteria (Chang et al., 2005; Chen et al., 2001). Furthermore, 
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alternative criteria are based on the Galanter metric (Fürstenau & Trojahner, 2005), the 

Jaccard coefficient (Sørmo, 2005) and the Tversky Similarity (Ifenthaler, 2010b). 

Correspondence analysis 

However, the Closeness Index C and similar criteria based on intersection and union between 

concepts are not the only approaches to calculate structural similarities between concept 

maps. Another important approach is correspondence analysis (Eckert, 1998). It compares 

learner and expert concept map with four categories of scores:  

• Hits: sum of all concepts, which are connected in both networks;  

• Correct rejections: sum of all concepts, which are not connected in both networks;  

• False alarms: sum of all concepts, which are connected in the network of interest, but 

not in the reference network;  

• Misses: sum of all concepts, which are connected in the reference network, but not in 

the network of interest.  

Building on these scores, Eckert (1998) defined the most basic correspondence coefficient, 

likewise called C, as follows:  

 

C = hits + correct rejections – (misses + false alarms) / sum of all possible propositions 

 

Thus, the correspondence coefficient C can take values from -1 (one concept map is the 

complete opposite of the other) and 1 (identical concept map). Furthermore, Eckert (1998) 

distinguished different grades of strictness regarding what is considered an error and 

described an additional weighted correspondence coefficient. 

Similarity based on distances 

The third group of similarity criteria is based on distances between pairs of concepts, for 

example using Pathfinder analyses (Schvaneveldt et al., 1989) or multidimensional scaling 

(Wilson, 1996). Pathfinder is a network built on proximity data that can be derived from 

having students judge the relatedness of pairs of concepts (Goldsmith et al., 1991) or from 

counting the number of links between pairs of concepts in a group of concept maps. Thus, 

Pathfinder networks are very similar to concept maps without link labels (Kim & Clariana, 

2015). Wilson (1996) transformed concept maps into a matrix indicating presence (1) or 

absence (0) of a link between pairs of concepts (without consideration of the link label). In a 

second step, he used non-metric multidimensional scaling (MDS) to visualize their 

similarities.  
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Modal maps 

Finally, a modal map is a combined concept map that aggregates the most frequent 

propositions across all individual concept maps (Fürstenau & Trojahner, 2005). One approach 

is to specify a threshold value. For example, Ley et al. (2012) used a threshold of 10 %, 

meaning that propositions were included in the modal map when they were part of at least 10 

% of all maps. Alternatively, all propositions from the individual maps are retained in the 

modal map with their frequencies indicated by the line type of the link (Wellbrock & Klein, 

2014). Chen et al. (2001) proposed a method to aggregate concept maps that extends the 

aforementioned Closeness Index.  

However, a problem with modal maps is their artificial character (Fürstenau & Trojahner, 

2005): they represent the most common propositions, but have not been created by any 

participant as such. An important criterion is to calculate the percentage of propositions from 

a given participant concept map that is present in the modal map (“Abbildungsleistung”; 

Fürstenau & Trojahner, 2005; Ley et al., 2012). 

Scoring concept maps created collaboratively by several learners 
The social frame of reference typically compares concept maps created by different learners, 

for example from the same class. However, concept mapping is increasingly done 

collaboratively. In these collaborative settings, comparing the similarity of concept maps at 

different stages can reveal the influence that the collaboration had on the learning outcomes 

(cf. Fig. 4). Stoyanova and Kommers (2002) and Nomura et al. (2014) described such a 

collaborative setting. Learners first created an individual concept map (“pre-map”). Then, 

they collaborated with other learners in a group to create a collaborative concept map. Finally, 

they again created an individual concept map (“post-map”). In such an approach, instructors 

and researchers can use the scores from the different concept maps to evaluate the role that 

the collaborative process has played in learning.  
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Scoring changes in multiple concept maps over time  
The individual frame of reference compares concept maps created by the same learner at 

different points in time, for example for the purpose of formative assessment. Typically, 

instructors and researchers ask learners to create concept maps before and after an instruction 

to compare which elements in a concept map have remained (Bernd et al., 2000; França et al., 

2004). An alternative is to holistically score categories of changes in two maps from the same 

student, but at different points in time. For example, Martin et al. (2000) distinguished 

between three types of changes: restructuring (adding or deleting concepts from first level), 

accretion (adding ten or more concepts to a concept that already existed = elaboration of 

existing knowledge), and tuning (changing the meaning of a concept by adding or deleting). 

In a second step, they counted the frequencies of each of these changes across a group of 

learners, thus combining individual and social frames of reference. Deshpande and Ahmed 

(2019) used a scoring rubric to assess the cognitive progression visible in concept maps from 

different points in time. McGowen and Davis (2019) proposed a method that focuses on the 

changes between concept maps created by the same person at different points in time. They 

converted the individual concept maps into schematic diagrams that point out which 

propositions were moved, added, removed or remained in the same position. In a second step, 

they added a social frame of reference by qualitatively comparing the changes visible in 

concept maps from high- and low-gain learners. 

 

Figure 4: Combination of individual and collaborative concept mapping (Nomura et al., 2014) 
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