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ABSTRACT
The ever-increasing scale and complexity of cyber attacks and cyber-
criminal activities necessitate secure and effective sharing of cyber
threat intelligence (CTI) among a diverse set of stakeholders and
communities. CTI sharing platforms are becoming indispensable
tools for cooperative and collaborative cybersecurity. Nevertheless,
despite the growing research in this area, the emphasis is often
placed on the technical aspects, incentives, or implications asso-
ciated with CTI sharing, as opposed to investigating challenges
encountered by users of such platforms. To date, user experience
(UX) aspects remain largely unexplored.

This paper offers a unique contribution towards understanding
the constraining and enabling factors of security information shar-
ing within one of the leading platforms. MISP is an open source CTI
sharing platform used by more than 6,000 organizations worldwide.
As a technically-advanced CTI sharing platform it aims to cater for
a diverse set of security information workers with distinct needs
and objectives. In this respect, MISP has to pay an equal amount of
attention to the UX in order to maximize and optimize the quantity
and quality of threat information that is contributed and consumed.

Using mixed methods we shed light on the strengths and weak-
nesses of MISP from an end-users’ perspective and discuss the role
UX could play in effective CTI sharing. We conclude with an outline
of future work and open challenges worth further exploring in this
nascent, yet highly important socio-technical context.

CCS CONCEPTS
• Security and privacy→ Usability in security and privacy; •
Human-centered computing→ User studies.
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1 INTRODUCTION
Even before the onset of COVID-19, the scale and sophistication
of malicious cyber activities by various threat actors highlighted
the distressing risks posed to our increasingly digitized and inter-
connected societies. The pandemic only further demonstrated how
cyber criminals and other actors have adapted their practices to fit
the COVID-19 narrative and exploit the crisis [25]. The Colonial
Pipeline [15] and SolarWinds [14] cyber attacks further illustrate
the palpable disruption to business continuity of critical infrastruc-
ture and potential threats to national and global cybersecurity.

The consequences of cyber attacks are manifold, with attacked
organizations often experiencing not only different kinds of out-
of-pocket costs, such as investigation and remediation expenses,
legal and regulatory fines, etc., but also reputation costs which can
economically be much larger [38]. Furthermore, there are spillover
effects where industry competitors of attacked organizations do
not benefit from such cyber attacks, but in turn also experience
shareholder wealth losses [38]. Thus, in order to mitigate the likeli-
hood or impact of future incidents, organizations tend to engage in
cooperative relationships with other third parties [39].

The timely and efficient gathering, analysis and, in particular,
exchange of cyber threat intelligence (CTI) is therefore seen as a
promising approach to countering these new generation threats.
Parties that belong to a CTI sharing community can leverage the
collective knowledge, experience, and capabilities to create an exten-
sive situational awareness picture of the threats their organization
may face [37]. It has been shown that CTI sharing can be effec-
tive in the mitigation of ongoing and the prevention of potential
attacks, in the faster identification and detection of threats, threat
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actors, and their tactics, techniques and procedures (TTPs) [71].
Furthermore, CTI sharing can be a cost-effective tool and reduce
the likelihood of cascading effects across entire systems, sectors or
industries [71]. Thus, there is a wide consensus on the benefits of
CTI sharing in different contexts, such as financially-driven cyber
criminal activities, cyberwar, hacktivism and terrorism [65].

That being said, effective CTI sharing depends on a number of
dimensions and is complicated by obstacles and challenges that en-
tail technical, organizational, legal, economical, and social aspects
[21, 23, 28, 80]. These include efficient cooperation and coordina-
tion, legal and regulatory compliance, standardization, regional and
international implementation, and technology integration [65]. The
acknowledgement of the multi-faceted complexity of CTI exchange,
motivates for a multi-disciplinary and multi-stakeholder discourse
as well as mobilization of diverse expertise in the collective pursuit
of defending our societies from malicious cyber activities.

In recent years there has been significant progress in terms of
overcoming technical hurdles in establishing the formats and plat-
forms for CTI exchange. Further, some attention has been devoted to
uncovering and addressing challenges around organizational modal-
ities, incentives, and implications associated with CTI sharing. For
instance, in light of the persistent and increasingly sophisticated
cyber attacks, a recently signed Executive Order on Improving the
Nation’s Cybersecurity [1] made a specific reference to removing
(contractual) barriers to threat information sharing.

Many questions still remain open, however. In particular, those
concerning the user experience and unique challenges faced by secu-
rity professionals and other participants in CTI exchange that make
use of threat intelligence sharing platforms, which have become
indispensable tools for cooperative and collaborative cybersecurity.

Despite early views that security and usability are at odds with
each other [17], the security world has become acutely conscious
of the importance human aspects play in the overall security, use,
and adoption of systems that are critical from a security and/or
privacy perspective. This is recognized also in the context of CTI,
where human motivation and user experience (UX) design have
been highlighted as critical success factors for threat intelligence
sharing platforms [58]. Yet, empirical evidence on how UX impacts
the use and adoption of such platforms, and by extension the cyber
incident prevention and response efforts, is largely missing.

Motivated by this research gap, in a first study of its kind, we
establish a UX benchmark for a leading open source CTI sharing
platform used by over 6,000 organizations [49]. Further, applying
a blend of quantitative and qualitative methods in a delicate user
research context, we uncover what users value about the studied
platform and why, as well as, what they think could be improved
in order to overcome the voiced limitations and pain points.

As the core concepts of CTI exchange are incorporated in many
CTI sharing platforms, our study not only provides actionable in-
puts to the developers of MISP, but equally serves to highlight key
findings and UX recommendations of relevance to CTI sharing
platforms more generally. Besides advancing our understanding
of human factors and interaction aspects within the CTI sharing
context, this report also draws attention to the possible negative
outcomes in terms of CTI sharing effectiveness or disclosure of
sensitive information due to usability issues or overall poor UX.

It is worth mentioning that our study insights may be limited due
to the challenging participant recruitment circumstances. Never-
theless, we believe that our research has an empirical and a method-
ological contribution. The former informs the improvement of cy-
bersecurity in real-world systems, the latter demonstrates the utility
and necessity of UX research methods applied in a new context,
which is in dire need of further interdisciplinary scrutiny.

2 BACKGROUND AND RELATEDWORK
2.1 Cyber Threat Intelligence (CTI)
Intelligence sharing is by no means a recent practice, in particular
between nation-states, which have been utilizing shared intelli-
gence as a means to provide decision-makers with fresh perspec-
tives on the problems they face or with information on the effects
of their decision-making and policies taken [77].

With the rapid proliferation of ICT technology, many capabil-
ities are no longer reserved to nation-states, diffusing the power
across the private sector and individual actors [16]. Thus, increas-
ingly interconnected, different participants engage in the collection,
processing, analysis, and exchange of information relevant to the
protection of the physical, logical or social layers of cyber space.

Threat intelligence (TI), or in this context, Cyber Threat Intelli-
gence (CTI) refers to evidence-based knowledge about an existing
or potential threat, that can aid decision-makers in preventing an
attack or accelerating the detection of compromised assets [72]. TI
can come from a variety of internal and external sources in struc-
tured or unstructured formats, such as indicators of compromise
(IoCs), tactics, techniques, and procedures (TTPs), security alerts,
threat intelligence reports, tool configurations, etc. [37].

The factual insights based on the analysis of the TI can add value
and support a number of different activities inside an organization,
for instance, security operations and incident response, vulnerabil-
ity and risk management, brand protection, etc. [45]. Thus, depend-
ing on the information source, the form of analysis that is used to
produce it as well as the intended audience, CTI can be categorized
as strategic, operational, tactical and technical [72].

2.1.1 Benefits and incentives for CTI sharing. According to
NIST, organizations that engage in CTI exchange benefit from the
shared situational awareness of the sharing community, enabling
them to improve their security posture and achieve greater de-
fensive agility [37]. Many other benefits have been reported in
literature, classified along an operational, organizational, economic
or policy dimension [80]. To a large extent these benefits overlap
with the incentives as to why organizations participate in sharing
activities. ENISA outlined 12 incentives to information sharing [21].
Two of those, namely, economic incentives stemming from cost
savings, and incentives stemming from the quality, value and use
of information shared, were considered to be of high importance.

2.1.2 Risks and obstacles to CTI sharing. Establishing (mu-
tual) trust has been identified as a key driving factor for reliable
and effective information exchange [23, 77]. Trust issues have thus
been widely reported as key impediments to information sharing.
Research suggests that trust is established over time and in face-to-
face meetings [76], but can be undermined in a number of ways, e.g.,
when information sharing is not reciprocal [22]. These situations
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pave way for free riding, which is considered to be an undesirable
selfish behavior by certain participants in CTI exchange [50].

Contrary to common views that establishing and maintaining
trust is hard and that free-riding is a problem, in a more recent
survey of attitudes towards the benefits and barriers to CTI sharing,
the majority of respondents did not consider trust establishment
to be difficult to achieve, nor did they consider free riding to be a
significant impediment [80].

Reluctance to CTI sharing is also driven by the fear of exposing
the protective or detective capabilities of an organization, which
can disrupt ongoing investigations or response actions as well as
jeopardize information for future legal proceedings [37]. Fearing
negative publicity and the risk of reputation damage, the perception
that an incident is not worth sharing as well as the natural instinct
not to share are other examples mentioned in literature [72].

Another significant obstacle is liability with respect to laws that
regulate organizations’ operations and privacy-related legislation
[63]. Several studies have delved into the privacy implications of
(automated) information sharing with the government, across orga-
nizations or in the context of (international) business-to-business
CTI sharing [8, 26, 34, 62, 68].

In addition to the above-mentioned organizational, economic and
policy barriers to CTI sharing, operational challenges such as the
lack of standardization and the necessity to achieve interoperability
and automation have perhaps received the most attention. We
briefly mention them in Section 2.2.

2.1.3 Human, cultural, and organizational aspects. There is
a broad stream of literature that examines the nature of the job,
the organizational setting, the tools and workflows of IT security
professionals and operators [4, 10, 55, 66, 74]. Much of thework here
is in the context of security management, security operation centers
(SOCs), or incident response, where the importance of collaboration
and automation has been highlighted [66, 69]. For instance, security
practitioners rely on each other to see the “big picture”[9] and may
resort to developing their own tools, e.g., customizable scripts,
to carry out specific tasks, capture and share tacit knowledge or
improve the usability of a tool [78]. Security managers and analysts
in SOCs tend to agree that any cutting-edge technology at their
disposal would be underutilized if it suffers from poor usability or
if it is hard to learn, thereby also shifting their focus towards the
tools and away from the incidents [40].

Investigating collaborative work practices in the context of CTI,
Ahrend et al. found that practitioners engage in formal and informal
collaborative activities, however, awareness about existing threat
and defense knowledge (TDK), its availability, and correlation is
impacted by the largely tacit nature of TDK, which is lost due to
employee turnover or memory loss [5]. Further, the lack of formal
documentation or access restrictions also played a role. A number
of system circumvention activities were also reported, e.g., analysts
storing TDK artifacts on local machines instead of uploading them
to collaborative in-house systems due to perceived usability gains
as well as perceptions that “their work is rather individualistic and
not directly relevant to other analysts" [5]. When CTI is shared
across borders, cultural and language barriers may also arise, thus
parties engaged in CTI exchange should define a sharing language
as well as understand and respect cultural differences [76].

Safa et Von Solms investigated the impact of extrinsic and in-
trinsic motivation on employees’ attitudes toward the intention of
sharing information security knowledge [57]. They found that earn-
ing a reputation, gaining promotion, and satisfying curiosity, all
had positive effects on employees’ attitudes, which in turn affected
CTI sharing behavior. Expanding on earlier work taking economic
perspectives on information security sharing [28, 30], Mermoud
et al. proposed a behavioral framework theorizing how and why
human behavior and sharing of security information may be associ-
ated [47]. They highlighted that human behavior may be at the core
of the problem why CTI is underutilized despite being beneficial,
yet cautioned not to infer that CTI sharing should be mandated as
that could achieve the adverse effects of inducing compliance by
sharing TI that may not be relevant, accurate, or timely [47].

The development and improvement of security professionals’
skill-set is considered a key aspect of human capital management,
however, recruiting and retaining security staff have been reported
as major challenges [74]. Furthermore, there are high turnover rates
among security analysts due to burnout, which not only leads to
increased spending on frequent hiring and training of new analysts,
but also impacts the team spirit and collective incident response [11].
Researchers found that operator fatigue and frustration increased
significantly over the course of tactical cyber operations [20], while
procedurally distinct network analysis tasks elicited differentiable
effects on the cognitive stress and workload of operators [31]. As
research in security practitioners and human aspects in cyber is still
immature [20], the researchers encouraged further work regarding
the specific needs and challenges associated with different tasks
in the cyber domain, as well as the nature of the human-computer
interaction and the effects of these interactions on the operators’
mental states and performance capabilities [31].

2.2 CTI sharing standards and platforms
From the very beginning, organizations engaged in CTI exchange
have been faced with a number of technical and operational hurdles,
e.g., CTI exchange can demand a great deal of manual effort as threat
information can come from a variety of sources [76]; organizations
use their own terminology and data standards, which do not directly
correspond to those of other organizations [63]; the utilization of
meaningful threat intelligence depends on the relevance, timeliness,
accuracy, and other quality aspects of CTI artifacts [60], etc.

Thus, questions such as how to automate, harmonize and stan-
dardize CTI, while keeping human judgment and control involved
in sharing [6], have led to the establishment of a number of stan-
dards for structuring and sharing data as well as to the emergence
of sharing platforms in an attempt to facilitate sharing and ad-
dress the problems of collecting and storing threat intelligence. In
recent years, a number of papers investigated the CTI sharing land-
scape, providing comparative analyses of the different platforms,
standards, exchange formats and languages as well as the publicly
available sources of threat feeds [7, 18, 54, 59].

For instance, Sauerwien et al. [59] found that most CTI sharing
platforms rely on standards such as OpenIOC, STIX, and IODEF,
arguing that STIX [6] can be considered as the de-facto standard
for describing threat intel as it is the one most commonly used.
Ramsdale et al. highlighted, however, that despite having industry
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and community support, the use of STIX is not that widespread,
it often suffers from poor implementation, and that recent trends
indicate the use of APIs or platform-specific formats (e.g., MISP and
custom JSON formats) as a better fit for the given use cases [54].

In a recent investigation, De Melo e Silva et al. established evalu-
ation criteria for the different CTI sharing standards and platforms
based on the selection of the most relevant candidates [18]. They
reported that due to the different goals that CTI sharing platforms
have, at the moment there is not one fully complete platform that
attends to all CTI processes. Nevertheless, MISP and OpenCTI were
highlighted as platforms with the most holistic approach, and ap-
plicable in a great deal of scenarios. Furthermore, MISP was ranked
highest in terms of popularity and considering the compatibility
with different formats it could be considered as the most flexible.

2.3 User Experience of CTI sharing platforms
The fact that human-centered design and UX aspects are of para-
mount importance in the CTI sharing context can also be attested
by the inclusion of usability as a key evaluation criterion in the
recently proposed frameworks for comparing CTI platforms [18].
Nevertheless, despite this recognition, the question of usability and
UX remains largely unexplored in this context.

To the best of our knowledge, the only study that explicitly is
motivated and investigates UX aspects is the work by Sander and
Hailpern [58]. Conducting a series of interviews and ethnographic
observations of security analysts and domain experts, the authors
proposed a number of personas i.e., narrative descriptions of user
archetypes reflective of the most important users of a CTI sharing
platform. Furthermore, they proposed a number of design require-
ments, and reflected on three high level insights, grounded in their
user research. These refer to: (i) the oftentimes differing personal
and corporate motivations and incentives to CTI sharing; (ii) the
fact that there is no one typical user, but that there are significant
differences as to the type and amount of information that is con-
sumed and contributed across the different personas; and (iii) that
younger users expect CTI sharing platforms to offer a sophisticated
UX. Finally, they expressed an interest in collaborating with exist-
ing solutions in an effort to try and integrate the various design
requirements that they put forward, and highlighted the importance
of validating them in formal user studies.

Apart from an informal inquiry into the impressions of the us-
ability of a new decentralized CTI platform prototype [46], we are
not aware of any study that has performed a formal usability or UX
evaluation of an established CTI platform.

The gap in our understanding of the constraining and enabling
factors of CTI sharing platforms from a UX lens poses significant
challenges in terms of ensuring that our designs match the needs
and capabilities of the people we are designing for in such a highly-
complex cooperative environment. Furthermore, we believe that
it also prevents us from identifying and addressing user misper-
ceptions of system security and privacy, which can have adverse
effects on CTI sharing effectiveness. To this end, as far as we know,
we are conducting the first such UX evaluation, within the context
of the MISP sharing platform.

3 MISP
Conceived within military circles as a malware information sharing
platform a decade ago, MISP has in the meantime matured into a
community-driven project for gathering, sharing and correlating
diverse types of threats, such as indicators of compromise (IoCs),
financial fraud information, counter-terrorism information, etc.
[49, 75]. As previously mentioned, MISP is regarded as one of the
leading OSINT platforms, used by thousands of organizations active
in different domains, ranging from NATO agencies and ministries
of defense, CSIRT communities, private sector actors etc. [49].

Organizations wishing to engage in CTI exchange via MISP,
either need to approach i.e., be invited to an established sharing
community, or initiate their own MISP instance given that the
source code underpinning the platform is publicly and freely avail-
able on the MISP GitHub project page [29]. MISP can also be easily
retrofitted for specific communities or objectives, such as the recent
COVID-19 MISP instance dedicated to sharing medical information,
cyber threats and disinformation related to COVID-19 [48].

Technical details. We invite interested readers to consult avail-
able MISP resources (e.g., [29, 49, 75]) in case they would like to
better familiarize themselves with the technical details and imple-
mentation. Here, we briefly outline some main points.

A MISP instance can be considered as an independent central-
ized server that facilitates the consumption and contribution of CTI
among a defined set of participating organizations. MISP instances
can be standalone or they can connect to and exchange information
with other instances via different synchronization mechanisms,
pursuant to the sharing rules or negotiated terms. Connecting or
syncing MISP instances allows for shared CTI to traverse between
them in one or both directions, as per user-defined distribution
settings. Thus, interconnecting multiple instances creates a de facto
decentralized network which is able to send and receive data en-
tries, called events, described with different levels of granularity of
information as per the user’s wish. In terms of the interface used to
access MISP, a key distinction can be made between UI users (those
using the web portal) and API users (those using ReST API).

Features and functionalities. In terms of supported features and
functionalities, MISP seems to account for a large number of the
design requirements highlighted by Sander et Hailpern [58], e.g.,
automatic correlations to find relationships between attributes and
indicators from malware or attack campaigns, historical info for
indicators and pivoting capability, non-attribution, etc.

A number of actors in the MISP user community regularly orga-
nize training sessions and community meetups in order to address
training needs as well as discuss the future development of the
platform. Furthermore, lots of resources, such as training materials,
virtual environments and online repositories, are available to help
(prospective) users experiment and test the latest updates, builds
and features under development [13].

3.1 Study motivation
MISP is a technically-advanced system. If it aims to cater for a
diverse set of users involved in CTI exchange, it needs to account
for their distinct needs and objectives as well as their capabilities
to engage in CTI sharing activities of various complexity. To date,
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there appears to be no empirical evidence on UX evaluations of
MISP by the different user groups, nor investigations of usability
issues or challenges faced by users.

Given the wide adoption and large user base of MISP, we were
motivated to shed light on UX aspects of CTI sharing platforms
within this relevant context, as a representative use case. To this
end, we formulated the following research questions:

(1) How do different security information workers evaluate the
user experience of MISP?

(2) What do users value about MISP and what do they think
could be improved?

(3) Which user needs are addressed and accounted for by MISP,
and which are neglected?

4 METHODOLOGY
In line with lessons learned and taking into account the voiced
difficulties getting access to participants for cybersecurity research
[10, 20, 51, 52] we chose to conduct several smaller studies that had
a low impact on the environment.

Recruitment.Over the course of two years, we took part in a num-
ber of events organized within the MISP user community that were
facilitated by the Computer Incident Response Center Luxembourg
[12], which is an organization that co-finances and resource-wise
supports the development of MISP.

These events represented in Figure 1 – Study overview, refer to:
two in-person training sessions, indicated as Study 1 and Study 4;
an annual summit of the MISP user community, indicated as Study
2; and one regional community event, indicated as Study 3.

Survey.Data collection for Studies 1, 3 and 4 took place in person,
whereas for Study 2 via an online form.

Ethics. The study was approved by our organization’s ethics
review panel, and consent was obtained through voluntary partici-
pation, which was not financially compensated.

4.1 Study components and Methods
Information and Consent. At the beginning of the studies, the
participants were informed that the survey aims to assess the UX
of MISP and learn more about the needs of its users. They were
informed that participation was voluntary and anonymous as well
as that they can withdraw their consent to participate at any time
without giving reasons and without negative consequences.

#LT

#BM

#TR

#GF

Study Survey components

Total

N1=74

Total

N2=42

1

2

3

4

UEQInfo DemographicsN=24

UEQInfo DemographicsN=10

UEQInfo DemographicsN=8

UEQInfo DemographicsN=32

SCN=10

SCN=32

Figure 1: Study overview

UEQ - User Experience Questionnaire. The UEQ is a vali-
dated instrument for measuring UX [44] and it is the most widely
used standardized UX questionnaire in recent years [19]. It contains
6 scales with a total of 26 items in the form of semantic differentials:
(i) attractiveness measures users’ overall impression of a system or
technology; (ii) perspicuity measures the degree of ease of learning
how to use a system; (iii) efficiency measures whether users have to
put unnecessary effort into solving a task; (iv) dependability mea-
sures whether users feel they can rely on the system; (v) stimulation
measures the level of excitement or motivation to use the system;
(vi) novelty measures how innovative or creative do users perceive
the system to be i.e., whether it triggers their interest [61].

Through the perspicuity, efficiency, and dependability scales,
the UEQ investigates the pragmatic, goal-directed, quality aspects.
The stimulation and novelty scales investigate the hedonic aspects,
which are not goal-directed, but appeal to sensations. The attrac-
tiveness scale is considered as a pure valence dimension [61].

Demographics. After the UEQ, there was a demographics sec-
tion where we sought to learn more about our participants, their
education, technical background as well as prior experience and
engagement with MISP. This was the last section in Studies 1 & 2.

SC - Sentence completion. SC is a semi-structured projective
technique that can be deployed to understand user needs and values
by providing only a sentence stimulus to research participants who
are free to interpret it and respond to it from their own frame of
reference [41]. Complementing UX questionnaires, SC is a practical
method for obtaining qualitative inputs and a quick overall under-
standing of how users interpret their experiences with a system,
in a structured way and in a fraction of the time in comparison to
interviews [41]. For our investigation, we tailored the stems used
by Kujala et al. [41] to our context, represented in Table 2. SC was
the final section of the survey in Studies 3 and 4.

5 RESULTS AND ANALYSIS
5.1 Participants
Table 4 in Appendix C presents the main participant demographics.

Out of the 74 participants, 70 (95%) were male. 66 participants
(89%) had an engineering or computer science background. 63 of
them (85%) had a Bachelor’s degree or higher.

There were 32 participants (43%) in the age span of 26 – 35 years,
and the second largest age group consisted of 27 participants (37%)
in the range 36 – 45. In terms of prior experience with MISP, the
largest subgroups consisted of those that had never used MISP
before their training session and those that had used MISP between
6 – 12 months, which in both cases was 24%. Less than 25% of the
participants had used MISP for more than 12 months.

28 participants (38%) saw themselves as having more than one
role, with Security Analyst being the most frequent role indicated
by 53 participants (72%). The most represented group in terms of
industry was ICT Consulting/Advisory with 20 participants (27%).

It was the first training session for 61 attendees (82%), and 45% of
our participants indicated that they had used the training materials
and MISP virtual machine before. 30% indicated that they had used
the PyMISP API before, 42% had cloned a MISP repository, whereas
18% had contributed to any of the MISP repositories.
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Figure 2: Main UEQ results.

5.2 Quantitative section (UEQ)
All responses were collected for preparatory coding and analysis
using the UEQ data analysis tool (ver. 8) [73] and with the statistical
software SPSS. Inconsistent responses were identified and removed
whenever more than 3 subscales contained inconsistent response
patterns, leading to 74 responses available for further analysis.

Data grouping. To investigate the possibility of grouping our
responses from the four studies into a single data set, we performed
tests of homogeneity of variance, and an ANOVAwith post hoc tests
using bootstrapping of 1,000 samples to determine any statistically
significant differences between the means of the 6 UEQ scales from
our four studies. This led to the exclusion of the 10 responses from
Study 2. No statistically significant differences were obtained for
Studies 1, 3 and 4, which we grouped for subsequent analyses.

5.2.1 UEQResults. Table 1 and Figure 2 show the main results of
the combined UEQ analysis for studies 1, 3 and 4. The mean values
per individual scale item can be found in Table 5 in Appendix C.

According to the standard interpretation of the UEQ, values for
the scale means that are < -0.8 represent a negative evaluation,
values in the range -0.8 to 0.8 represent a neutral evaluation, and
values > 0.8 represent a positive evaluation. Our results denote
an overall positive evaluation of MISP across all scales, except for
Perspicuity where the scale mean belongs to the range -0.8 to 0.8,
thus evaluated as neutral.

5.2.2 Benchmark comparison. As this is the first study of its
kind, there is no baseline to qualify the observed measurements

Table 1: Main UEQ results. N = 64.

Scale Evaluation Mean Std. Dev. MoE 5% CI

Attractiveness Positive 1.62 0.83 0.203 [1.41, 1.82]
Perspicuity Neutral 0.51 1.18 0.288 [0.21, 0.79]
Efficiency Positive 1.40 0.82 0.201 [1.20, 1.60]
Dependability Positive 1.52 0.56 0.138 [1.39, 1.66]
Stimulation Positive 1.89 0.68 0.167 [1.72, 2.05]
Novelty Positive 1.36 0.78 0.191 [1.17, 1.55]

within the CTI context. However, these results can be compared to
other studies that deploy the UEQ.

Setting the measured scale means from Table 1 in relation to a
benchmark dataset that contains evaluations from 20,190 persons
across 452 studies (as per version 8 of the UEQ handbook and data
analysis tools [61]), we can estimate the relative UX quality of MISP
compared to other systems. Figure 3a provides a comparison to
the general benchmark consisting of the whole data set, whereas
Figure 3b shows the comparison against a specialized benchmark
of 85 product evaluations of websites and web services. Appendix
C contains the benchmark comparison tables 6 and 7.

In both cases, MISP’s perspicuity aspect is categorized as bad i.e.,
in the range of the 25% worst results. This is in contrast to the other
5 scales, which are categorized at least as above average. In both
benchmark comparisons, the hedonic aspects of MISP are evaluated
higher than in 75% of the investigated products, with stimulation
categorized as excellent i.e., in the range of the 10% best results.
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(b) Comparison to a specialized benchmark of websites and web services.

Figure 3: Comparison to benchmark values from UEQ evaluations of other systems.

5.2.3 Demographic differences. To investigate differences in
the evaluation of MISP based on distinct participant profiles and
characteristics, we performed a number of group comparisons. De-
tails on how we split the sample, the statistical tests and results can
be found in Appendix B, which we discuss further in Section 6.

5.3 Qualitative section (SC)

Table 2: Overview of Sentence completion stems and corre-
sponding response rates (N=42).

Sentence stems Responses No answer

S1:When I use MISP, I feel . . . 29 (69%) 13 (31%)
S2: MISP is best for . . . 29 (69%) 13 (31%)
S3: MISP is not suitable for . . . 19 (45%) 23 (55%)
S4: I think the appearance of MISP is . . . 31 (74%) 11 (26%)
S5: I am happy with MISP because ... 32 (76%) 10 (24%)
S6: The problem with MISP is . . . 27 (64%) 15 (36%)
S7: People who use MISP are typically . . . 20 (48%) 22 (52%)
S8: Compared to other threat information 24 (57%) 18 (43%)
sharing platforms, MISP is . . .

Total: 211 (63%) 125 (37%)

As visible in Table 2, across the two sessions where the SC activ-
ity was administered, 42 participants completed 211 out of possible
336 sentence stems (63%). In our analysis, we used a theoretically-
driven inductive approach [70], in which, the coding system was
generated inductively, but we drew from the theoretical perspec-
tives of psychological needs [64], positive and negative emotions
[53], as well as UX [32], when identifying and naming themes.

The thematically-driven stems were used as a guide for the
creation of first level codes (user-related and system-related aspects)
by which to assign all participant input. Inductive coding was then
used to produce second level codes and to draw further insights on
the guiding research questions. Preliminary coding from one session
was undertaken by the lead researcher. This was then independently
verified by a second researcher, so as to ensure consensus across
the identified coding categories, and to drive discussion and further
refiningwhere coding disagreements arose. The rest was then coded
by the lead researcher, in consultation where necessary. Table 3
outlines the main themes identified per SC stem.

Table 3: Overview of the most frequent themes emerging
from the data during the qualitative analysis.

Themes Theme frequency per sentence stem
S1 S2 S3 S4 S5 S6 S7 S8 T

User-related aspects
Needs and values 9 0 0 0 11 2 4 6 32
Emotion evocation 34 2 0 4 1 3 0 0 44
- Positive emotions 22 2 0 0 0 2 0 0 26
- Negative emotions 12 0 0 4 1 1 0 0 18
User characteristics 0 1 7 1 0 6 13 0 28

System-related aspects
MISP characteristics 1 0 0 0 12 6 1 7 27
UX qualities 16 34 12 39 31 25 2 21 180
- Attractiveness 0 0 0 16 0 0 0 6 22
- Lack of attractiveness 0 0 0 5 0 2 0 0 7
- Pragmatic qualities 3 34 0 7 29 0 2 10 85
- Lack of pragmatic q. 10 0 12 7 0 23 0 0 52
- Hedonic qualities 3 0 0 0 2 0 0 5 10
- Lack of hedonic q. 0 0 0 4 0 0 0 0 4

5.3.1 User-related aspects.

Needs and values. As a major source of positive UX, the fol-
lowing themes were voiced as dominant psychological needs and
values accounted for by MISP: competence, control, autonomy, and
in particular, relatedness.

As exemplified by the following verbatims, users feel capable
and effective in their work, they value that MISP supports their
routines and habits, as well as their control over options.

S1 “When I use MISP, I feel confident about my ability to find
bad guys” (BM11)

S5 “... its flexibility allows me to solve my problems and I do not
have to change my way of working” (BM18)

The support in fulfilling the psychological need of relatedness
/ belongingness was raised most often, suggesting that MISP is
perceived particularly well along its core objective of connecting
parties interested in CTI sharing.

S1 “... I feel I’m part of a community” (LT19)
S5 “I am happy with MISP because I’m a part of a community, I

can help people like me” (BM9)
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S5 “... its aim is to promote sharing (cyber information); it includes
a lot of users/contributors” (LT28)

S5 “... it is a community-based sharing platform” (BM10)

Evocation of emotions. Besides need-related aspects, partici-
pants also expressed their emotional experiences with MISP.

Overall, positive emotions dominated, with satisfaction, confi-
dence, pride, and courage being most reported.

S1 “When I use MISP, I feel like a genius” (LT16)
S2 “MISP is best for people who aren’t afraid of digging through

Github issues as a suppliment [sic] to the documentation”
(BM14)

On the other hand, confusionwas denoted as the most prominent
negative emotion evoked, as hinted by these verbatims.

S1 “When I use MISP, I feel overwhelmed with the amount and
type of data” (BM12)

S4 “I think the appearance of MISP is causing confusion” (BM10)
S6 “The problem with MISP is its integration, this is confusing for

me” (LT27)
Some participants highlighted boredom as well as frustration.
S1 “When I use MISP, I feel a bit lost, need to search a lot to find

what I need” (BM7)

User characteristics. Another significant portion of user-related
codes focused on the profile and characteristics of users, in particu-
lar the role of technical expertise and experience with MISP and
CTI sharing in general.

S7 “People who use MISP are typically experts on security” (LT11)
S3 “MISP is not suitable for non techies” (BM11)
S3 “... not suitable for quick ad-hoc analysis by non IT profession-

als” (LT25)
S3 “... not suitable for inactive organizations/users” (LT22)
The opportunity to address an unmet user need of relatedness

can be identified through the following statement.
S6 “The problem with MISP is lack of a public community that

new users can join when starting out” (LT3)

5.3.2 System-related aspects.

MISP characteristics. A number of SC stems triggered partici-
pants to expresswhat system characteristics they value. Participants
had a particularly high opinion of MISP’s freeness and openness.

S5 “I am happy with MISP because it is open (source)” (LT30)
S5 “... has potential to integrate with other tools and is open-

source” (LT16)
S8 “Compared to other TI sharing platforms, MISP is free, open-

source and not managed by big companies” (BM20)
S8 “... far more open” (LT19)
MISP’s adaptation properties were also much appreciated.
S5 “I am happy with MISP because it just works 95% of the time

and it’s enormously flexible as a tool” (BM14)
S5 “... can be used in different ways” (LT31)

UX qualities. The largest proportion of user inputs described
UX qualities (or lack thereof) grouped along three main dimensions.

Attractiveness. Our participants did not provide a homogeneous
response regarding the attractiveness of MISP, in particular the
aesthetics of the platform, as evident by these opposing verbatims.

S4 “I think the appearance of MISP is quite pleasing” (BM7)
S4 “I think the appearance of MISP is very good” (LT27)
S4 “the appearance ofMISP [is] has room for improvement” (BM18)
S6 “The problem with MISP is [its] look and feel” (LT19)

Pragmatic aspects. The ability for MISP to support the effective
and efficient achievement of CTI tasks i.e., the instrumental quality
of the platform was the most frequent theme in our data. MISP was
perceived as useful along both utility and usability dimensions.

S5 “... it has a lot of features” (LT6)
S8 “...well-maintained and good feature set” (LT16)
S8 “...complete, simple and free” (LT16)
Participant statements reveal howMISP supports them in search-

ing, organizing, correlating and contextualizing indicators of com-
promise (IoCs) and other CTI data.

S5 “... the API allows easy access to filter the data needed” (BM12)
S2 “MISP is best for analysing and validating security incidents”

(LT7)
S2 “MISP is best for identifying events, their sources, and their

attributes” (LT7)
The core functionality of collaboration and sharing (technical)

threat intelligence was particularly emphasized.
S5 “I am happy with MISP because it allows actionable informa-

tion sharing” (LT12)
S2 “MISP is best for exchanging IOC” (LT13)
S2 “MISP is best for documenting malware and incidents and

sharing that information” (LT12)
S2 “MISP is best for having a centralized place to store and col-

laborate on data” (LT8)
Participants did, however, also raise a number of pragmatic issues.

On the utilitarian side, these ranged from the lack of applicability in
certain sectors to the lack of suitability for specific CTI workflows.

S6 “The problemwithMISP is it is too IOC-centered / IOC-oriented”
(BM2)

S3 “MISP is not suitable for long term analysis or assessment”
(LT3)

S3 “... not suitable for use out of the box (complex, needs deep
integration into workflow)” (LT30)

S3 “... not suitable for full IR management process” (LT8)
As regards usability, which was much more commented, partic-

ipants emphasized the lack of clarity and efficiency as well as the
complexity, or more generally the lack of perspicuity, of MISP.

S4 “I think the appearance of MISP is chaotic at times” (BM6)
S6 “The problem with MISP is it that it requires too much time”

(LT13)
S6 “The problem with MISP is finding the balance between good

enough information and time invested” (LT12)
S6 “The problem [...] is many tools/features (good problem)” (LT9)
The lack of learnability and difficulty to cut through the com-

plexity of MISP was a major concern:
S6 “...that is huge and kind of hard to start with ” (LT11)
S6 “...it has a steep learning curve” (LT16)
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S4 “...needs to be explained to be more used” (LT28)
S6 “...it is hard to get started adding events if you never saw an

example” (LT6)

Hedonic aspects. While less frequent, users also mentioned he-
donic aspects related to their experience with MISP, in particular,
novelty and stimulation, or lack thereof.

S4 “... good, but a little old fashioned” (BM9)
S8 “Compared to other threat information sharing platforms,

MISP is a breath of fresh air” (BM14)
S5 “I am happy with MISP because it is an awesome tool” (LT27)

6 DISCUSSION
Summary of key findings. The UEQ scores from Section 5.2
show an overall positive UX evaluation across the threemain system
quality aspects i.e., attractiveness, pragmatic and hedonic qualities.
This finding is arguably not unexpected, as it would be challeng-
ing for MISP to achieve such widespread utilization if its UX was
largely perceived as negative. At the same time, we cannot exclude
the possibility that the obtained results are skewed towards more
positive as the majority of our study participants were recruited
around training events, which might imply active interest in the
platform. Further, their level of experience both with the tool and
in the industry may not fully reflect the body of actual users of
MISP, potentially narrowing the scope of our findings.

Nevertheless, taking into account the shortage of security spe-
cialists [27], the high turnover rates among security analysts and
their needs for adequate training [11], and the increased interest
in CTI sharing beyond the security community, we can assume
that the number of users who experience the system for the first
time or are still novice is not insignificant. Understanding their
UX needs and challenges is crucial to fully onboarding them as
adopters who are confidently participating in CTI exchange. In this
regard our research brings greater granularity and clarity regarding
the different aspects that impact the experience.

The lower mean value for the pragmatic quality (1.14) is mainly
due to the low perspicuity evaluation of MISP (0.51), which is the
only aspect rated below the positive threshold. One should not
directly conclude, however, that MISP has a low utilitarian value.
The qualitative insights obtained using the sentence completion
method (Section 5.3), provide further understandings behind the
quantitative ratings of the UEQ. Furthermore, investigating the user
experience more holistically, rather than solely through a usability-
focused prism (as discussed later), allowed us to capture user needs
more comprehensively.

The results presented earlier point to the complex relationship
many users have with MISP. On the one hand, the platform is
praised for being useful, valuable, and empowering, on the other
hand, it is also perceived as overwhelming. As regards the threat
intelligence aspect of the system, users value the flexibility and
adaptation offered by MISP. Nonetheless, they express concerns
about the difficulty to learn the system and its complexity. Our
results also highlight the importance of the user community, which
in the case of MISP strongly values the openness, open-source
nature of the platform and contributors. However, our findings
also suggest that there might be a gap to be bridged among novice

users until they feel onboarded. Furthermore, the sentence comple-
tion responses indicate that the platform is very much technology-
oriented, which might be a negative association for certain be-
ginners or non-technical users that MISP attempts to onboard in
different verticals or areas of interest (e.g., COVID research, misin-
formation, dark patterns etc.).

Our findings are of relevance beyond MISP. As reported in liter-
ature, many approaches to user-centered design rely on measures
of the quality of interactive systems, such as benchmarking against
usability measured for competitors’ systems [35]. In this respect,
similar investigations of other CTI platforms could estimate how
those systems fare against MISP along the different UX dimensions.
Further, many of the positive and negative accounts that our study
participants reported transcend MISP as a system and relate to user
needs that were either fulfilled or neglected. Thus, much can be
learnt as to what users find important in this context and why,
which can be of use to designers of other CTI sharing platforms as
well as researchers of socio-technical security in general.

Implications. The user concerns highlighted above, such as the
complexity of the platform, the steep learning curve as well as the
perceived lack of support or community for novice users, opens po-
tential problems both in terms of errors, as well as under-utilization
i.e., adoption problems. Thus, designers of CTI sharing platforms
should also take into account many of the base findings and assump-
tions coming from the field of computer-supported cooperative
work (CSCW) [2], to narrow the gap between the social require-
ments and the technical feasibility in CTI exchange.

For instance, access control systems should accommodate the
nuanced behavior that people have with respect to how and with
whom they share information, their concerns about sharing specific
pieces of information at a particular time, or the effects of infor-
mation disclosure [2]. Awareness about who else is present in a
"shared space" and allowing for low-level monitoring of others’ ac-
tivities as well as making information exchange visible is important
both for guiding people’s work and actions [24] as well as enabling
learning and greater efficiencies [36]. However, making people’s
work visible may also open them to scrutiny or criticism, which
can impact their willingness to share information [2].

Both of the afore-mentioned aspects are very important in par-
ticular for novice and non-expert users. In this respect, MISP offers
plenty of distribution options, meaning different pieces of informa-
tion can reach different entities within the same and/or connected
MISP instances. Furthermore, a delegation feature allows users to
entrust another party on the MISP instance to share a CTI event
and remove the binding between the information shared and the
reporting organization. However, not knowing about these options
due to the cognitive overload new users are faced with as they
get started with MISP, or having a misperception about the core
functioning of such a security system due to a poor UX, can have
serious consequences.

To illustrate, even if a shared CTI event refers to Indicators of
Compromise (IoCs) only, certain organizations might perceive the
information as sensitive because its (premature) disclosure could
impede a successful response to a cyber attack. Or it could be sen-
sitive as the shared information might imply that the organization
disclosing the event is a potential victim of a specific attack, which
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in itself can have negative reputation consequences. Thus, perform-
ing this core activity without knowing or disregarding who the
(intended) recipients of the shared information are, can lead to both
oversharing i.e., accidental leakage of sensitive information to par-
ties beyond what was initially planned, as well as to undersharing
i.e., to lower preparedness levels of the sharing community as vital
pieces of information would not be reaching the other members.
Both can play a role in the perception of the platform’s efficiency,
usefulness, and added value, ultimately impacting the future use
and adoption, where no adoption in essence means lower overall
cyber preparedness and security.

Beyond usability. We can also pose the question: Why would
someone start or continue using a certain CTI sharing platform
even though it is hard to learn? Just as traditional models of rational
choice disregard the numerous factors that impact actual privacy
and security decision-making [3], so are narrow usability investi-
gations unable to provide much insights in this direction. A typical
usability study would normally focus on task-related efficiency and
effectiveness, which would omit other equally important aspects
that impact the overall impression, appeal and intention to use a
system [33, 42, 79]. Our study shows that the psychological need
of relatedness / belongingness [56] can play a key role here.

This is not to say that investigating pure functionality aspects is
less important, especially in such an expert domain where fun is
not the main design objective of the system. However, disregarding
factors such as people’s affective reactions before, during or after
using a specific system, the emotional relationships they build
with specific technology, or the fulfillment of psychological needs
that can be mediated via technology, can pose major shortcomings
during the design as well as evaluation stages of a system’s lifecycle.
Far too often, core security and privacy research takes an overly
simplistic approach to investigating the human role or how to
make systems usable. We hope that our study brings to the fore the
importance of approaching UX in a holistic manner and that the
deployed methods and approach taken can serve as a blueprint to
the wider security community when investigating not only other
CTI sharing platforms, but security tools and systems in general.

Future Work. While we do not have compelling evidence of the
relationship between the evaluation of MISP and the expertise level
of the users, the results from Section 5.2.3 (see Appendix B) prod us
to investigate whether users that, in one way or another, are more
involved with the platform, are able to recognize more the different
UX qualities in MISP. For instance, those that had used MISP in
multiple roles, those that had used the system for more than one
year, or those that had used the training materials, found MISP
more stimulating to use. These assumptions and the other findings
stemming from this baseline UX evaluation, would require further
validation. To this end, replication studies are strongly encouraged.

More research is needed not only to establish UX as a standard
criterion when assessing different CTI platforms, but also in terms
of how UX design can help users cut through the complexity as
they learn to use the system for different CTI activities. In light
of the afore-mentioned adoption and security implications, future
research could explore: (i) whether users have a correct understand-
ing of how far does CTI information travel when it is shared in a

platform like MISP; (ii) how are users supported in this core activ-
ity e.g., are there user interface mechanisms, documentation, or is
training required; (iii) how does end-user feedback loop back to
the designers of a CTI sharing platform and whose responsibility is
the UX in open-source, community-driven projects like MISP?

Eliciting and incorporating representative views that reflect the
different user groups of the platforms under investigation is of para-
mount importance. To this end, future work could also experiment
with different user research methods and recruitment strategies as
well as propose and explore how integrated avenues within the CTI
sharing platforms themselves could seek to solicit UX feedback that
could potentially reach a wider and more diverse user segment.

Limitations. Our work comes with certain limitations that should
be considered when interpreting the results and analysis of our
study. Despite our best efforts to collect inputs from a larger sample
ofMISP users, we also experienced difficulties recruiting and getting
access to larger numbers of participants from our target population.
Thus, the given sample size, the profile of the participants, and the
recruitment circumstances limit the generalizability of the different
UX evaluations. Further, our sample was skewed towards novice
users, who were mostly male and with a technical background.
Thus, we risk omitting important under-represented views.

As our study was conducted over a period of two years, different
users were not working with exactly the same version of MISP,
as it is a system that is in continuous development. Nevertheless,
no radical changes were introduced to the system with respect to
activities covered during the MISP training sessions.

Lastly, while we deployed standardized and validated methods
for evaluating the UX, every context is specific and the methods
are not a perfect fit for every situation [43]. For instance, we do
not make a distinction between different components of MISP and
consequently we do not know which aspect of the user interaction
or experience was reported by the participants or dominated their
evaluation. Similarly, it is hard to discern whether certain evalua-
tions (e.g., stimulation) are restricted to MISP as a system or to the
activity of CTI exchange via MISP more broadly.

7 CONCLUSION
The exchange of CTI is a crucial element in the fight against the in-
creasing number and complexity of cyber attacks. To date, research
in this field has mainly overlooked UX aspects, which are essential
for the successful deployment and utilization of CTI sharing plat-
forms. Through the use case of MISP, we highlighted what novice
users perceive to be the strengths and weaknesses of a leading
system of this kind. Furthermore, by specifying appropriate metrics
and performing a benchmark UX evaluation of MISP, we not only
aspired to contribute to the improvement in the quality of cyber-
security in real-world systems, but also to enrich the discourse
on CTI sharing with new UX perspectives. These contributions
provide much needed insights into an understudied facet of the
CTI sharing problematic. Our study also demonstrated that many
user and system-related needs can remain hidden unless we take an
expanded notion of the UX and go beyond usability studies which
look at task-related aspects only. This has implications beyond CTI,
and should be taken into account in the investigations of security
tools and systems in general.
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We hope that the reported findings also help the designers and
developers of other CTI platforms, who can take into account what
users value about MISP and why, as well as how they could aim
to overcome identified shortcomings from an aesthetic, pragmatic,
or hedonic perspective. Through the presented methods and our
accounts of conducting user research in this context, we also aim to
inspire further studies, investigating both CTI sharing systems as
well as different user groups. Further work is needed to incorporate
additional views which we were unable to account for in this study,
and to uncover a plethora of user related challenges and opportuni-
ties in the service of securing organizations and communities.
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A APPENDIX - DATA
The surveys and datasets with raw participant responses from the
studies can be downloaded from the following link:
https://doi.org/10.5281/zenodo.5531990 [67].

B APPENDIX - GROUP COMPARISON TESTS
As indicated in Section 5.2.3, the following tests report on the
differences found in the UEQ evaluation of MISP based on the
demographic characteristics of our study participants.

Role. A statistically significant difference in the UEQ evaluation
of MISP was observed in the Dependability and Stimulation scales
between users that reported multiple roles and users that reported
a single role in terms of how they (intend to) use MISP.

Dependability: (Mmul –Msin ) = 1.80 – 1.40 = 0.40, 95% CI [0.11,
0.69], d = 0.75, 95% CI [0.20, 1.29]; t(62) = 2.78, p = .007.

Stimulation: (Mmul – Msin ) = 2.19 – 1.75 = 0.44, 95% CI [0.08,
0.79], d = 0.67, 95% CI [0.12, 1.21]; t(62) = 2.47, p = .016.

Industry. Participants who indicated working for an ICT con-
sulting/advisory company, expressed significantly lower UEQ scores
regarding the platform’s Attractiveness, Perspicuity, and Efficiency
in comparison to those working in other industries.

Attractiveness: (Mcons – Moth ) = 1.20 – 1.77 = -0.57, 95% CI
[-1.02, -0.12], d = -0.72, 95% CI [-1.29, -0.15]; t(62) = -2.54, p = .013.

Perspicuity: (Mcons –Moth ) = -0.13 – 0.74 = -0.87, 95% CI [-1.50,
-0.23], d = -0.78, 95% CI [-1.34, -0.20]; t(62) = -2.74, p = .008.

Efficiency: (Mcons –Moth ) = 0.853 – 1.596 = -0.74, 95% CI [-1.17,
-0.31], d = -0.98, 95% CI [-1.56, -0.40]; t(62) = -3.47, p = .001.

Experience. The planned contrast between study participants
that had used MISP for less than one year (novice users) and those
that had used MISP for more than one year (experienced users)
suggests that the latter group finds MISP more stimulating.

(Mexp –Mnov ) = 2.3 – 1.81 = 0.49, 95% CI [0.02, 0.96], d = 0.73,
95% CI [0.35, 1.42]; t(58) = 2.105, p = .04.

Use of Training materials. The platform’s dependability and
stimulation were the two UX aspects evaluated significantly higher
among participants that had used theMISP trainingmaterials before
in comparison to those that had never used them.

Dependability: (Myes –Mno ) = 1.78 – 1.37 = 0.41, 95% CI [0.14,
0.68], d = 0.78, 95% CI [0.25, 1.30]; t(62) = 3.001, p = .004.

Stimulation: (Myes – Mno ) = 2.21 – 1.69 = 0.51, 95% CI [0.18,
0.84], d = 0.80, 95% CI [0.28, 1.33]; t(62) = 3.114, p = .003.

Use of PyMISP. The planned contrast between study partici-
pants that had used the PyMISP API and those that had not, revealed
a statistically significant difference regarding three UX aspects. The
results denote that participants with PyMISP experience gave lower
scores across all three aspects, namely:

Attractiveness: (Myes –Mno ) = 1.09 – 1.77 = -0.68, 95% CI [-1.31,
-0.05], d = -0.83, 95% CI [-1.6, -0.06]; t(38) = -2.191, p = .035.

Efficiency: (Myes –Mno ) = 0.86 – 1.52 = 0.66, 95% CI [-1.21, -0.10],
d = -0.90, 95% CI [-1.67, -0.13]; t(38) = -2.384, p = .022.

Novelty: (Myes –Mno ) = 0.72 – 1.48 = -0.75, 95% CI [-1.30, -0.21],
d = -1.07, 95% CI [-1.84, -0.28]; t(38) = -2.816, p = .008.

Cloning a MISP repo. The planned contrast between study
participants that had cloned a MISP repository and those that had
not, revealed a statistically significant difference in the evaluation
of the platform’s dependability.

Dependability: (Myes –Mno ) = 1.73 – 1.37 = 0.36, 95% CI [0.01,
0.70], d = 0.71, 95% CI [0.26, 1.39]; t(38) = 2.107, p = .042.

No statistically significant differences were observed following
planned contrasts between participants split according to the fol-
lowing characteristics: age, education, frequency of use of MISP,
and use of the MISP virtual machines.

C APPENDIX - TABLES

Table 4: Participant demographics.

N Demographic Count Percent

74 Gender
• Female 2 2.7 %
• Male 70 94.6 %

74 Age group
• 18–25 11 14.9 %
• 26–35 32 43.2 %
• 36–45 27 36.5 %
• 46–55 4 5.4 %

73 Education
• Less than a Bachelor’s degree 10 13.7 %
• Bachelor’s degree 32 43.8 %
• Master’s degree 28 38.4 %
• Doctoral degree 3 4.1 %

74 Engineering or Tech Background 66 89.2 %
74 Role (multiple possible)

• Security Analyst 53 71.6 %
• Intelligence Analyst 25 33.8 %
• Malware Researcher 14 18.9 %
• Risk Analyst 13 17.6 %
• Law Enforcement 3 4.1 %
• Academic Researcher 3 4.1 %
• Fraud Analyst 2 2.7 %
• Other 5 6.7 %

74 Industry (multiple possible)
• ICT Consulting/Advisory 20 27.0 %
• National or Governmental CSIRT 12 16.2 %
• Telecommunications 9 12.2 %
• Bank 8 10.8 %
• Software company 7 9.5 %
• Public Health 6 8.1 %
• Military 3 4.1 %
• Other 12 16.2 %

74 Prior experience with MISP
• I have never used MISP before 18 24.3 %
• Less than 1 month 11 14.9 %
• 1 – 6 months 18 24.3 %
• 6 – 12 months 10 13.5 %
• 1 – 2 years 6 8.1 %
• More than 2 years 11 14.9 %

52 MISP usage frequency
• Less than once a week 11 21.2 %
• Between 1 and 3 times per week 19 36.5 %
• Between 3 times per week & every day 11 21.2 %
• Every day 11 21.2 %

74 Previously attended a MISP training 13 17.6 %
74 Previously used MISP training materials 33 44.6 %
74 Previously used MISP virtual machines 33 44.6 %
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Table 5: Overview of the UEQ evaluation of MISP, mean values per scale item

Item Mean Variance Std. Dev. No. Left Right Scale

1 1.6 1.2 1.1 63 annoying enjoyable Attractiveness
2 1.1 1.6 1.3 63 not understandable understandable Perspicuity
3 1.3 1.7 1.3 64 creative dull Novelty
4 0.4 2.1 1.4 64 easy to learn difficult to learn Perspicuity
5 2.3 0.9 1.0 63 valuable inferior Stimulation
6 1.4 1.2 1.1 64 boring exciting Stimulation
7 2.2 0.7 0.9 64 not interesting interesting Stimulation
8 0.8 1.2 1.1 64 unpredictable predictable Dependability
9 1.1 1.4 1.2 64 fast slow Efficiency
10 1.2 1.0 1.0 64 inventive conventional Novelty
11 1.8 0.7 0.8 64 obstructive supportive Dependability
12 2.4 0.7 0.9 64 good bad Attractiveness
13 -0.3 1.9 1.4 64 complicated easy Perspicuity
14 1.4 0.8 0.9 64 unlikable pleasing Attractiveness
15 1.5 1.1 1.1 64 usual leading edge Novelty
16 1.6 0.9 0.9 64 unpleasant pleasant Attractiveness
17 1.6 1.0 1.0 64 secure not secure Dependability
18 1.7 0.9 1.0 63 motivating demotivating Stimulation
19 1.9 0.6 0.7 63 meets expectations does not meet expectations Dependability
20 1.6 1.1 1.0 64 inefficient efficient Efficiency
21 0.8 2.1 1.4 64 clear confusing Perspicuity
22 1.5 1.4 1.2 64 impractical practical Efficiency
23 1.3 2.1 1.4 63 organized cluttered Efficiency
24 1.2 2.6 1.6 64 attractive unattractive Attractiveness
25 1.4 2.1 1.4 64 friendly unfriendly Attractiveness
26 1.5 1.3 1.2 64 conservative innovative Novelty

Table 6: Comparison of the MISP results to a general UEQ benchmark (452 product evaluations)

Scale Mean Comparison to general benchmark Interpretation

Attractiveness 1.62 Good 10% of results better, 75% of results worse
Perspicuity 0.51 Bad In the range of the 25% worst results
Efficiency 1.40 Above average 25% of results better, 50% of results worse
Dependability 1.52 Good 10% of results better, 75% of results worse
Stimulation 1.89 Excellent In the range of the 10% best results
Novelty 1.36 Good 10% of results better, 75% of results worse

Table 7: Comparison of the MISP results to a UEQ benchmark of websites and web services (85 product evaluations)

Scale Mean Comparison to specialized benchmark Interpretation

Attractiveness 1.62 Good 10% of results better, 75% of results worse
Perspicuity 0.51 Bad In the range of the 25% worst results
Efficiency 1.40 Above average 25% of results better, 50% of results worse
Dependability 1.52 Above average 25% of results better, 50% of results worse
Stimulation 1.89 Excellent In the range of the 10% best results
Novelty 1.36 Excellent In the range of the 10% best results
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