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Abstract—Unmanned aerial vehicle (UAV) communication has
emerged as a prominent technology for emergency communi-
cations (e.g., natural disaster) in the Internet of Things (IoT)
networks to enhance the ability of disaster prediction, damage
assessment, and rescue operations promptly. A UAV can be
deployed as a flying base station (BS) to collect data from time-
constrained IoT devices and then transfer it to a ground gateway
(GW). In general, the latency constraint at IoT devices and UAV’s
limited storage capacity highly hinder practical applications
of UAV-assisted IoT networks. In this paper, full-duplex (FD)
radio is adopted at the UAV to overcome these challenges. In
addition, half-duplex (HD) scheme for UAV-based relaying is
also considered to provide a comparative study between two
modes (viz., FD and HD). Herein, a device is considered to
be successfully served iff its data is collected by the UAV and
conveyed to GW timely during flight time. In this context,
we aim to maximize the number of served IoT devices by
jointly optimizing bandwidth, power allocation, and the UAV
trajectory while satisfying each device’s requirement and the
UAV’s limited storage capacity. The formulated optimization
problem is troublesome to solve due to its non-convexity and
combinatorial nature. Towards appealing applications, we first
relax binary variables into continuous ones and transform the
original problem into a more computationally tractable form.
By leveraging inner approximation framework, we derive newly
approximated functions for non-convex parts and then develop a
simple yet efficient iterative algorithm for its solutions. Next,
we attempt to maximize the total throughput subject to the
number of served IoT devices. Finally, numerical results show
that the proposed algorithms significantly outperform benchmark
approaches in terms of the number of served IoT devices and
system throughput.

Index Terms—Emergency communications, full-duplex, in-
formation freshness, Internet-of-Things, timely data collection,
unmanned aerial vehicle (UAV).

I. INTRODUCTION
In 1999, British technology pioneer Kevin Ashton intro-
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duced the concept of the Internet-of-Things (IoT) to describe a
system in which all devices equipped with sensors can connect
to each other [2]. IoT has the potential to significantly enhance
the quality of human life such as smart home, health care,
wearable devices, agriculture, smart city, autonomous vehicles,
and smart grid [3], [4]. The number of IoT connections of
all types is estimated to reach close to 25 billion by 2025
[5]. However, the growing demand for communications is
becoming a major challenge for IoT networks due to limited
spectral resources at terrestrial base stations (BSs). Besides,
BSs are deployed at fixed locations and antenna height to serve
a fixed geographical area, and resources cannot be rapidly
shifted elsewhere. Especially in emergency communications,
whereas BSs are potentially isolated or damaged after a natural
disaster, or when BSs are unable to serve all users as they are
overloaded during peak hours. This raises a question of how
to support the communication needs of a massive number of
IoT devices with restricted resources without compromising
the network performance [6]. Fortunately, due to the high
maneuverability and flexible deployment, unmanned aerial
vehicle (UAV) communications could become a promising
technology to overcome the above mentioned shortcomings
[7]. Due to energy constraints, IoT devices are commonly
unable to propagate their signals long distances. On the other
hand, the UAV can fly closer to the devices, harvest the IoT
data, and then transmit it to the BS/control center, which is
out of the transmission range of these devices.

Extensive studies have been carried out to investigate UAV-
assisted IoT communication networks [8]-[13]. The work
in [8] studied the joint optimal 3D deployment of UAVs,
uplink (UL) power control, and device association in an IoT
network. Specifically, the authors proposed a new framework
for efficiently distributing UAVs to collect information in the
UL from IoT users. In [9], the authors optimized the data
gathering efficiency of a UAV-assisted [oT network, subject
to the power budget, energy capacity, and total transmission
time of IoT devices. Herein, a multi-antenna UAV was op-
erated, which followed a circular trajectory and served IoT
devices to create a virtual multi-input multi-output (MIMO)
channel. Reference [10] presented a robust central system
orchestrator (SO) that was designed to provide value-added
IoT services (VAIOTS). Whereas SO keeps the entire details
about UAVs including their current locations, flight missions,
total energy budget, and their onboard IoT devices. To obtain
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an efficient UAV selection mechanism corresponding to each
task requirement, the authors proposed three solutions, namely,
energy-aware UAV, fair trade-off UAV, and delay-aware UAV
selection. A novel UAV-aided IoT communication network to
provide energy-efficient data gathering and accurate 3D device
positioning of IoT devices was proposed in [11], whereas a
UAV was deployed as an aerial anchor node and a flying data
collector. Particularly, UAVs could serve not only as aerial
BSs but also as powerful IoT components that are capable of
performing communications, sensing, and data analysis while
hovering in the air [12]. To extend the coverage for loT-based
emergency communications, Liu et al. [13] integrated multi-
hop device-to-device (D2D) and UAV communication during
natural disasters so that helps out-of-range IoT users can be
effectively connected to UAVs. Note that none of the above-
mentioned works in [8]-[13] take crucial latency constraint
into consideration.

Recently, the delay-sensitive data collection has attracted
much attention from researchers [14]-[17]. For example, in
the emergency case or during the natural disaster, the out-
of-date gathering data may result in unreliable controllable
decisions, which may ultimately be disastrous [17]. On the
other hand, IoT devices often have limited storage capacity,
and thus their generated data need to be collected timely before
it becomes worthless due to obsolete transmissions or being
overwritten by incoming data [18]. Therefore, the UAV must
reach the right place at the right time. In [14], the authors
proposed two UAV trajectories, termed Max-Aol-optimal and
Ave-Aol-optimal, to efficiently collect data from ground sensor
nodes under the impact of age of information (Aol) metric.
Specifically, the Max-Aol-optimal and Ave-Aol-optimal tra-
jectory planning minimize the age of the oldest information
and the average Aol of all sensor nodes, respectively. The
work in [15] studied the role of a UAV acting as a relay
to minimize the average Peak Aol for a transmitter-receiver
link, which was accomplished via a joint optimization of the
UAV trajectory, energy spending, and service time allocations
for packet transmissions. In [16], the authors designed the
UAV trajectory to minimize expired data packets in UAV-
enabled wireless sensor networks (WSNs) and then applied
the reinforcement learning (RL) method for the solution, which
enhances the time-effectiveness and path design performance.
The authors in [17] optimized the UAV trajectory as well as
service bandwidth allocation to maximize the total number of
served ground IoT users, in which UAV needs to collect data
from users within their latency constraint. Different from [14]-
[17], which only studied the aspect of data collection on the
UL channel, the works in [19] and [20] further considered the
latency constraint on the DL channel.

Despite noticeable achievements for data collection in UAV-
assisted IoT networks [8]-[12], [14]-[17], aforementioned
works have not exploited benefits of FD radios. To efficiently
exploit the radio spectrum, FD transmission was adopted
in UAV communications [21]-[24]. By applying a circular
trajectory and decode-and-forward (DF) relaying strategy, the
work in [21] maximized instantaneous data rate by a joint
design of beam-forming and power allocation, under individual
and sum-power constraint for the source and relay users. In

[22], the authors investigated the spectrum sharing planning
problem for FD UAV relaying systems with underlaid device-
to-device (D2D) communications, which aims to maximize
the sum throughput. The work in [23] maximized the energy
efficiency (EE) by jointly optimizing UAV trajectory, as the
transmit and jamming powers of a source and a UAV, re-
spectively. Besides, a new system model for UAV-enabled FD
wireless-powered IoT networks was proposed in [24], in which
three optimization problems, namely, total-time minimization,
sum-throughput maximization, and total energy minimization
problem, were investigated.

Unlike previous studies such as [14]-[17], [19], [20] that
only investigate timely data exchange on the UL or DL channel
utilizing HD mode, this work proposes a novel system model
in UAV relay-assisted IoT networks that further explores
the impact of requested timeout (RT) constraints for both
UL and DL transmissions. To the best of our knowledge,
this is the first work to jointly optimizes total bandwidth,
transmission power, trajectory design, storage capacity, and
latency constraint in UAV relay-assisted IoT networks. To this
end, we formulate two optimization problems and develop
efficient iterative algorithms to obtain a sub-optimal solution.
In summary, our contributions are as follows:

o We propose a novel UAV relay-assisted IoT model that
takes into account the latency requirement for UL and
DL channels to improve the freshness of information.
Therein, UAV-enabled FD relaying is exploited as an
effective mean to enhance network performance, i.e.,
increasing the number of served IoT devices, throughput,
and reducing latency. For instance, the reduced latency
and high throughput owing to FD operation can take
the virtual/augmented reality (VR/AR) experiences or
emergency communications to the next level. Besides, it
also helps to overcome UAV’s limited storage capacity.
Moreover, UAV-enabled HD relaying is also investigated
to fully capitalize on UAV benefits for time-sensitive data
collection in IoT networks.

e We formulate a generalized optimization problem to
maximize the total number of served IoT devices under
the UAV’s maximum speed constraint, total traveling
time constant, maximum transmit power of devices/UAYV,
limited cache size of UAV, and latency constraints for
both UL and DL. The formulation belongs to the difficult
class of mixed-integer non-convex optimization problem,
which is generally NP-hard. We first relax binary vari-
ables into continuous ones and penalize the objective
by introducing a penalty function. We then develop an
iterative computational procedure for its solutions, which
guarantees convergence to at least a local optimal. The
key idea behind our approach is to derive newly approx-
imated functions for non-convex parts by employing the
inner approximation (IA) framework [25].

o Inspired by the practical requirement in human safety
measurements, the more data we have collected, the
better our predictions are. This motivates us to investigate
the optimization problem in order to maximize the total
collected throughput subject to a given number of served
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Fig. 1. System model: the UAV is deployed as a flying BS to collect the
data from IoT devices and then transmit to GW.

IoT users.

o The proposed schemes’ effectiveness is revealed via nu-
merical results, which show significant improvements in
both number of served IoT devices and the total amount
of collected throughput compared with the benchmarks.
More specifically, the Benchmark FD and Benchmark HD
schemes are respectively designed similar to the proposed
FD-based and HD-based methods but with fixed resource
allocation or fixed trajectory.

o Compared to our conference [1], we have made the
following major revisions. Firstly, the work in [1] only
considers the throughput maximization problem with an
assumption of perfect CSI from IoT devices to UAV.
Moreover, the details of mathematical analysis are not
provided in [1]. In this manuscript, we have updated
the channel model considering the approximated rate
functions for both uplink and downlink, as given in
Lemma 1. Besides, we have provided the IA framework
in Section III and detailed the proof of Proposition 1
in Appendix D. We have added an efficient method to
generate an initial feasible point to start the IA-based
algorithm in Section III-B. Lastly, we have reproduced
all simulation results in Section V due to the change of
channel model. In addition, we have also added Fig. 3 to
illustrate the UAV’s trajectories.

The rest of the paper is organized as follows. The system
model and problem formulation are given in Section II. The
proposed iterative algorithm for FD is presented in Section III.
Section IV devotes for the HD scheme. Numerical results are
illustrated in Section V, and Section V-B concludes the paper.

Notation: Scalars and vectors are denoted by lower-case
letters and boldface lower-case letters, respectively. For a
set /I, |[K| denotes its cardinality. For a vector v, ||v||; and
|[v]| denote its ¢; and Euclidean (¢3) norm, respectively. R
represents for the real matrix. R* denotes the non-negative
real numbers, i.e., Rt = {z € Rjz > 0}. x ~ CN(0,0?)
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Fig. 2. Tllustration of the data transmission process of 2 IoT devices with
N time intervals. The first IoT device with initial data transmission time at
Nstart,1 = 2, timeout at Menq,1 = 5. The second IoT device with initial data
transmission time at nggart,2 = 3, timeout at nenq,2 = 6. The UAV operates
in the FD mode from time slots 5 to 6 since two devices utilize the same
sub-carrier.

represents circularly symmetric complex Gaussian random
variable with zero mean and variance o2. Finally, V f is the
first derivative of a function f. E[z] denotes the expected value
of x.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a UAV-aided cooperative wireless IoT network,
where a UAV is deployed to assist the existing terrestrial
communication infrastructure in the case of adverse conditions
or natural calamities, as shown in Fig. 1. In emergency com-
munications, the ground base station (GBS) is either partially
or completely damaged after a natural disaster or in the case
that the GBS is overloaded during the peak hours due to its
incapability of handling all the devices at the same time (e.g.,
a sporting event) [26]. The latter case has been recognized
as one of the key scenarios that need to be effectively solved
by fifth-generation (5G) wireless communication [26], [27].
Concretely, a UAV helps to relay data from a set of K IoT
devices (or GUs), denoted by K = {1,..., K}, to a GW.
Each IoT device is equipped with a single antenna and works
in HD mode. Due to the SWAP (size, weight, and power)
limitations, the UAV, acting as an on-demand relay, is equipped
with one FD antenna, which can simultaneously be used for
data transmission and reception. Specifically, the UAV can
operate in FD or HD mode depending on the system designer.
It hovers over the considered area to effectively gather data
from IoT devices and then transmit it to the GW using UL
and DL communications, respectively. Due to limited energy
budget, we restrain the total serving time of UAV as T' [28].
We assume that each device is active at different time instances
t, where 0 < ¢ < T'. The location of device k is denoted
as wi € R?*1 k € K. We assume that the locations of
IoT devices together with their data sizes, the initial data
transmission time (i.e., Ngare,x With £ € K), and latency
requirement (i.e., nend,x With k£ € K) are known to the UAV
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through the control center.! Denote Nstart,k and Nend,x by the
initial data transmission time and timeout constraint of the
device k, respectively, for k € K. It is assumed that the UAV
collects data from device k within nenq,, units of time. For
simplicity, we assume that the UAV flies at a constant altitude
of H (m), e.g., imposed by the regulatory authority for safety
considerations. The location of UAV projected on the ground
at time t is denoted as q(t) € R?*! with 0 <t < T [29].

A. UAV-to-Ground and Ground-to-UAV Channel Model

For ease of exposition, the time horizon 7T is discretized
into N equally spaced time intervals, i.e., T = NJ; with J;
being the primary slot length. Moreover, let A" = {1,..., N}
denote a set of all time slots. Note that the UAV location can be
assumed to be approximately unchanged during each time slot
compared to the distance from the UAV to IoT devices since
d; is chosen sufficiently small [30]. Then, the UAV trajectory
q(t) during time horizon T can be represented as (q[n])nN:1 )
where g[n] denotes the UAV’s horizontal location at n-th time
interval. Let V.« denote the maximum velocity of the UAV,
then the UAV’s speed constraint can be presented as

la[n] — a[n —1]|| <64 = Vimaxdt,n = 2,..; N. (1)

For notation convenience, let us denote the k-th IoT device
and UAV by k and U, respectively. Henceforth, 1k and 2k
represent for the UL (i.e., K — U) and DL (i.e., U = GW),
respectively. Then, the time-dependence distance from £ — U
or U— GW (.e., 1k or 2k), is given by

w = B2 + o) - wiZ,i € (1,2}, Vi, b, )

where w € {wy, wo}, with wo denoting the location of GW.

In realistic scenarios, the devices are located in different
environments, e.g., rural, urban, suburban, etc. Thus, a gen-
eralized channel model consisting of both line-of-sight (LOS)
and non-line-of-sight (NLOS) channel elements is considered.
In this work, we consider a practical channel model that takes
into account both large-scale and small-scale fading channels
[31]. Specifically, the channel coefficient at the n-th time slot,
denoted by h;i[n], can be written as [17], [32]

[n] = \/wik[n]hi[n], 3)

where wy[n] represents for the large-scale fading effects
and h;x[n] accounts for Rician small-scale fading coefficient.
Specifically, w;[n] can be modeled as

wir[n] = wod;, " [n], )
where wy is the average channel power gain at the reference

distance d = 1 m, and a > 2 is the path loss exponent for

the Rician fading channel [17]. The small scale fading Bik[n]
2

with an expected value E {|ﬁlk[n]

G - I
n] = mhzk 1—|—G zlc (5)

where G is the Rician factor; kg [n] and hix[n] ~ CA(0,1)
denote the deterministic LoS and the NLoS component

} =1, is given by

IThe control center can take care of the corresponding computations
and inform the UAV through dedicated signaling, without affecting the
performance of the considered framework.

(Rayleigh fading) during time slot n, respectively.

Due to the UL and DL channels’ coexistence using the
same frequency at n-th time slot, the self-interference (SI) may
occur at the UAV. Without loss of generality, once the UAV
finishes data collection from device k, then the transmission
from UAV to GW can be conducted.”

Let us denote by x1x[n] and zo[n] the data symbols with
unit power (ie., E [|z14[n]|?] = 1 and E [|zox[n]]?] = 1)
from £k — U and U — GW at time slot n, respectively. As a
result, the received signals of device k£ at the UAV and GW
are respectively given by

= \/D1k[n hlk

Z/11<: 9C1k
+ Vg Z V/ P2k~ [n] T2k [n] + 19, (6)
k*EIC\k
yar[n] = v/ pak[n)hor[n]xak [n] + no, @)

where RSI represents for residual self-interference term,

pPSlguln] > \/pak+[n]zak+[n] is the RSI power after
k*€K\k

all interference cancellations [34]-[37], pRS! € [0,1) is the
degree of RSI, ng ~ CN(0,0?%) denotes the additive white
Gaussian noise (AWGN); p1x[n] and pog[n] are the transmit
power of the device k and UAV on the UL and DL to transmit
the device k’s data at time slot n, respectively; gy[n| denotes
the fading loop channel at the UAV, which interferes UL
reception due to concurrent downlink transmission [38], [39].

To deal with the issues involved in limited resources and the
UAV’s self-interference, we consider the resources allocation
(i.e., bandwidth and transmit power) for bold the UL and DL.
Thus, the achievable rate (bits/s) of links from k — U or
U — GW to transmit the data of device k at time slot n are
respectively given as

rik[n] = aik[n]Blogy (1 +Ti) i € {1,2}, (8)
P[]l ] wo
(H2+|aln]-wi]|2)*? (4751 S pogenl+0?)”

k*eK\k

where Ty, 2

| pak[n][hax[n]|*wo

(24 lafn]—wo1?)" 02" Pgulnll?; B de-
notes the total bandwidth in hertz (Hz) of the system; aqx[n|B
and agi[n]B are the bandwidth allocated for the UL and DL
to transmit data of k-th device during time slot n, respectively.
Herein, ayx[n] and agx [n] represent for the spectrum allocation
for devices and the U@V, respectivel}i. Note that instantaneous
CSI elements (i.e., |hix[n]|?> and |hok[n]|?) are difficult to
obtain in advance. Moreover, |hi[n]|> and |hgx[n]? are
random variables, thus instantaneous rates (i.e., r1x[n] and
ror[n]) are also random variables. Therefore, the expected
values of received rates at the UAV/GW are expressed as [40],
[41]

E[rik[n]] = air[n]BE[log, (1+T'ix)],i € {1,2},k € K.
9)

Due to the troublesome of deriving the probability density

¢RSI Y

’In this work, we adopt a (decode-and-forward) DF relaying technique
[33]; thus, the UAV needs to complete receiving all the data from device k
before relaying to GW to guarantee the data encoding properly. Moreover, a
sufficiently large time period is assumed to carry out the data transfer as well
as the decoding process at the UAV.
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function, it raises a difficulty in obtaining the closed-form ex-
pression of £ [rik [nH . Thus, we provide lower-bound functions
of E[rx[n]] as follows:

Lemma 1: The lower bounds of E[rix[n]] and E[rg[n]]
are respectively given as

T1k[n] = a1x[n] B log,y (1 + e Epix[njwo )

(H? + ||q[n] — wi||*)*/2v14[n]
(10)

e Epor[n]wo
(H2 + |lg[n] — wo|*)2/202 )’

Tog[n] = agr[n]B log, (1 +

Y
where vi[n] £ ("5 3 pop-[n] 4 02).
k*€l\k
Proof: See Appendix A. ]

Further, a1x[n] and agx[n] are approximately continuous
between 0 and 1 [17]. Thus, the bandwidth allocation should
satisfy:

> aln] <1,Vn, i€ {1,2}, (12)
ke
0 < aijk[n] < 1,Vk,n. (13)

Based on (10) and (11), the throughput (in bits) received on
the UL or DL to transmit device k’s data during time slot n,
can be written as

Cik[n] = 6:Rix[n], wherei € {1,2}, (14)
where
' _ T[], if n € Tig,
Rix[n] = { 0, otherwise, as)

with Tig £ {nstart ks - - - » Nend k }» T2k = {Nend o +1,..., N}
(15) means that the UAV only can collect the data from device
k (or transmit data to the GW) during time period 73 (or
Tar); Otherwise, the data transmission rate is treated as zero.
Specifically, the UAV only transmits device k’s data to GW iff
it finishes the data collection process for that device. Moreover,
the total throughput over NV time slots received on the UL

and DL are denoted as C1x = > O:Rix[n] and Cop =
n€Tix
> 01 Rax[n], respectively.
n€Tzk
To assist in the mathematical problem formulation, we

introduce a new binary variable Ay as
A\ { 1, Device k is successfully served by the UAV,
k =
0,

otherwise.
(16)

Definition 1: The value of )\, should be equal to one iff
the device k’s data is collected by the UAV while additionally
guaranteeing its successful reception at the GW.

Let Sy denote the data size (in bits) needed to transmit
from device k to GW. Then, we have the RT constraint
for transmitting the device k’s data on the UL and DL are
expressed as, respectively

S

)\krik < (nend,k — Nstart, k + 1)6t7Vka (17)
Ry
Sk

Ay—=— < (N — nena, k)0, Yk, (18)
Ry,

where R, = Y. Rig[n], with ¢ € {1,2}; (17) means that

n€Tik
device k& must transmit information to the UAV before timeout

constraint, i.e., Tend,%; (18) implies that the data transmission
process to transmit the device k’s data from U — GW is
performed during the serving time of the UAV.?

"B. Caching Model

The UAV has a cache with a storage capacity of C'. Due
to the limited cache size of the UAYV, it can utilize FD mode
to release the storage and improve the network throughput.
Considering a storage limitation, the total number of files
cached at the UAV should not exceed its available storage
capacity, i.e.,

n n—1
> (chk[l] -y CM]) <c, (19)
ke \l=1 =1
n N
where Z Clkm £ )\kSk — Z Clk[l]
=1 l=n+1

Note that, in order to spend a part of storage capacity for
future use, i.e., a free cache size to store new data streams, the
amount of data stored at the UAV is calculated as the size of
files collected from all devices till n-th time slot minus files
transmitted to GW till (n — 1)-th time slot as in (19).

C. Problem Formulation

In this section, we aim to maximize the total number of
served IoT devices by jointly optimizing the UAV trajectory
q[n], the allocation of resources (i.e., bandwidth and transmit
power assigned for UL and DL), and taking into account the
storage limitation, the locations, initial transmission time, and
the timeout constraint of all IoT devices.

Let us define q = {q[n],Vn}, a £ {aix[n], azx[n], k €
K,n € N}, p & {punl,pulnl,k € K,n € N},
A 2 {\,k € K}. Based on the above discussions, the
problem for maximizing number of served IoT devices can
be mathematically formulated as follows:

PP max Al (20a)
Q,a,p;A
s.t. A, € {0,1}, Vk, (20b)
0y min(Ry, Rox) > Sk, VE, (20c)
S
Mo < (Rend k — Nstart + 10, Yk, (20d)
Ry
Sk
Ae—=— < (N — Nend k)0, Yk, (20e)
R,
N n—1
> (Aksk — > SRl - Z&mm) <C,
kex I=n+1 1=1
Vn, (20f)
Z aik[n] < 1,Vn, (20g)
kek
q(1] = q1,q[N] = qF, (20i)

3We consider the system model in which the UAV does not transmit the
data during taking off and landing [42]. Thus, the data transmission process
only occurs when the UAV is flying in the sky.
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la[r] —a[n —1]|| < dg,n=2,..., N, (20))
0 < p1xk[n] < P [n], V&, n, (20k)
0< > paln] < P7*[n),vn, (201)

ke
where constraint (20c) means that each IoT device needs to
upload an amount of data Sy. In constraint (20i), q; and
gr € R?*! denote the beginning and ending locations of UAV
projected onto horizontal plane, respectively; (20j) signifies the
maximum speed constraint of the UAV; constraints (20k) and
(201) imply maximum transmit power constraints.

The problem PFP is a mixed integer non-linear program
(MINLP), which is generally NP-hard. Moreover, the binary
constraint (20b) and non-convex constraints (20c) to (20f)
cause intractability. Therefore, it is cumbersome to find an
efficient solution of PF¥P directly. However, a suitable solution
(local or global optimal) may be obtained by employing
adequate relaxations to PTP. In this regard, we provide a
transformation mechanism for P¥P, followed by its corre-
sponding solution in the succeeding section.

III. PROPOSED ITERATIVE ALGORITHM FOR SOLVING PFP

This section provides an iterative algorithm based on the
IA method to solve the design problem. The principle of
TIA framework [25], [43] can be detailed as follows. Let us
consider the following non-convex problem

s.t. hp(z) <0,m={1,...,M}, (21b)

where f(x) and h,,(z) are non-convex and continuous differ-
entiable functions over R™. The key idea of IA is to replace
non-convex functions by its approximated convex ones. Let
us denote f@)(z) and 1 (z),Vm are new convex functions,
satisfying the properties listed in [43], i.e.,

fl@) < f9(2) and by (2) < BY) (), (22)
Ff(a9D) = FD (2D and hy, (29)) = RO (20)), (23)
of(x) _ V)
Oz =z ) B Ox z=x(9)
O (2) oY) (x)
" 5a e 0T o) 29

where zU) € F £ {z]s.t. (21b)} is a feasible point of problem
(21) at iteration j. In some special cases, the approximated
functions (V) (z), ) (z)) can be easily obtained by adopting
first-order Taylor approximation of (f(x), h,,(x)) at feasible
point z(7). Consequently, we solve the approximate convex
program at iteration j of an iterative algorithm, which is given

by

o O
min f7(z) (252)
sit. WD (x) <0,m={1,...,M}. (25b)

A general iterative algorithm to solve (25) is presented as
follows: i) Generate the initial feasible point 20 e F; i)
At iteration j, the optimal solution x* is obtained by solving
(25); iii) Update zUtD 2 2* and j = j + 1; iv) Repeats
steps (#¢) — (4i7) until convergence. The detailed proof of
convergence can be found in [25], [43].

A. Tractable Formulation for (20)

In this section, we aim to make problem (P*P) more
tractable by relaxing the binary variables of (20b) into con-
tinuous values, i.e., 0 < Ay < 1. To obtain near-exact binary
solutions at optimum, we introduce the penalty function to
penalize uncertainties of the binary nature. It is straightforward
to see that A, € {0,1} < (0 < Ay <1 & A — (Ap)? £ 0).
We see that the convex function P(A) £ > A\e(\p — 1)

kek

with 0 < A\; < 1,VEk is always non-positive and can be
used to measure the degree of satisfaction of (20b). Similar
to [44], [45], instead of handling the non-convex constraint
A — (Ag)? < 0, we maximize the penalty function P(X)
to achieve its satisfaction by incorporating it in the objective
function (see, e.g., [46, Chapter 16]). Hence, the parameterized
relaxed problem with penalty parameter u € RT is expressed
as

Prelaxed * MaX  [IX[|; + uP(X) (26a)
st. 0< )\, <1,VEk, (26b)
(20c) — (201). (26¢)

Remark 1: Note that in the parameterized relaxed problem
PED q (26), the binary variables in the original problem (20)
are relaxed to continuous ones between 0 and 1. Therefore, if
Ak, Vk are all binary at optimal, then the relaxation is tight and
the obtained solution is also a feasible solution of problem
(20). Theoretically, P(A) should be zero at convergence to
guarantee the same objective value with (20) under the suffi-
ciently large value of u. Nevertheless, there exists a numerical
tolerance in computation and it can be accepted if P(A) < e,
where € is a very small chosen value corresponding to a large
value of u [44], [47], [48].

However, a direct application of IA method to solve PED
is inapplicable due to non-concavity of the objective function
and non-convexity of constraints in (20c)-(20f) as well as
strong coupling among optimization variables. In what fol-
lows, we transform (26) into an equivalent non-convex prob-
lem where the IA method can be applied. In this context, we
introduce slack variables z1x[n], zax[n], and t1x[n] such that
(H?+laln) = we]”) < (z1[n])?/®, (H?+]aln] — wol|*) <
(za1[n])?/*, and B3 3 pope[n] + 0 < tix[n], respec-
k* €KC\k

tively, where @ > 2 for Ricign fading channel [17], [49], [50],
by which (10) and (11) can be rewritten as

-E

Feln] > 72 1] 2 ayp[n] B log, (1 T W) 27)
-E

Tor[n] > 7“121}C [n] = ask [n) B log, (1 + ezﬁz][z];m) (28)

By substituting (27) and (28) into (14) and (15), we respec-
tively obtain C'P[n] and R} [n], with i € {1,2}. Moreover,
we have RI® = > R®[nland CIt = > 6,R%[n]. Let us

n€Tik n€Tik
denote z = {z1;[n], z2x[n],n € N,k € K}, t = {t1x[n], k €
KC,n € N}. Then, the problem PEP . can be reformulated

relaxed

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TWC.2021.3105821, IEEE

Transactions on Wireless Communications

as
Prelaxed 1+ max ||AH1 + :U’]P}(A) (2921)
q,a,p,\,z,t
s.t. (26b), (20g) — (201), (29b)
H? + ||afn] — wi|® < (z16[n)) >, VE,n,
H? + [|q[n] — wol|* < 4,(szbﬂ)2”’ Vn, (29¢)
O™ ST poge[n] + 0% < tigln], VE, n,(29d)
k*€K\k
Sk
AkRT S (nend,k — Nstart, k + 1)§t7Vka (296)
1k
Sk _ 5
Akiggr_,UV4—7%n¢k)t,Vk, (29f)
2k
8 min(RYS, RY) > \pSk, VE, (29¢)
> GR% =D AeSk,VE €K, (29h)
ke ke
N n—1
Z ()\kSk - Z d¢Rig(l] — Z 5tR2k[l])
ke l=n+1 =1
< C,Vk,n. (29i)

It is noteworthy that PED . | is a much simpler form in
comparison to P¥P, but the possibility of a direct solution still
seems unviable. This is due to the fact that joint computation
of the optimization parameters (related to (29¢)-(291)) leads to
non-convexity of the problem. However, it is still possible to
solve the problem in an iterative manner. In the following, we
discuss the above-mentioned approach in details.

B. Proposed IA-based Algorithm

We are now in position to convexify (29) by applying the TA
method [25] under which the non-convex parts are completely
exposed.

Approximation of the objective function: 'The objective
(29a) is a convex function in A, which is useful to apply
the TA method. In particular, the convex function P(A) is
iteratively replaced by the linear function PG J(N):

ﬁ(i)()\) 2 ]p()\(j)) + VP()\(j))()\ _ )\(j))

_Z( 2/\]) )_(/\](Cj))Q)’

ke

(30)

where P(AY)) = PG) (AD). As a result, the objective function
in problem PED . | can be replaced by [|Al; + pP@ ().

Approximation of % [n] and rlf [n]:  Before proceeding
further, we can express r;2[n], i € {1,2} as

rip[n] = aix[n]®ix[n), (31)
where
®y5.[n] 2 Blo (1 + e_Ep”“[”]wO> (32)
Ll = 27082 celnltien] )
N e~ Eparnjw

To approximate (32) and (33), we first introduce the follow-
ing lemmas:

Lemma 2: Consider a concave function h(z,y) =
Vxy, * >0, y > 0. Its convex upper bound at given points

) and ) can be given by [34, Appendix B], [43]:

\/x(] \/ ()
h(z,y) < y+ Y
2 y(] 2V (]

Lemma 3: Consider a function hi(z,y,z2) £ In (1 + i)

and ho(z,2) £ ln(1+ %) , x>0, y >0, z > 0. The
concave lower bound of hq(z,y, z) and ha(z, 2) at given point
), 4y and 2U) are expressed as

o)
hi(z,y,2) > In (1 + y(j)z(j)) -

- Y@ L)
Val)/x a?) (x—l— EOE 250 Y 2)

(34)

e

Y20

y(])z(]) y(J)Z(J) (x(]) —+ y(])z(J))
(35
(7) (7 Vali/z
T T x T
hQ(xaz) > In (1 + Z(J)> - ﬁ + 2T
@) (z + 2)
V) (x + =
"0 (@) 4 20) (36)
Proof: See Appendix B. [ ]
Based on Lemmas 2 and 3, ®x[n] and ®x[n] are lower
bounded by
®1x[n] > P1x[n] = B(E1 + 2 — E3), 37
<I>2k[n] > égk[n] = 3(54 + 55 - 56)7 (38)

where =1, =9, 23, 24, =5, and Zg are defined in Appendix C.
By introducing slack variable ®2[n], i € {1,2}, with

®ix[n] = 33 [n], (39)
we rewrite 12 [n] as

rin[n] > 7ip[n] £ a[n] @R [n]. (40)

To tackle non-convex function a;[n|®!?[n] we replace
aix[n]®[n] by equivalent Difference of Convex (DC) func-
tion 0.25[(a;x[n] + @ [n])? — (ai[n] — @ [n])?]. Then, we
apply the first-order Taylor approximation to approximate the
convex function (a;x[n] + ®;x[n])? at the (j + 1)-th iteration:

(@ 1+ 25 ) | (@Rl + O Vln)
4 + 5
X (aik[n} - a%) [n] + (I)%[ ] — (1)12 (J)[ ])

(auelr) = PRI o sy
4 = Tk 1

ai[n] PR [n] >

(41)

To convexify (29e)-(29i), we introduce the slack variables

7iP[n], with i € {1,2}, to equivalently express (41) as

mirln] > TiRln] i € {1,2}. 42)
As a result, substituting 7iP[n] into (14), (15),
b
. Blb S [ ] ifn € Tk7
we  obtain  R;[n] = 07 otherwise.
Cn ] £ 5, R% [n n], where i € {1,2}. Moreover, we

have Rlb = > Rlb[ I, Clk = Z Clb[ ]. Let us define
n€Tix

® = {9} [n], 3} [n], VE,n} and r = {le[ |, Por[n], Yk, n}.

Bearing all the above developments in mind, we solve
the following approximate convex program at the (j + 1)-th
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Algorithm 1: Proposed IA Based Design to Solve (20)

Initialization: Set j := 0 and solve (44) to generate an
initial feasible point ¥,

1. repeat

2:  Solve (43) to obtain the optimal solution
U™ £ (g%, a*, p*, A", 2%, 1, % r*).

3 Update qUtD) .= gq*,al*D) .= a* pltl) .=
pH AU = 2 2D = r gD i g
U .= p*,

4 Setj:=j+1.

5: until Convergence

iteration:
Pvex © max };C A + PP () (43a)
€
s.t. (20g) — (201), (26b), (29¢), (29d), (42), (43b)
S
)\k/\ik < (nend,k — Nstart,k + 1)6,5,Vk§, (43C)
Rlb
1k
Sk
A== < (N — Nena k)0, VE, (43d)
Rlb ’
%
6; min(RY},, Ry,) > A\iSk, VEk, (43e)
K K
D 0GR > Y Sk, (430
k=1 k=1
N R n—1 R
S (wsk— S0 aRhN - > SRR )
kek I=n+1 1=1
< C,Vk,n, (43g)
where ¥ £ {q,a,p,\zt,®r} and po) A

{q(j)7a(j),p(j),)\(j),z(j), t(), ®()} as the feasible point
for (43) at iteration j. The convex program (43) can be solved
by using standard convex optimization solvers [51]. To ensure
the feasibility of (43) at the first iteration, an appropriate
starting point O g necessary. This selection should be
made such that the feasibility of (43e) is always guaranteed
while additionally satisfying other constraints. Therefore, we
successively solve the following simplified version of (43):

Pgliiblc : max min 7, (44a)

\P#{Tk}k{(zl vk
s.t. d; min(ﬁlﬁc, Elﬁ) — M Sk > Tk, VK, (44b)
(43b) — (43d), (43f), (43g), (44c)

where 7y, is the slack variable. The initial feasible point ¥(°)
is obtained until problem (44) is successfully solved and
T, > 0,Vk. Then, the sub-optimal solution is obtained by
successively solving (43) and updating the involved variables
until satisfying the convergence condition (discussed below in
detail). Finally, a pseudo-code for solving (20) is summarized
in Algorithm 1.

C. Convergence and Complexity Analysis

1) Convergence Analysis: Algorithm 1 is mainly based
on inner approximation, where its convergence is proved in
[25], [43]. To be self-contained, we introduce the following
proposition.

Algorithm 2: Proposed [A-based Iterative Algorithm to
Solve (45)
Initialization: Set j := 0 and generate an initial feasible
point v,
1: repeat
2:  Solve (46) to obtain the optimal solution
T* £ (g%, a*, p*, A", 2%, t*, %, r*).
3 Update qUHD .= gq*,al*D .= a* pltl) .=
p* AUTD = X 2GHD) = ox U+ = ¢r
U .= p*,
4 Setj:=j+1.
5: until Convergence

Proposition 1: The proposed Algorithm 1 yields a sequence
of improved solutions converging to at least a local optimum
of the relaxed problem PED ..

Proof: See Appendix D. [ ]

2) Complexity Analysis: We now provide the worst-

case complexity analysis for each iteration in Algorithm 1.
Since problem (43) is convex, several solvers employing
the interior point method can be applied to solve efficiently
[51]. More specifically, the convex problem (43) involves
N(7 + 8K) + 4K linear and quadratic constraints, and
5N (14 3K) + K scalar real variables. As a result, the per-
iteration computational complexity required to solve (43) is
O(N(748K)+4K)**(5N(1+4 3K) + K)? [52, Chapter 6].
It results in the overall complexity of (’){Ni(N (7T+8K) +

AK)O3(5N(1 + 3K) + K)3), where N; is the number of
iterations to reach a local optimal solution.

D. Throughput Maximization

In an emergency case or during a natural disaster, data need
to be collected timely to assess the current situation in a given
area. The more collected information we have, the better our
predictions are. This motivates us to present a new problem
that maximizes the total amount of collected data with a given
number of served IoT devices subjected to certain quality-of-
service (QoS) constraints:

PED. max Z&tmin(le,ng) (45a)
PEPA ek

s.t. ||AH1 Z )\threshy (45b)

(20b) — (201), (45¢)

where constraint (45b) means that the total number of served
IoT devices must be larger than or equal to a predefined
threshold value, i.e., Athresh-

Similar to PFP, PED is also a mixed integer non-convex
problem, which is NP-hard. Fortunately, by reusing the devel-
opments presented in Section III-B, (45) is rewritten as

PEP o x> dpmin(RY, BY) + PO ()
kex

(46a)

s.t. (43b) — (43g), (46b)

where RIP are obtained as in Section ITI-B.
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Consequently, the solution of problem PEP  can be found
by successively solving a simpler convex problem in (46), as

summarized in Algorithm 2.

IV. HALF DUPLEX MODE SCHEME
A. Maximizing The Number of Served loT Devices

In order to stress the benefits of our proposed method using
FD mode, we now describe the problem again by considering
HD mode at the UAV. First, (6) and (7) can be rewritten as

Yl [n] = Vpi[Mlhik[nlzan] + no, i € {1,2}. (47)

In (47), the UAV only transmits data to GW when it finishes

collecting data from all GUs in HD mode. Consequently,

the RSI is disappeared compared to that of (6). Thus, the

achievable rate (bits/s) of link from & — U or U —» GW
to transmit the data of device £ at time slot n is given as

i [n] = aix[n]Blog, <1 + pir[n]|hix[n] 2wo >7
(52 + ] — wiF) %2

- w
i€ {1,2}, (48)
where w is wy and wq corresponding to ¢ equals 1 and 2,
respectively.

Similar to (11), the approximated result of 7P
expressed as

[n] can be

wo
2)&/20_2 :

—wl|
(49)

e Fpin[n]
(H? + [|laln]

fch [n] = aix[n]Blog, (1 +

By substituting (49) into the equations (14) and (15), we
obtain CHP[n], CHP[n] = Cox[n], and RYIP[n], respectively.
Then, we reformulate the problem of maximizing the total

number of served IoT devices as follows:

pHD . max Al (50a)
s.t. (20b), (20e), (20g) — (201), (50b)
6; min(RYIP REP) > A, Sy, VE, (50¢)
S
)\k% S (nend,k — Nstart, k + 1)6157ka (SOd)
Ry,
3 ()\kSk - Z 5, RIP[ ZétR )
ke l=n+1

< C,Vn. (50e)
The problem PHP is a mixed integer non-convex

due to the binary constraint (20b) and non-convex con-
straints (20e), (50c), (50d), and (50e). In order to seek
a suitable solution, we first relax binary constraint (20b)
as in (29b). Then, by introducing zPP[n] and 2z8P[n]
such that (Hz—f—Hq[n]—wkHQ < EP[R)¥e and

<H2 + |la[n] — w0||2) < (25P[n])?/*, (49) can be expressed
as

—F
PP = aulnl B log, (14 Bt

i [n)o?
(51)

Given that the 71P[n] is the same as 75, [n] in (11), we
apply TA method for 732 [n] in Section III to 7iP[n]. As a

> , with i € {1,2}.

9
result, 7P [n] can be rewritten as
Pk [n] = ai[n] 250l (52)
where
HD e pik[nlwo
Zik [n]a

Similar to (39), ®;;[n| is lower bounded by
@i [n] > 250 (), (54)

where ®HP[n] and ®FP[n] can be calculated as o, [n], shown
in Appendix B.
As in (40), it follows that
rip ] > v ] = an[n @RV, (55)
where (IDSCD’“O [n] is a slack variable which is a lower bound
of ®1P[n]. Then, by applying the first order Taylor approxi-

mation for ai;@[n]@iD’lb [n], it yields:
ri U n) = T, (56)
where FiD’lb [n] and 7, >Tn] can be represented as in (41).

In turn, by introducing a slack variable 75, 7p), constraint

(56) is innerly approximated by the following convex con-
straints:

7HD lb[n] > 7 ~HD, lb[ ]

Tik Z Tig (57)

By substituting 7 i, P21n] into (15), we obtain RliD ).
Moreover, we have R}, DAk Z RHD ®[n]. In Algorithm 3,

we propose an iterative algorlthm to solve the problem (50). At
the (j+1)-th iteration, it solves the following convex program:

Pl ST A+ PO (N) (58a)
ke
s.t. (20g) — (201), (26b), (57), (58b)
§; min(REPP REPIbY >\, 5y vk, (58¢)
S
Me=tings < (Mendk = Nstart ke + 1)0, Yk, (58d)
le
N o~
> (s = Y ek Z 650
kex l=n+1
< C,Vn, (58¢)
S
Ak AH]’; 1b S (N - nend,k)ét)Vk‘7 (ng)
R2k
(12 + llaln] - wil) < (P,
(2 + lal] - wol) < (HPED. (589

Similar to (26), we adopt a penalty function in objective to
guarantee an exact binary value of \;, Vk € K. The initial
feasible point to solve (58) can be obtained similar to (44).

1) Complexity Analysis: : The convex problem (58)
involves N(7 4+ 8K) + 4K linear and quadratic constraints,
and 3N(1 + 4K) + K scalar real variables. As a result, the
per-iteration complexity required to solve (58) is (N (7+8K )+
4K)"5(3N(1+4K)+ K)3. Tt results in the overall complexity
is (’)(Ni(N(7—|—8K) +AK)O5 (3N (1+4K) +K)3), with N;
is the number of iterations to reach a local solution.
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Algorithm 3: Proposed [A-based Iterative Algorithm to
Solve (50)
Initialization: Set j := 0 and generate an initial feasible
point v,
1: repeat
2:  Solve (58) to obtain the optimal solution
U™ £ (g%, a*, p*, A", 2%, % r*).
3. Update qUtY) ;= g*,alt) .= a*, pUtD) .=
p* AUTD = X G = ox UTD .= @~
4: until Convergence

Algorithm 4: Proposed IA-based Iterative Algorithm to
Solve (59)
Initialization: Set j := 0 and generate an initial feasible
point o),
1: repeat
Solve (60) to obtain the optimal solution
U* £ (g%, a*, p*, A", 2%, ®* r*).
3 Update qU+1) ;= q*, 2t :=a* pUtD .=
p* AUTD = 2 20D = o+ UTD .= @~
4 Setj:=j+1.
5. until Convergence

»

B. Throughput Maximization

In this section, we reuse all the slack variables as introduced
in Sections III-D and IV-A. First, the throughput maximization
problem for HD mode can be presented as:

Prate : Z 6tm1n le ) 2k )
kex
(59a)
s.t. (45b),(50b) — (50e). (59b)

By following the same steps presented in Section III-D, we
obtain the following convex optimization problem:

x Y smin(Ry>", RYP™) + pPAbOw)

Prate convex °*

kek
s.t. (45b), (58b) — (58g), (60b)
where RI;CD b can be obtained as in Section TV-A. Due to the

convexity of problem Pmte,

be iteratively obtained as in Algorithm 4.

the solution of problem PP

rate €al

V. NUMERICAL RESULTS

In this section, we present numerical results to evaluate
the proposed joint bandwidth allocation and transmit power
for the devices/UAV as well as the UAV trajectory design in
UAV-assisted IoT networks. We consider a system with K IoT
devices that are randomly distributed in a horizontal plane, i.e,
area = x2 (m?), with = 500 m. We assume that the GW,
the initial location, and end location of the UAV are located
at (0, 500 m), q; = [500 m, 200 m], and qr = [300 m, O],
respectively. The UAV flight altitude is invariant at H = 100
m [29]. The total bandwidth is B = 20 MHz. Thus, the total
AWGN power is 02 = —174 + 10log,((B) = —100.9897
dBm. The transmit power budget of the UAV and IoT devices
is respectively set as P7®* = 18 dBm and P"* = 10

dBm. Other parameters are set as follows: maximum speed
Vinax = 50 m/s, path loss exponent a = 2.4, wy = -30
dB, S, € [10, 70] Mbits, one time slot duration 6; = 0.5
s, the maximum collection time deadline for each device k
Nend,k is uniformly distributed between nfif . and Nend k-
The RSI suppression pRSI is set to -80 dB [53], [54]. To
show the superiority of our designs, we compare the proposed
methods with benchmark schemes. Herein, the benchmark
FD 2 (BFD2) and benchmark HD 2 (BHD2) are respectively
implemented similar to Algorithms 1 and 2 with fixed resource
allocation, i.e., aix[n] = aixln] = &, pix[n] = PPX[n],
parln] =
HD 1 (BHDI) are implemented with a fixed trajectory, i.e.,
linear from initial to final locations.

A. Maximizing the Number of Served IoT Devices

Fig. 3 plots the UAV’s designed trajectory corresponding to
FD and HD mode, with N = 70 times slots, fstart.x € [2, 15],
Nend k € [25,50], area = 700 m x 700 m, C' = 1000, and Sy
values are ranging from 10 to 55 Mbits, P;*** = 19 dBm and
Pr** = 10 dBm. In additions, the GW, initial location, and
end location of the UAV are respectively set as (0,700 m),
ar = (700 m, 400 m), q; = (300 m, 0). First, we observe that
the proposed FD method significantly improves the number of
served IoT devices than the HD method, i.e., 20 and 13 served
GUs in FD and HD mode, respectively. Besides, the UAV can
fly closer to GW and GUs in FD than in HD mode. It is
because the UAV transfers device £’s data to GW right after it
finishes gathering data of that IoT device in FD-based scheme.
While in HD mode, the UAV only operates in the downlink
transmission when it completes the data acquisition for all
users on the uplink to prevent RSI at the UAV. Consequently,
the UAV in the FD scheme has more time to fly closer to GW
and GUs. Thus, it obtains a higher probability of satisfying the
GUs’ RT. The UAV in the HD mode can collect information
and fulfill the latency constraint for each IoT device, but it
has less time to move forward GUs/GW to collect/offload
the generated data. Thus, the performance in the HD-based
method is degraded.

In Fig. 4, we investigate the performance of FD-based
schemes with different QoS requirements. Specifically, the
QoS is defined as the minimum rate threshold at the UAV/GW
to successfully decode the signal, i.e., rij thresn[n] and
Tk thresh 7). For simplicity, we assume that r1j thresh[] =
Tokthresh|?] = Tthresh- It can be seen that the more the
minimum rate threshold is required, the fewer users the system
can serve. This is because the UAV tends to come closer or
spend more time around an IoT device to gain a higher rate
requirement. As a result, the UAV has less chance of serving
more devices due to limited flight time and latency constraints
per IoT user. Another observation is that for larger cache sizes,
the number of served users increases. It is due to the fact that
the UAV has more capacity to store incoming data. Thus, the
UAV can serve more users before offloading information to
GW. Similar to Fig. 3, our proposed FD algorithm achieves
a much better percentage of served IoT devices compared
to BFD1 and BFD2 schemes, respectively. Particularly, the
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Fig. 3. Geometry distribution of GUs and the UAV trajectory.
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Fig. 4. Percentage of served IoT devices vs. cache size in FD mode with
different value of 7¢presh-

performance of the BFD2 outperforms BFD1 with a small
QoS requirement, i.e., T¢hresh = 0.5. However, the BFD2’s
performance is inferior to that of BFD1 method with a large
QoS value, i.e., "thresh = 1.2. This is due to the fixed resource
allocation per each time slot n in these algorithms. This addi-
tionally leads to fluctuations in data transmission rate values
with low variance during time slot n, i.e., r1x[n] and rox[n].
Thus, when the riesn value is still lower than the average rate
of the BFD2, the performance is not significantly affected.
Nevertheless, if rihresn 1S large enough, the performance of
BFD2 will drastically be influenced.

Fig. 5 depicts the percentage of served IoT devices versus
cache size with different value of P***[n]. The parameters are
set up similarly as shown in Fig. 4, e.g., rthresh = 0.5. First,
we observe that HD-based schemes’ performance is interior
to that of FD counterparts. In particular, at P7®* = 20 dBm
and C' = 800, the HD method only serves up to 85 % number
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Fig. 5. Percentage of served IoT devices vs. cache size in HD mode with
different value of P;"**[n].

of users, while the FD scheme can serve all IoT devices with
P§®* =18 dBm and C' = 800, as shown in Fig. 4. This also
confirms the advantages of the FD system. Second, it can be
easily seen that the HD scheme outperforms benchmark ones,
i.e., BHD1 and BHD2. Specifically, at P7** = 20 dBm and
C = 500, the HD algorithm can serve 85% of GUs, and the
BHDI1 achieves less than 15% OP. In comparison, the BHD2
scheme imposes a 35% percentage of served IoT devices. In
Figs. 4 and 5, the proposed FD and HD algorithms provide
significantly better performance than those benchmarks, which
shows the superiority of these designed schemes compared to
other ones.

Fig. 6 shows the impact of different value of 7nengx on
our system, with N = 80, K = 20, area = 500 m x 500
m, Py = 18 dBm, P"® = 15 dBm, %start,x € [2,20],
and Sy value is ranging from 10 to 55 Mbits. It is observed
that the percentage of served users increases corresponding to
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Nend k € [65,70], [60, 65], [55,60], [50,55], [45,50], [40,45],
respectively. It can be explained by constraint (20c), which
describes the condition of the user being successfully served.
Since the total throughput collected is proportional to the time
duration allocated to the UL/DL. When the given time for UL
from an IoT device to a UAV is large enough, the number of
served IoT users depends significantly on the time allocation
for DL from UAV to GW. Furthermore, the time period for
DL is calculated as N — pin, and N — 2%, for the FD
and HD schemes, respectivelnye see that the f)eriod of time
allocated for DL in the FD algorithm is higher than that in the
HD algorithm, such that the performance of the FD scheme
outperforms the HD one. Specifically, the total number of
served IoT users obtained from the HD scheme equals that
of the FD method when the value of N — ngi®*, is large
enough. For instance, in Figs. 6(a) and 6(b), both proposed
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Fig. 8. Percentage of served IoT devices vs. network size (maximum IoT
devices located in the network area).

methods can serve the maximum number of IoT devices when
Nend,k € [40,45] and C' > 600. In this scenario, the UAV
should work in HD mode for simplicity of operation in realistic
implementation.

In Fig. 7, we investigate the effect of data size on system
performance, where K = 20, B = 5 Mhz, ngart.k € [2,20],
niy . = 30 time slots, and nh%, = 55 time slots, with N =
70 time slots. As inferred from the results, the FD algorithm
significantly improves the percentage of the served IoT devices
compared to the HD algorithm for all values of cache size.
Specifically, at S € [10, 30] Mbits and C = 400 Mbits,
the FD scheme can serve 85% of IoT users on the network
while HD imposes 40% of IoT users served. Furthermore,
performance is degraded by increasing packet size Sj due to
limited available resources for IoT devices or the UAV, i.e.,
P, PP, Viax, and B. Besides, when the Sj, value is
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small, corresponding to low data rate IoT devices, i.e., Si €
[1, 10] Mbits, the number of IoT users successfully served by
proposed methods converge to a saturation value. Therefore,
the UAV can operate in HD mode instead of FD one.

Fig. 8 illustrates the percentage of served IoT devices versus
network size (maximum number of IoT devices located in the
network area) with different data sizes, where B = 10 MHz,
N = 70, P7* = 18 dBm, P;"® = 15 dBm, ngtart,k €
[2,15] seconds, nfnf | = 25 time slots, nf% = 55 time slots,
and C' = 1000 Mbits. Similar to Figs. 3-7, the percentage of
IoT devices served by the FD method is better than the HD
one. In addition, the percentage of served users is reduced by
increasing the number of IoT users in the same network area. It
is due to limited resources (i.e., bandwidth and transmit power
allocated for UL and DL) and V,,,x when more IoT devices
are considered. Besides, the percentage of served users will
enlarge by decreasing the packet sizes Si. This is expected
because the UAV needs to spend more time and resources to
compensate for higher S increase.

—8—FD —<—BFD2 —$—BHD1
600 I |—5—BFD1 —k—HD

—6—BHD2

Maximum Throughput (Mbits)

Fig. 11. Maximum system throughput vs. different bandwidth.

Fig. 9 presents the results corresponding to the percentage
of served GUs versus P;*** with different nenq,, values. As
shown, the number of served users is enhanced by increasing
the power budget, i.e., P7'**. Furthermore, FD scheme pro-
vides better results than HD scheme when P#* is relatively
small, e.g., Pj*** < 22 dBm with ngyq,x € [40, 50] seconds.
Nevertheless, the HD method can obtain the same number of
served users as the FD method when the FP7'** value is large,
e.g., Py®* > 22 dBm with neng . € [40, 50] seconds. This
is because the FD mode suffers from RSI, which significantly
increases the noise power in the UAV compared to the HD
mode. In addition, RSI is linearly proportional to P#* as in
(8). Therefore, when Pj'®* is large, the UAV should operate
in HD mode since the FD mode requires more energy, which
may exceed the system energy budget. It is due to the fact that
in FD mode, the UAV starts to transmit data to GW earlier
than in HD mode, which is highlighted in Fig. 5. This results
in higher energy consumption in the UAV when it manoeuvers
in FD mode.

B. Throughput Maximization:

In the following, we present the corresponding results for
the total throughput maximization problem described in Sec-
tions III-D and IV-B. In Fig. 10, the total achieved throughput
is given as a function of network sizes, i.e., area is ranging
from 500 m x 500 m to 900 m x 900 m, with K = 20, Sy,
is ranging from 20 to 70 Mbits, B = 10 Mbits, N = 70 time
slots, Nstart & € [2,20] seconds, and nena i € [30, 45] seconds.
Specifically, the achieved throughput is defined as the total
throughput that the UAV transfers from GUs to GW. Herein,
we only take into account the throughput of successfully
served GUs. We found that the proposed algorithms (i.e,
FD and HD) significantly improve throughput performance
compared to references (i.e., BFD1, BFD2, BHDI1, BHD?2)
for all values of network sizes, i.e., x (meters). Specifically,
at x = 700 m, FD algorithm can obtain 788 Mbits and BFD1
algorithm achieves less than 131 Mbits. Whereas BFD2, HD,
BHDI, and BHD2 impose 230, 537, 372, and 140 Mbits,
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respectively. In particular, an interesting result is that HD is
even better than BFD2, which underlines the superiority of
the proposed algorithms over the references. That is due to
the benefits of optimizing resource allocation.

In Fig. 11, we investigate the effect of system bandwidth
on maximum throughput, with K = 20, area = 700 m X
700 m, Sj, ranging from 10 to 70 Mbits, P7** = 18 dBm
and P"* = 10 dBm, N = 70 time slots, ngare,x € [2,20]
seconds, and Ngtart, k € [45, 55] seconds. Maximum throughput
is defined as the total throughput that the UAV can convey to
the GW regardless of whether or not each GU is successfully
served. It has been observed that all schemes achieve better
performance with an increase in total bandwidth. This is
because the higher the bandwidth allocation, the greater the
transmission can be achieved. Fig. 11 shows that FD schemes’
performance is significantly better than the HD ones, since
the UAV has more time to transfer collected data to GW in
FD-based methods compared to HD-based ones. Therefore,
they can be considered suitable for practical high throughput
applications.

VI. CONCLUSION AND FUTURE DIRECTIONS

We investigated the resource allocation and trajectory design
for UAV-assisted FD IoT networks with the emergency com-
munication system, taking into account latency requirements
of IoT devices and the limited storage capacity of the UAV. In
this context, we formulated a novel problem to maximize the
total number of served IoT devices via a joint optimization
of the UAV trajectory, allocated bandwidth, as well as the
transmission power of IoT devices and UAV while satisfying
the requested timeout constraints and storage capacity. Due to
non-convexity of the formulated problem, we first transformed
the original problem into a tractable form, which is then solved
using an iterative algorithm with a polynomial computational
complexity per iteration. Besides, pertaining to the realistic
requirements for improving the estimation accuracy in a natu-
ral disaster or emergency scenario, we proposed an additional
optimization problem in order to maximize the total collected
data while satisfying the threshold of a minimum number of
served IoT devices. We illustrated via numerical results that
the proposed designs outperform the benchmark schemes in
terms of both the total number of served IoT devices and the
amount of collected data. Notably, in the scenarios such as
when IoT devices” RT is not stringent, in the case of small
data size, or required P;'** is large, the UAV should operate
in the HD mode for a simple implementation.

The outcome of this work will motivate future works in
UAV-aided wireless systems. One possible problem is to
extend this work to a multi-antenna UAV system, which
imposes higher complexity but might further improve the net-
work performance. Another promising problem is to consider
low complexity yet efficient machine learning approaches to
provide a reliable prediction of the LoS probability for any
pair of UAV and GU locations, hence leading to enhance
performance assurance.

APPENDIX A: PROOF OF LEMMA 1

Proof for (10) and (11): We consider a function f(z) =
Ez[logy(1 + €m#)], 2 > 0. By adopting Jensen’s inequality
for convex function log,(1 + €™ #), it yields

f(2) > logy (1 + €52 41). (A1)
Let us denote Z £ Ik =
Pk [n]|hak[n]*wo Thus,

<H2+||q[n]—wkHz)a/2(¢RSI >

k*ERC\
this is an exponentially distributed random variable

with parameter Ay 2 (E[Z])"! = plkg[ifjwo with

Gk 2 (H? + |Jan] — wi )™ (6550 3 pore[n] +02).
k*el\k

By applying [55, Eq. 4.331.1], Ez[ln z] can be calculated as

Pag* [”]+02)
k

+oo
Ez[lnz] = / Ayze M nzdz = —(ln()\z) + E),
0

p1k[n]wo
Cik
where E is the Euler-Mascheroni constant, i.e., F =
0.5772156649 as in [55, Eq. 8.367.1].
By substituting (A.2) into (A.1), we obtain (10). Similar to
(A.2), we also easily achieve (11) by adopting Z £ Ty

=In - E, (A2)

APPENDIX B: PROOF OF LEMMA 3
As in [36, Eq. (20)], we have

()

) (z 4+ y2)

2
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~ Y@ + y@) ()

T Y020 (20 g0 2)’ (B.1)
) 2 NEON
ha(z,z) >1In (1 + z(ﬂ)> -5 +2T
()
Lol (B.2)

20 (20) 4 20))
By applying (34), the upper bound of yz in (B.1) is given
by
y@ ~(7)
with z >0,y >0, 2> 0, 2z0) >0, y¥) >0, 20) > 0.
Then, substituting (B.3) into (B.1), we obtain (35) and (36).
Lemma 3 is hence completed.

Y2, (B.3)

<
¥z = 2Z(J')Z

APPENDIX C
From (B.3), the upper bound of zj[n]tix[n] in 715 [n] is:
zk[nltik[n] < (zax[nftax[n]) "™
(] (ten))®  t5)[n] (anln))?
2117 [n) 2217 [n]
By making use of (35), (36), and (C.1), the lower bound of
D11 [n] and Pox[n] are, respectively

>

(C.1)
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APPENDIX D: PROOF OF PROPOSITION 1

For the sake of notational convenience, let us define the
feasible set xU) of (43) at the initial stage of the (j + 1)-th
iteration, such that

Y £ (w05t (43b)-(43g) are feasible }. (D.1)

First, we recall that the approximate functions presented in
Section III satisfy properties of IA algorithm [25], [43]. Let
F(®¥) and F(¥) denote the objective function of (26) and (43),
respectively. Following IA principles, the feasible region of
approximated convex function (43) is a subset of the feasible
region of relaxed problem (26) [43, Property i of Lemma 2.2].
Thus, it is true that

F(®) > F(¥®), V¥, (D.1)
F(®Y) =F(®W), v, (D.2)

Thus, it follows that
IF(\II(j+1)) > ﬁ(q;(j-i-l)) > INF(\I,(J')) - IF(\Il(j)), (D.3)

where the first inequality is due to (D.1). The second inequality
is attributed to the fact that YY) is a better solution for
(26) than wl) [43, Property iv of Lemma 2.2]. Moreover, the
sequence {F(¥1))} will converge, as shown in [43, Corollary
2.3 ], and each accumulation point ¥* of the sequence
{®W} is a Karush-Kuhn-Tucker point as in [25, Theorem
1] and [43, Proposition 3.2]. Furthermore, since the feasible
set Y1) is a convex connected set due to the convexity of (43)
[56]. Moreover, it is closed and bounded because of power
constraints (20k) and (201), bandwidth constraints (20g) and
(20h), and limited flying time. Consequently, we can obtain
a locally optimal solution to (26) according to [25, Corollary
1], which completes the proof.
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