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The hallmark of active matter is the autonomous directed motion of its microscopic constituents driven
by consumption of energy resources. This motion leads to the emergence of large-scale dynamics and
structures without any equilibrium equivalent. Though active field theories offer a useful hydrodynamic
description, it is unclear how to properly quantify the energetic cost of the dynamics from such a coarse-
grained description. We provide a thermodynamically consistent framework to identify the energy
exchanges between active systems and their surrounding thermostat at the hydrodynamic level. Based on
linear irreversible thermodynamics, we determine how active fields couple with the underlying reservoirs at
the basis of nonequilibrium driving. This approach leads to evaluating the rate of heat dissipated in the
thermostat, as a measure of the cost to sustain the system away from equilibrium, which is related to the
irreversibility of the active field dynamics. We demonstrate the applicability of our approach in two popular
active field theories: (i) the dynamics of a conserved density field reproducing active phase separation and
(ii) the coupled dynamics of density and polarization describing motile deformable droplets. Combining
numerical and analytical approaches, we provide spatial maps of dissipated heat, compare them with the
irreversibility measure of the active field dynamics, and explore how the overall dissipated heat varies with

the emerging order.
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I. INTRODUCTION

Active materials are those in which each component
extracts energy from the environment to produce directed
motion [1-3]. Examples of active systems can be found in
the realm of living matter, such as swarms of bacteria [4—6],
cells [7-10], and bird flocks [11,12], but also in recon-
stituted or biomimetic realizations, such as motility assays
[13,14], Janus particles in a fuel bath [15-17], and vibrated
polar particles [18,19]. To explore the collective effects
emerging at large scales, several studies focus on minimal
models which reproduce, for instance, the macroscopic
collective motion between aligning particles [20,21] and
the clustering between purely repulsive agents [22,23].
Such theories can be particle-based, thus relying on
postulating the form of nonequilibrium forces at the
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microscale, or given by hydrodynamic equations involving
fluctuating fields. In the latter case, the dynamics are either
obtained from a systematic coarse-graining procedure
[24-28] or directly postulated based on phenomenological
arguments [21,29-34].

In recent years, a large number of works focus on
developing a thermodynamic approach to active matter.
They are led by the search for generic observables to
quantify, classify, and predict the anomalous properties of
active systems. For instance, the pressure and chemical
potential allow one to distinguish systems depending on
whether or not they obey equations of state [35-38],
and each can be useful to predict phase diagrams [39,40].
Moreover, quantifying the irreversibility of the dynamics
enables us to locate where and when activity mainly
affects the system [30,41,42] and to explore the relation
between irreversibility and phase transitions [43,44].
This approach has motivated several experiments
to measure the dissipation associated with irreversibility
in various systems [45-48]. Furthermore, it is shown
that, for minimal active models, changing the dissipa-
tion by using a dynamical bias provides an alternative
route to clustering and collective motion in active
matter [49-53].
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Progress in building the thermodynamics of active matter
has been mainly achieved so far in particle-based descrip-
tions. Indeed, such dynamics bear a natural mechanical
interpretation of energy exchanges, with either an external
operator or the surrounding thermostat, in terms of forces and
displacements. The tools of stochastic thermodynamics, first
introduced in thermal systems [54,55] and then extended to
active ones [41,56-61], offer a framework to quantify
systematically work, heat, and entropy production from the
microscopic dynamics. They also allow one to describe the
consumption of chemical fuel, at the basis of self-propulsion,
in a thermodynamically consistent manner [62—-64]. In con-
trast, though some hydrodynamic approaches consider cou-
pling with a momentum-conserving fluid [1,65-67], non-
equilibrium terms in many field dynamics do not rely on any
explicit mechanical force [21,29-32]. Then, a systematic
definition of how active systems exchange energy with their
environment at a coarse-grained level has been elusive: It
remains to build the energetics of active field theories.

A major breakthrough of stochastic thermodynamics is
to relate explicitly the irreversibility of the dynamics, as
measured by the divergence of forward and time-reversed
realizations, with the amount of energy dissipated in the
thermostat [54,55]. This connection holds only for thermo-
dynamically consistent dynamics, whose formulation is
constrained so that the connection to the underlying
thermostat is properly taken into account. Importantly,
the active field theories postulated only from symmetry
arguments do not generally satisfy these constraints a priori
[21,29-32]. Hence, it is unclear to what extent the measure
of irreversibility in these models, often referred to as
entropy production rate (EPR) and already evaluated in
previous works [30,42,68], actually provides relevant
information about energy dissipation.

Interestingly, linear irreversible thermodynamics (LIT)
provides a definition of dissipation in terms of the thermo-
dynamic forces and conjugated currents at a hydrodynamic
level [69]. After identifying the relevant forces and currents
for a given theory, the field dynamics are formulated by
postulating linear relations between them. These theories
were originally designed to capture the effect of external
drives, such as temperature gradients or electric fields, yet
extensions to systems with internal activity, such as active
gels, are shown to successfully reproduce the behavior of
living materials [70-72]. Though some active theories do
not follow linear force-current relations a priori, it is
tempting to draw analogies with LIT in order to system-
atically define dissipation in this broad class of dynamics
beyond active gels. The challenge is then to embed active
field theories with arbitrary nonequilibrium terms into the
specific structure of LIT, thus enforcing a thermodynami-
cally consistent framework. This task is nontrivial with the
benefit of drawing powerful generic results from thermo-
dynamic considerations.

In what follows, we offer a framework to evaluate the
energetic budget of active field theories. Starting from first

principles, we demonstrate how to define the heat rate
dissipated to the thermostat from the fluctuations of the
active fields. Importantly, we show that the heat rate can be
generically decomposed into a homogeneous background
contribution, independent of active fields, and a contribu-
tion given in terms of the statistics of the active fields. This
decomposition allows one to quantify how the structure and
dynamics of active fields affect where heat is dissipated,
thus opening the door to estimating and comparing the
energetic cost associated with different emerging orders. To
illustrate the relevance of our framework, we apply it to
field theories which capture the emergence of a phase
separation and/or a polar order. Overall, our results dem-
onstrate the ability to estimate the rate of energy required to
sustain a given active dynamics away from equilibrium.

Our approach relies on systematically constructing the
dynamics of a set of underlying fields, which drive the
system out of equilibrium, from that of the active field
dynamics based on the force-current relations of LIT.
Importantly, under nonrestrictive assumptions (see
Sec. IT A), the evolution of active fields remains indepen-
dent of that of the driving fields: The latter are hidden
degrees of freedom that do not affect the emerging order.
This result leads us to show that the heat rate, whose
expression follows from the total EPR measuring the
irreversibility of both the active and driving fields, can
be evaluated from the fluctuations of active fields only.
Importantly, the heat rate is distinct from the EPR quanti-
fying the irreversibility of the active field dynamics alone,
which we refer to as the explicit EPR in what follows.

We analyze in detail the heat rate in two popular models
for active matter: (i) the dynamics of active phase separa-
tion, known as Active Model B [29,30], and (ii) the
dynamics of polar motile droplets [73,74]. For model (i),
we find that the heat rate mainly varies at the interfaces
between dense and dilute phases, where it reduces com-
pared to its bulk value. We further evaluate the heat-rate
scaling with noise amplitude and driving parameter. Our
results are compared with the explicit EPR, as an alternative
measure of the deviation from equilibrium [30,42,68]. The
analysis of model (ii) reveals that the rate of dissipated heat
varies across the profile of polar droplets. We also report a
hysteresis loop associated with the splitting and fusion of
multiple droplets, and we discuss the scaling with noise
amplitude and driving parameter.

The paper is organized as follows. First, we present in
Sec. II how to embed generic active field theories within
LIT and calculate the heat rate, which we then relate with
the explicit EPR in Sec. IIl. In Sec. Il A, we consider an
application of our framework to dynamics that capture
active phase separation in terms of a conserved scalar field
[29,30]. To go beyond scalar field theories, we then study in
Sec. III B the dynamics of motile droplets coupling density
and polarization [73,74] as a prototypical model of
deformable living cells [75-77]. Finally, we present our
conclusions in Sec. IV.
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II. THE ROLE OF UNDERLYING RESERVOIRS

We consider active dynamics of hydrodynamic fields
which can be either obtained from explicit coarse graining
of microscopic dynamics or written phenomenologically
using symmetry arguments [1,3]. Our approach consists in
introducing additional fields, associated, for instance, with
chemical reactions which sustain the dynamics away from
equilibrium; see Fig. 1. This approach amounts to identi-
fying the nonequilibrium terms in the original dynamics as
a coupling to chemical reservoirs following the framework
of linear irreversible thermodynamics [69]. Below, we
present in detail the procedure to enforce a thermodynami-
cally consistent structure of the dynamics: first for a
conserved scalar field and then for generalized field
dynamics that couple a conserved scalar field and a
polarization field. The key in providing a thermodynamic
framework for active materials is to realize that such
materials are typically a part of a larger system, which
provides the drive needed to sustain nonequilibrium activ-
ity, as described in Fig. 1.

A. Coupling active and chemical fields

To introduce pedagogically our framework, we start by
considering the dynamics of a conserved scalar field ¢
representing the density of active components:

Heat bath --N

E:‘; e.g. H202

| IAM = Hfuel — Hproduct
M = constant > 0
(activity parameter)

)

FIG. 1. Schematic representation of an active system (blue) put
in contact with reservoirs of chemical fuel (red) and product
(green) which set a constant, homogeneous chemical potential
difference Ay in the active system. This representation is
essentially a nonequilibrium grand-canonical ensemble for the
active system (details in the Appendix A). Within our framework,
Ap embodies the driving parameter which controls the non-
equilibrium terms in the dynamics (1)—(4) for the active density
field ¢ and the rate of fuel consumption 7. The active system and
the chemical reservoirs are surrounded by the thermostat (yellow)
which maintains a fixed temperature 7. The fluctuations of ¢ and
n lead to dissipation of heat Q into the thermostat, which
quantifies the energetic cost to maintain the whole system away
from equilibrium.

1
1
Product reservoir, 1
e.g. H,0 + 0, '

<Product

_________________

oF

$p=-V-J, 50

J=—AVE 4 AuC+Ty(C)+A, (1)

where F is the free energy, A is the mobility, Ay is the
driving coefficient, and C is a vector-valued function of ¢
and its gradients. The noise term A is Gaussian with zero
mean and correlations given by

(Ag(r, )Ag(x', 1)) = 24T 6,56(r =Y )5(t = 1),  (2)

where T is the temperature of the surrounding heat bath.
The term Tv is a generalization of the spurious drift that
typically appears in ordinary stochastic differential equa-
tions with multiplicative noise. Its expression is determined
by that of C, it depends on both time and space discretiza-
tions, and it obviously vanishes when fluctuations are
neglected (T = 0). In Appendix B, we generalize standard
results for stochastic processes [78] to stochastic field
theories and derive the expression for the spurious-drift
term. The dynamics (1) is used extensively to reproduce the
phase separation of active particles [26,27,29-32]. In these
works, the need for the additional term 7V is not addressed
explicitly, mainly because previous studies are not con-
cerned with thermodynamic consistency and also since the
noise A seems to be additive when considering only the
fluctuations of ¢». When we describe below the origin of
Au, by introducing additional field dynamics, it becomes
apparent that the noise A is, in fact, multiplicative due to its
cross-correlation with the noise of the additional field, as
described in Eq. (4).

Our goal is to connect the emergent behavior of ¢ with
the underlying consumption of energy resources. To this
end, we describe explicitly the fluctuations of the degrees
of freedom at the basis of nonequilibrium drive, referred to
as chemical fields in what follows, though our framework
extends to other types of drive. Inspired by recent works
[68,79], we regard the driving coefficient Ay as the
chemical potential difference between fuel and products
of a chemical reaction (see Fig. 1), which applies, for
instance, to the oxidation of hydrogen peroxide involved in
the self-propulsion of Janus colloids [15-17]. This
approach leads us to consider the dynamics of the chemical
coordinate n, which is (half) the difference between the
local number density of product molecules and that of the
fuel molecules (see Appendix A). It is described as a field
fluctuating in space and time, while Ay is kept constant and
homogeneous.

We aim at proposing a systematic method to couple the
active field ¢ and the underlying chemical field n. It relies
on the fact that the active system is a part of a large
nonequilibrium system that relaxes (slowly) toward equi-
librium. With this assumption, the explicit dynamics of n
can be deduced from LIT [34,69,72,80,81]. Identifying J
and —V(6F /6¢) as the current and the thermodynamic
force associated with ¢, respectively, LIT states that the
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currents {J, 71} can be written as a linear combination of the
thermodynamic forces {—V(6F/6¢), Au}. It is clear from
Eq. (1) that the factor coupling the current J and the force
Ay is directly given by C. Accordingly, and because ¢ is
even under time reversal, Onsager reciprocity relations
require that the coupling factor between the current 2 and
the force —V(5F /6¢) is also C [82], so that the dynamics
of n follows as

oF
h:yA/t—C-V$+T){(C)+§, (3)

where y is the chemical mobility, which we take constant in
what follows. As a result of this assumption, the equation
for ¢p is autonomous and does not rely on knowing the
fluctuations of the chemical field n. The noise term ¢ is
Gaussian with zero mean and correlations given by

(e, (', 1)) = 2yTo(r —1')8(1 - 1),
(Ag(r, 0)E(Y, 1)) =2TC,(r, 1)6(r — ¥')5(1 = 1'). (4)

Note that, though LIT states linear relations between forces
and currents, the coupling factor C need not be linear with
respect to ¢ and its gradients.

It is convenient to introduce the Onsager matrix L, which
gives the coupling between forces and currents in d + 1
dimensions. For d = 3, it is given by

A 0 0 C,
0 42 0 C
L= v, (5)
0 0 1 C
¢, ¢ C. vy

Then, the dynamics (1)-(4) can be expressed in a compact
form as [83]

[J.7] = I]_[—V%,A,u] + T, x] + A, €], (6)

where the noise correlations read
(AL DAL (X, 7)) =2TL(r,)6(r =)t 1) (7)

and T denotes transpose. The expression of {v,y} can be
obtained from that of the Onsager matrix L following a
systematic route, as detailed in Appendix B. In particular, it
depends on the choice of how the gradient terms appearing
in C are discretized in space; see Appendix B. In the
specific examples considered below, a judicious choice of
the discretization can be made such that the spurious drift
vanishes. Moreover, one can show thatv = 0 for d = 1 and
that {v, ¥} both vanish whenever C is a local function of ¢
independent of its gradients.

The dynamics (1)—(4) is thermodynamically consistent
in the sense that it obeys detailed balance, and, thus, relaxes
to an equilibrium state at temperature 7, when Ay derives
from a given chemical free energy F so that Ay =
—6F /06n [69,72,80,81]; see Appendix A. Equilibrium
relaxation also requires that the Onsager matrix is positive
semidefinite (detl > 0). When considering the dynamics
within the active system, Ay can be regarded as constant; see
the nonequilibrium grand-canonical ensemble described in
Appendix A. Then, the realizations of the active field ¢ are
independent of that of the chemical field n, and the dynamics
now operates away from equilibrium. Although the realiza-
tions of ¢ are independent of n, the presence of n determines
the existence of the spurious-drift term v and, thus, affects the
¢ dynamics. Within this grand-canonical description, 71 is the
important field (rather than n), and it should be thought of as
the local rate of chemical reactions.

B. Dissipation and irreversibility

The nonequilibrium drive Ay breaks time-reversal sym-
metry and leads to dissipation of energy in the form of heat
Q from the system to the surrounding thermostat.
Following stochastic thermodynamics [54,55,84], the heat
along a trajectory can be evaluated from the irreversibility
of the dynamics. It amounts to comparing the path
probabilities of the forward and time-reversed dynamics,
respectively, denoted P and PR, which quantify the
probability of observing a trajectory of the currents
{J,n} within a given time interval [0, 7]: [85]

PIJ. }ol

Q:Tlnm.

(8)

The steady-state heat rate Q is then

o i PN
o-r{mengiy) O

where the average is taken with respect to noise realization
(or P[{J, i}{]). In equilibrium, the dynamics are symmetric
under time reversal with the same statistics for forward and
backward trajectories (P = PF), so that the system does
not dissipate any heat (Q = 0). In the presence of non-
equilibrium drive in steady state, time-reversal symmetry is
broken (P # PF), which yields a constant rate of dissipa-
tion in steady state (Q > 0).

The irreversibility of the dynamics can also be evaluated
at the level of active field alone:

/1 Pl
= <3~oo /! PR[{J}@]>' (10)

The irreversibility measure S, referred to as explicit entropy
production rate in what follows, is evaluated in various
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active dynamics, either particle-based [41,56,57,59,60,62]
or field theories [30,42,68], to assess unambiguously the
deviation from equilibrium. Our approach differs in that we
account not only for the irreversibility of active fields, but
also for that of underlying chemical degrees of freedom. In
this extended phase space, provided that it accounts for all
the relevant hydrodynamic fields, the irreversibility indeed
measures the heat dissipated by the entire system.
Following standard procedures [89-91], the dynamic
action A which sets the path probability 7 ~ e~ reads

b ffpoonfros

I]_“{[J,r'z]Jr[L[ (Z; AM”Tdrds, (11)

where [, is a spatial integral over the whole volume V of
the system and L~! is the inverse of L. We regard the
currents {J, n} and forces {—V(5F/6¢), Au} as odd and
even under time reversal, respectively. The action for the
time-reversed dynamics AR is then deduced readily from
Eq. (11) by flipping the sign of [J, 72]. Substituting P ~ e~
and PR ~ ¢=A" into Eq. (9), the dissipation rate follows
from straightforward algebra as (see Appendix C)

Q—/V<<nAu J- v%>> (12)

where lim;_, o, 17 J&- = (), is the steady-state time average.
For ergodic systems, the two averages are the same and one
may be omitted. Hereafter, we use (-) to denote both
averages. The expression (12) features the sum of products
between thermodynamic forces and conjugate currents,
analogously to the dissipation rate in LIT [34,69,72,80,81]:
This result confirms that we embed active field theories
within a thermodynamically consistent framework. Note
that the product is interpreted here and in what follows with
Stratonovich convention.

Integrating by parts the second term in Eq. (12) and using
¢=-V-J. we get [(J-V(5F/6p))dr = d(F)/dL,
which vanishes in steady state, yielding

Q= /V (AAp)dr. (13)

As a result, the steady-state heat rate Q equals the rate of
work injected by the nonequilibrium drive Ay to sustain the
dynamics away from equilibrium: This result is equivalent
to the first law of thermodynamics, as expected when the
path probabilities include all thermodynamically relevant
fields. The expression (13) would actually be the same if
instead 72 was held constant and Ay allowed to fluctuate.
For an equilibrium dynamics where Ay derives from the
chemical free energy F, (Au = —6F 4,/6n), the heat rate

vanishes in state (Q =
expected.
Substituting the chemical dynamics (3) in Eq. (13), we

deduce

steady —d(F ) /dt =0), as

szVAuz—Ay/< v—g—Tx(C)>dr. (14)

Hence, the heat rate can be separated into (i) a homo-
geneous contribution yVAu? corresponding to a back-
ground term independent of the fluctuations of the active
and chemical fields {¢,n} and (ii) a contribution deter-
mined only by the fluctuations of the active field ¢, namely,
independent of that of n. The existence of n, however, is
crucial in determining the form of the heat rate. The
importance of n becomes clear below when we compare
the heat rate with the explicit EPR, in which the dynamics
of n are not accounted for; see Eq. (26). Note that fast-
relaxing fields which are deliberately omitted in our
hydrodynamic description can contribute to the heat rate
only through an additional background term. Interestingly,
this homogeneous contribution is eliminated when consid-
ering the difference of heat rates at constant Ay, for
instance, by changing parameters of the free energy F:
The heat-rate difference then depends only on how the
fluctuations of the active field ¢ vary with such parameters.

C. Generalized field dynamics

To demonstrate that our framework is indeed relevant for
a large class of active field theories, we now consider the
coupled dynamics of a conserved scalar field ¢ and a polar
field p:

¢p=-V-1.

oF
J:—/l(/,v 5¢+A¢C¢+TV¢<C¢)+A¢,
p=-1,7 LA C, 4TV, (C)) + A, (I5)

P ép

where Ao and Ag are, respectively, the mobility and the
constant driving coefficient for Q € {¢, p} and Cq, depend
on {¢,p} and their gradients. The noise term Aq is
Gaussian with zero mean and correlations given by

(Aqa(r, 1) Aq 5(r', 1)) = 22T 845000 8(r — ¥')5(1 — 1').

(16)

In what follows, we assume that A¢ and A p are indepen-
dent, so that each one of vg is determined only by the
corresponding Cq. The dynamics (15) and (16) typically
describe the coarse-grained dynamics of polar agents,
ranging from vibrated grains [18,19] to bird flocks
[20,21] and aligning bacteria [92,93]. In practice, the

021057-5



MARKOVICH, FODOR, TIHUNG, and CATES

PHYS. REV. X 11, 021057 (2021)

dissipation rate for systems featuring other types of order
parameters, such as a nematic tensor [94-97] or a non-
conserved scalar field [98], extends straightforwardly from
the results detailed below for the specific dynamics (15)
and (16). Note that in all these examples both ¢ and p are
structural order parameters and are, therefore, even under
time reversal.

The spurious-drift terms Tvg were not considered in
previous work. In what follows, we address cases where the
driving coefficients Ag are either odd or even under time
reversal, and we assume that even (odd) driving represents
a chemical potential difference Ag = Aug (chemical cur-
rent Ag = ng/yo). We show in Appendix B that the
expression for vq in terms of Cq depends on the choice
for the parity of Ag. Besides, we put forward explicit cases
where vq vanishes for judicious choices of the spatial
discretization of gradient terms in Cg.

With the assumption that the fields {¢, p} are even under
time reversal, LIT enforces that the form of the chemical
dynamics is identical for either choice Ag = Apg or Ag =
nao/vo 34,69,72,80,81]:

6.7:
i, :y,,Ayp—Cp-%—l—T)(p(Cp)—f—fp, (17)
where yq is the chemical mobility and &g is a zero-mean
Gaussian noise with correlations

(Sa(r,0)éq (Y, 1)) = 2yoToaqd(r —¥)s(t = 1').  (18)

The noises &g and Aq are correlated only if the driving is
even (Ag = Apg), in which case

(Aqa(r, 1)éq (¥, 1)) = 2T Cq 4(r, )b d(r — 1')5(t = 1').
(19)

The expression of y follows from that of Cgq, as detailed in
Appendix B, and it differs according to whether Aq = Augq
or Ag = ng/yq. We stress that in both cases the realiza-
tions of the active fields {¢,p} are independent of the
chemical dynamics (17). An alternative formulation of the
dynamics, not considered explicitly here, consists in taking
fluctuating Ag in Eq. (15) and setting the conjugated
chemical degree of freedom constant. Within this formu-
lation, the chemical dynamics affects directly the active
field dynamics, but the results for the heat rate below
remain the same; namely, they depend only on the driving
mechanism and not on how it affects the active dynamics.
The steady-state heat rate is now defined by

PI{J. .7y 11, 1] >
T(1 In ’
Q <tl>r2> t 'PR[{J, P, nzﬁv p}()}

(20)

and it can be obtained following a similar procedure as that
in Sec. IIB. It again differs from the explicit entropy
production rate S given by

S= <hm In

t—oo [

(0.5}
PR[{J,p}01>' 2

Identifying the thermodynamic forces and their conjugated
currents as {—=V(6F/6¢), Auy, —6F /6p, Au,} and
{J. 7y, p. 7, }, respectively, we get

o= 3 [ liatuaar. (22)

eefpp}’V

The expression (22) is then valid for either Aq = Apg or
Ag = ng/yq. It extends to an arbitrary number of active
fields, potentially including other types of order parameters
such as nematic tensors, and it remains valid when each
active field couples to several chemical fields; see
Appendix C: For any of these cases, the heat rate actually
follows directly from the dynamics of 7ng.

Substituting the chemical dynamics (17) in Eq. (22),
when Ag is a force (Aq = Aug), we get

: 5F
Q: (1VA2_A11/<C)'V__
To P Bkg =B | \ 20" Visg

OF
+7/pVA,uf,—A/¢p/V<Cp 5p

When Ag is a current (Ag = ng/7q), We get instead

. V2 SF
o L) /<c v 1y, (C >dr
Yo Vo LY #9(Cy)

Vit T)(,,(C,,)>dr. (24)

~Tty(C,) . (23

n oF

PP / <Cp R
7/]7 7/]7 \4 5p

In general, A and A, need not have the same parity, so that

the heat rate can be a combination of the forms given in
Egs. (23) and (24).

III. APPLICATIONS TO ILLUSTRATIVE FIELD
THEORIES

Before applying our generic theory to quantify the heat
rate in specific models, we compare the heat rate (14) with a
measure of deviation from equilibrium obtained in previous
works [30,42,68]. Substituting in Eq. (14) the expression of
V(6F /6¢) taken from the dynamics (1) yields

2

Q= T3+AT”/VW— (C?))dr

+TAM[/<;((C)—%C-V(C)—%C-A>dr. (25)
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Because previous works do not account for the spurious-
drift terms, a proper comparison requires consideration of
the special case in which {v,y} ={0,0} and
Jy{(C - A)dr = 0. These expressions depend on the spatial
discretization scheme. In Appendix B, we provide a recipe
for calculating these expressions and give examples in
which they vanish. In such cases,

O=TS +AT”2/VW —(C2))dr, (26)

and the explicit entropy production rate S, which is also
computed in previous studies [30,42,68], reads

_ Ay
=T <J C)dr (27)

Therefore, Eq. (26) provides a connection between the
thermodynamic heat rate Q and the explicit entropy
production rate S. From the semipositivity of the
Onsager matrix L, which ensures detl. = Ay — C? > 0, it

then follows that 7'S is a lower bound to Q The bound is
saturated when J and 7 are proportional (detl = 0): In
such a case, the fluctuations of 7 are slaved to that of J, so
that the irreversibility of the whole dynamics can be found
from trajectories of J alone.

For the generalized field dynamics that includes the
dynamics of both ¢ and p, we again consider the case
in which {vg.,xo} ={0.0} and [,(Cq-Agq)dr=0.
Then, substituting in Eq. (23) the expression of
{V(6F/6¢),6F /5p} taken from the dynamics (15) for
Ag = Apg, we get

o-15+ | {% (s = (C3)

Au;
+ T; (Apyp — (C%,))} dr, (28)
where
_ [ |2k Aty s
S= /Lﬂ a-Cop Cp>}dr. (29)

This result shows explicitly the difference between the heat

rate Q and the explicit entropy production rate S, similarly to
(26). For Ag = ng/yq, we have instead

o2 02
Q= V<%+n—”> + T8, (30)
Vo Vp

in which case the heat rate differs from the explicit entropy
production rate by a background term.

We are now in the position to apply our generic theory to
two popular active field theories: (i) the dynamics of a
conserved scalar field which reproduces active phase
separation and (ii) the coupled dynamics of a conserved
scalar field and a nonconserved polar field that captures the
behavior of motile deformable droplets.

A. Active phase separation

To illustrate how our framework can quantify the heat
rate to sustain a phase separation away from equilibrium,
we consider a popular active field theory for a conserved
scalar field ¢ that is even under time reversal, known as
Active Model B [29,30]. Taking the coupling term as C =
-V(V¢)? in Eq. (1) recovers the dynamical equation of
Active Model B whenever the spurious-drift term 7Tv
vanishes. From symmetry arguments, this coupling term
is the lowest order in gradients and in ¢ which cannot be
integrated into a free energy [26,27,29,30]. A term of the
form (V¢)(V2¢) is potentially present at the same order as
V(V¢)? [30-32], yet both terms are equivalent in one
spatial dimension, as we consider below.

The spurious-drift terms {7v, Ty} appearing in dynam-
ics (1)—(4) vanish when choosing a specific spatial dis-
cretization, as shown in Appendix B. Then, there is no need
to actually modify the dynamical equation already used in
Refs. [29,30] to embed Active Model B in a thermody-
namically consistent framework. For a constant chemical
potential difference Ay, the dynamics follows as

b=0.|0 5¢+Aﬂ3 (0,4)° + A
= yhut [@@M@% te (31)

where we set the mobility A = 1 and {A, £} are zero-mean
Gaussian white noises with correlations proportional to the
temperature 7', as given in Egs. (2) and (4). The free energy
JF captures a phase separation between dilute and dense
regions:

7= [lrwr+5

In what follows, most of our results are valid for a generic
f, and the specific form (32) is used for explicit evalu-

2 _a, b,
@) ax o) =50+ 50
32)

ation only.
The corresponding heat rate, as given in Eq. (14), reads
: . . oF
Qz}'VAM2+/qux, quﬂ<[ (0.:¢)*]0, ¢>
(33)
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The heat rate quantifies the irreversibility of the whole
dynamics based on trajectories of the active current J and of
the chemical current 7n; see Eq. (9). The heat-rate profile
g(x) depends on the details of the dynamics via the
parameters of the free energy F, the driving coefficient
Ay, and the temperature 7" which controls the amplitude of
fluctuations. For strong fluctuations, namely, high temper-
ature T, we expect the heat rate to be uniformly dissipated
in the system, with only a weak dependence on the details
of the density profile. Conversely, in the regime of small 7,
the local heat rate should reveal the salient features of the
density profile which require energy to be sustained.

To explore the connection between density profile and
heat rate, we then rely on a small-noise treatment of the
dynamics. Given that Eq. (33) is fully determined by the
fluctuations of ¢, independently of that of n, we focus on
the dynamics of ¢ alone. Expanding the density field as
¢ = o+ T, + T, +O(T??) and substituting this
ansatz in Eq. (31), the leading-order equation yields the
deterministic mean-field dynamics:
bo = 03[Do + Au(dcpo)?], Dy = fy — k3o,  (34)
where f(()") =d"f/d¢" at ¢ = ¢. Hence, ¢, relaxes to a
steady-state profile which can either be uniform or com-
prising phase-separated domains depending on free-energy
parameters in Eq. (32), the global density (1/V) [, ¢(x)dx,
and the driving parameter Ay [30,31]. At higher orders, ¢
and ¢, follow a set of coupled stochastic dynamics given,
respectively, by

¢1 = [Dy 4 2A8u(0.:1) (0xpo)] + O Ao,
$y = 02Dy + Au2(0,¢h2) (Do) + (0uh1)?]}.  (35)

where

Dy = (f§ — x9%) 1. D, = (f§ —k02)py + 13 /2.

(36)
and A, is a zero-mean Gaussian white noise with corre-
lations (Ag(x, 1)Ag(x', 7)) = 26(x — x")6(r — ). Owing to
the linearity of D; in Egs. (35) and (36), ¢; has Gaussian

fluctuations. Substituting the density ansatz in Eq. (33),
we get

g =¢gy+ Te, +O(T?), (37)
where

g0 = —Au(0,¢h)* 03Dy,
e = —Au[((9:p1)*) 03Dy + 2(0,4ho)((Dyp1) 03D )
+ (04600)* (03 D2) + 2(Dxpo) (Dxp2) D3 D). (38)

The expressions (37) and (38) give the leading orders of
heat rate at small noise for an arbitrary f.

For a homogeneous profile [¢y(x) = cst], the leading
and first orders of the small noise expansion (37) and (38)
vanish (¢y = 0 and ¢; = 0). Then, the nontrivial contribu-
tion to heat rate Q — yV A2 scales like T2 at small T, and it
also behaves like Ay? at small Ay, as confirmed by the
numerical results in Figs. 2(a) and 2(b). Therefore, in the
absence of any density pattern, one can make 0- YV Au?
arbitrarily small by reducing either the amplitude of
fluctuations 7' or the driving parameter Au. In particular,
at vanishing 7', the uniform density profile is identical to
that of Passive Model B, namely, for Apy = 0, which
explains why O — yVAy? also vanishes.

Previous works quantify irreversibility based on trajec-
tories of the active current J only [30,68], without con-
sidering that of the chemical current 7i:

TSz/adx,
1%

as defined in Eq. (27). The irreversibility measure 7S has
similar scalings as that of Q — yVAg? at small T and small

o =-Au(J0.(0:9)%). (39)

(a) —(@—yVau?) +
TS

—(Q—yvaE?) +
102 TS

0.01 0.1 1 10 100 0.001 0.01 0.1

TS — (9 — yVAu?)

5L
Numerics  + 10

-8 Numerics  +
10 : i
analytic analytic
10° 10°®
0.01 0.1 1 10 100  0.001 0.01 0.1
A T

FIG. 2. In the absence of phase separation, namely, for a
homogeneous average profile of density [(¢(x)) = cst], the
nontrivial contribution to heat rate Q — yVAu? and the density
field irreversibility TS scale like 72 at small temperature 7 and as
Ay? at small driving parameter Ay, as shown, respectively, in (a)
and (b), where solid lines are guide lines. Their difference also
exhibits similar scalings in these regimes, as shown in (c),(d), and
it is in good agreement with our prediction (C13) reported in
black solid lines. Simulation details are in Appendix D. Param-
eters: —a = b = 0.25, k = 4, (}5 =1,V =128, (a),(c) T = 1073,
and (b),(d) Au = 1.
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Ap, as shown in Figs. 2(a) and 2(b). Interestingly, while the
heat rate Q converges to the finite value yVAyu? at zero T,
the irreversibility measure 7'S vanishes in this limit: The
former captures the consumption of underlying chemicals,
whereas the latter sees only an effective equilibrium
dynamics. Moreover, the difference between TS and Q -
yVA?is Ap? [,([0,(0,¢)**)dx according to Eq. (26). We
compute analytically this difference in Appendix C to show
that it also scales like 72 and Ay? at small 7 and small Ay,
respectively, as confirmed by our numerics in Figs. 2(c)
and 2(d).

For a phase-separated profile [¢o(x) # cst], as shown in
Figs. 3(a) and 3(b), the leading order of Q — yVAu? scales
like 7°, since now g, # 0, and it reaches a finite value at
T = 0. Hence, the heat rate Q is not only determined by the
background term yVAyu? at zero temperature, it now also
depends on the mean-field density profile. In contrast, 7S
scales like 7 and, thus, vanishes at T = 0 [see Fig. 3(c)], as
already reported in Ref. [30]. The different scalings of Q
and TS in this regime reveal that the former is affected by

a)f = T b R ]
(@) @) — (b) (p() — 2x10™ ]
05| 1@ | ol @ s
' 1041 1x10]
0
0 / 0 5
-0.5 | T=2x102 -1x104 -0.5 -1x107%
oot
Al 23104 -2x10

0 20 40 60 80 100 120 0 20 40 60 80 100 120

X X
c d MO
( ) (0 — yVAu?) + E: SO')2 i —(Q —yVAu?) +
» s E TS
102 | I R
+
4
109 T + |
e 105 |
-6 L
10* | $10
R ~T1 10'7 L
N : : 108 ‘ :
0.0001 0.001  0.01 0.1 001 0.1 1 10
T Aun
FIG. 3. (a),(b) The average profile of density {¢(x)) shows a

separation between dilute [(¢(x)) < 0] and dense [{¢(x)) > 0]
phases. The corresponding profiles of heat rate ¢(x) and of
irreversibility measure o(x), given, respectively, in Egs. (33) and
(39), are flat in bulk regions and vary rapidly across the interface.
(c) The nontrivial contribution to heat rate o- VAW = f v gdx
reaches a finite value at 7 = 0, whereas the irreversibility measure
TS = [, 6dx vanishes. (d) Q—}/VAy2 and TS increase and
decrease, respectively, with the driving parameter Ay, and both
scale as Ay?. Simulation details in Appendix D. Parameters:
—a=b=025, k=4, $=0, V=128, (a)b) {Au.T}=
{2,107}, (©) Ap =1, and (d) T = 1073,

the existence of two separated phases, whereas the latter
does not allow one to distinguish the active phase sepa-
ration from its passive counterpart. This result clearly
illustrates that the irreversibility shown by the active current
J alone, when the underlying chemical flux 7 is not
monitored, cannot capture the full energetic cost of creating
phase separation away from equilibrium. In other words, if
one were to propose 7'S as a thermodynamically consistent
measure of the full energetic cost, based on the explicit
entropy production rate $ which discards the driving field
fluctuations, then a nonequilibrium phase separation could
be sustained at zero cost, in contradiction with the basics of
thermodynamics.

The heat profile ¢(x) given in Eq. (33) not only provides
information about where heat is dissipated, it also quan-
tifies how the average chemical current (72(x)) varies in
space. At small temperature, it is constant in the dense and
dilute phases, where the density profile is flat, and it has a
nonmonotonic behavior across the interface, as shown in
Fig. 3(a): The system dissipates less heat at the interface
than in the bulk, and it does so by reducing locally the
chemical current to accommodate for density gradients.
Likewise, the profile o(x) in Eq. (39) is flat in the bulk and
varies strongly at the interface [30]. Yet, now both the bulk
and interface contributions vanish at zero temperature [see
Fig. 3(b)], consistently with the fact that 7S vanishes in this

regime. Moreover, both 7S and Q — yVAyu? scale as Ay?
for small Ay, as shown in Fig. 3(d), similarly to the case of

a homogeneous density profile: The energetic cost Q and
the irreversibility measure 7S vanish at zero Ay, since
Active Model B becomes Passive Model B in this regime.

B. Motile polar droplets

As a second example of how our formalism may be used,
we now turn to study the coupled dynamics of a polar field
p and a scalar field ¢. In our case, they represent the local
polarization and density of active components, respectively,
for instance, self-propelled particles with aligning inter-
actions [18-20], and are even under time reversal. Our aim
is to capture the emergence of complex order beyond the
case of a phase separation, already discussed in Sec. Il A,
by incorporating the possibility of observing a nonequili-
brium polar order [33,34]. We focus on dynamics with one
spatial dimension for simplicity. A minimal ingredient to
allow for a nonequilibrium advection of the fields then
consists in taking the coupling terms as C, = ¢pp and C,, =
—p0,p in Eq. (15). When the spurious-drift terms {v,,,v), }
vanish, one recovers the dynamical equations used to
model actomyosin droplets in the absence of hydrodynamic
flow, e.g., due to substrate friction, as detailed in Ref. [73],
for instance. In general, such a type of coupling terms
appears naturally when coarse graining the dynamics of
aligning active agents [24,25], and they also follow from
symmetry arguments [21].
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To show that our framework is also applicable for odd
driving, we now choose to treat constant chemical currents,
namely, A, = nn,/y, and A, = 1,,/y,. The spurious-drift
terms {vy. ¥4, Vp. ¥} in Egs. (15)—=(19) all vanish when
choosing an appropriate spatial discretization, as detailed in
Appendix B. The dynamics are then given by

. oF .
= ax<8x%_ ngpp +A¢>,

F
n¢ = Apy - ¢pd,— 50 + &y, (40)
and
. oF .
P = _5_ nppaxp + Apv

oF
n,= A/"p + p(axp)—

5p +¢,. (41)

We set the mobilities {4,,4,,74,7,} all equal to 1, and
{Ay. N\, &y, £, } are zero-mean Gaussian white noises with
correlations proportional to 7', as given in Eqgs. (16), (18),
and (19). Inspired by recent works [73,74], we take the free
energy J, which leads to the formation of motile and
quiescent regions:

f/[qbp

f(.p) = —¢2(¢ 2¢)° +

x¢)2 ( )2 dx,

PP +204-4).  (42)

where the coefficients {a,q?ﬁ,A,K ,k} are all positive.
At equilibrium (17, = 0 and 1, = 0), the system undergoes
a phase separation whenever the global density
(1/V) [, #(x)dx is positive and less than ¢, =

@[l + /14 A/(2a¢?)), yielding coexistence between the
dilute isotropic phase {¢, p} = {0,0} and the dense polar

phase {¢. p} = {ds. £/ s — ¢}

The associated heat rate (24) reads
O = V(i +i2) + / e,

q—n¢<¢p8 ¢> fzp<p(3xp)%>- (43)

To explore how the heat rate behaves at small temperature
T, we again expand the fields as ¢ = ¢y + /T, + O(T)

and p = py ++/Tp, + O(T). The mean-field dynamics
follows from Egs. (40) and (41) as

do + 140 (Popo)
Po +1,p00:po = =D, 0,

= 02D, Dy = fy— Vi,
Dp,() = fp - KV2P0,

(44)

where fo = daf (¢, po) for Q € {¢, p}. The first correc-
tion to the mean-field profile reads

- 8)26D,/,,1 + 8)(/\(/)’0,
Dp,l + Ap,O» (45)

by + 140 (hop1 + ¢1po)
P14+ 1,(po0ypy + p10cpo) =

in terms of

Dyy= (fyp—
D, = (fpp

Ka)%)¢l +f(/)ppl’
_Ka)zc)pl +f(/)p¢17 (46)

where Ag( are zero-mean Gaussian white noises with
correlations (Agq o(x,1)Ag o(x',1)) =280 6(x—x")8(t—1").
As for the expansion in Sec. IIT A, the active fields at first
order {¢,, p;} have Gaussian statistics. The heat rate (43)
can then be expanded in the form (37), where {&g, ¢}
now read

& = h¢¢oP08xD¢.o - ’:lpp()(axpO)DpO’
g1 = ngl[(@1p1)0:Dyo + ((P1P0 + Pop1)9xDy 1))
—1,[(P10xP1)D o + ((P10xPo + PoOcP1)Dp 1))
(47)

As aresult, Eq. (47) provides the leading orders of heat rate
at small temperature for a given free-energy density f.
In the homogeneous state [¢hy(x) = cstand py(x) = cst],

the mean-field contribution to Q — V(ij + i) vanishes

(g9 = 0), yet the first-order correction provides a nonzero
contribution (&; # 0): The nontrivial contribution to heat

rate Q — V(izé + n3) scales like T, in line with what is

10 ‘
Ax=05

- Ax=0.125
| 8 *
o *
—
~
~ 6 x
~
RS
~
N 4+ Y
| 4
8 5l ’

O L L L

0 0.1 0.2 0.3 0.4

n

FIG. 4. In the absence of a droplet, namely, for homogeneous
average profiles of density [{¢(x)) =cst] and polarization
[{(p(x)) = cst], the nontrivial contribution to heat rate o-
2Vi? scales like T2 at small temperature 7 and as 72 at small
driving parameter 72, = 71, = 1. The numerical measurements get
closer to our analytical predictions (C18), shown, respectively, in
markers and solid lines, when the lattice spacing Ax decreases, as
expected. Simulation details are in Appendix D. Parameters:
a=A=xk=K=¢=1,T=1073, and V = 64.
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FIG. 5. (a),(b) The average profiles of density (¢(x)) and

polarization {p(x)), reported in the comoving frame of droplets
moving toward x > 0, show that polarization is nonzero only
within droplets and its profile has a front-tail asymmetry. For
multiple droplets, each one of them moves at the same velocity
with a fixed separation distance. (c),(d) The corresponding
average profiles of heat rate ¢(x), given in Eq. (43), are negative
at the interface and increase monotonically from the tail to the

front of each droplet. (e) The nontrivial contribution to heat rate
Q —2Vn* = [, gdx increases with the driving parameter iy =

n, = n of the motile polar droplets. Above a critical value of 7,
when the droplet splits into two droplets, we observe a dis-
continuity of Q — 2Vi? associated with a hysteresis loop whose
area increases with the speed at which 7 varies. (f) Q-2vi?
reaches a finite value at 7 = 0. Simulation details are in
Appendix D. Parameters: a =A=x=K=¢ =1, V =196,
(a)—(e) T = 1073, and (f) 1 = 0.4.

found in Ref. [68] and in contrast with the 72 scaling for the
conserved dynamics of the scalar field ¢ in Sec. Il A. We
compute analytically this contribution in terms of the
dynamical parameters, as detailed in Appendix C. For
simplicity, we choose the driving parameters in the dynam-
ics of ¢ and p to be equal (1, = 1, = n), in which case

Q — 2Vi? behaves as 2%: This scaling is confirmed by our
numerical results in Fig. 4. Note that our analytical result
[see Eq. (C18)] depends on the lattice spacing through an
ultraviolet cutoff.

For a droplet state [¢ho(x) # cst and po(x) # cst], as

shown in Fig. 5(a), O —2Vi? scales like 7°, since the
leading order is now determined by &, # 0. Analogously to
the phase-separated state in Sec. III A, such a scaling

implies that the heat rate Q depends on the details of
the density and polarization profiles even at vanishing
temperature. Increasing the value of 7 splits the droplet into
several ones which move in the same direction with a fixed
separating distance, as shown in Fig. 5(b). For one droplet,
the heat profile ¢(x) in Eq. (43) is peaked with negative
values at the droplet interface, and it increases continuously
with positive values from tail to head; see Fig. 5(c).
This behavior is qualitatively similar for two droplets;
see Fig. 5(d). In contrast with the case of a purely scalar
field theory in Sec. III A, the heat profile is now nonzero
not only at the interface, but also in the dense phase: This
difference stems from the density and polarization profiles
of droplets being nonflat. Moreover, the fact that §(x) can
have both signs illustrates that the local heat rate can be
either above or below the background dissipation 27
Therefore, g(x) —2i? can potentially be negative locally,

as long as the overall heat rate Q stays positive, which
corresponds to extracting energy from the thermostat at
specific locations.

Interestingly, Q —2V#A? as a function of 7 displays a
discontinuity when the number of droplets varies; see
the transition between one and two droplets reported in
Fig. 5(e). This discontinuity shows that the total heat rate is
strongly affected by the transition between different pat-
terns; hence, it can potentially be regarded as a relevant
observable to characterize transitions, in line with previous
results in particle-based active dynamics [43,44]. Varying n
linearly in time, we observe a hysteretic behavior so that the

area of the loop in Q-2Vitvsh space increases with the
driving parameter velocity dn/dt. Moreover, Fig. 5(f)

confirms that Q — 2V#i? scales like T at small noise, as
predicted analytically.

IV. CONCLUSION

Building the thermodynamics of active matter is a major
challenge of modern nonequilibrium statistical mechanics.
By combining first-principles and phenomenological argu-
ments, it aims at quantifying and predicting anomalous
properties in terms of a few well-chosen observables [35—
38,43,44,50,51]. Following this route, the irreversibility of
active dynamics has recently attracted much attention, since
it provides an unambiguous measure of the distance from
equilibrium: It is quantified by the explicit EPR, which
compares forward and time-reversed realizations of the
dynamics [30,41,42,56-60,62,68].
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At microscopic level, the particle-based EPR can be
related to the amount of heat dissipated by the system,
though this relation can be more intricate for active systems
[60] than for thermal ones [54,55]. At the hydrodynamic
level, the connection between heat and explicit EPR is
generally lost, so that the physical motivation for evaluating
the explicit EPR in active field theories is sometimes
unclear. Indeed, the heat rate is proportional to the total
EPR provided that the latter measures the irreversibility of
all hydrodynamic fields [54,55]. In contrast, the explicit
EPR, which focuses on the irreversibility of active fields
alone and discards the fluctuations of underlying driving
fields, captures only a partial contribution to the heat rate.
In practice, evaluating the total heat rate is then a challenge
of modeling properly the coupling between active and
driving fields.

In this paper, we have shown that the heat rate can be
decomposed into a background contribution, independent
of the active field, and a nontrivial contribution that dictates
how the emerging order affects the energy cost.
Importantly, the latter can be deduced systematically from
the active field dynamics alone, provided that the equations
of motion for active and driving fields are thermodynami-
cally consistent, namely, that the connection to the sur-
rounding thermostat is properly taken into account [54,55].
To ensure such a connection, we have embedded active
field theories within linear irreversible thermodynamics
[69], inspired by previous works [68,70-72,79]. It amounts
to considering underlying degrees of freedom as the basis
of the nonequilibrium drive of the dynamics. Yet, at
variance with previous studies [68,70-72,79], we now
consider explicitly the fluctuations of these driving fields.

Thermodynamic consistency enforces some spurious-
drift terms in the dynamics that are proportional to noise
amplitude. As such, our framework is distinct from the
approach commonly followed to derive active field theo-
ries, based on either symmetry arguments [21,29-34] or
explicit coarse graining of microscopic dynamics [24-28],
since it enforces dynamical terms often neglected in these
theories. In practice, while being conceptually important,
the spurious-drift terms can be made to vanish by judicious
choices of spatial discretization. More generally, these
terms do not affect the mean-field behavior of the system
at vanishing noise, so that the emergent dynamics and
structure are still consistent with the existing literature of
active field theory in this regime.

Within our framework, the dynamics of the active fields
can be read out independently of that of driving fields, so
that the latter may be regarded as hidden degrees of
freedom. Moreover, the spatial decomposition of heat rate
can be evaluated in terms of active fields only. This feature
supports the fact that the emerging dynamics and patterns
of active fields alone provide direct access to spatial
variations of heat rate, without the need to measure the
fluctuations of hidden degrees of freedom. Note that

fast-relaxing variables are neglected by our hydrodynamic
description, which potentially provide additional contribu-
tions to the heat rate. Yet, provided that there is indeed a
clear timescale separation between the fluctuations of
hydrodynamic fields, either active or driving fields, and
that of other neglected variables, any additional contribu-
tion to heat rate changes only the constant background
term: Thus, it does not affect the connection between active
field patterns and spatial variations of heat rate.

To demonstrate the practical relevance of our approach,
we have evaluated the heat rate in two popular active field
theories: (i) the dynamics of a conserved scalar field which
captures active phase separation [29,30] and (ii) the
coupled dynamics of scalar and vector fields which
describes the emergence of motile deformable droplets
[73,74]. Spatial decomposition has revealed that there is a
reduced heat rate at interfaces, and we have analyzed the
leading order of heat rate at weak noise in relation with
emerging patterns. For motile droplets, we have also shown
that the heat rate undergoes a discontinuous transition when
the droplets either split or merge.

Our work provides the relevant framework to study how
heat rate relates to emerging patterns at hydrodynamic
scale. The map of heat rate indicates which parts of the
system mainly dissipate energy to sustain nonequilibrium
fluctuations. At variance with the map deduced from explicit
EPR, which was studied in Ref. [30], the heat-rate profile
allows one to decipher where the underlying degrees of
freedom contribute to shape the emergent profile of active
fields. Note that our framework relies on the assumption of
linear deviation from equilibrium thermodynamics [69],
which does not hold for all active systems. It would be
interesting to consider chemical reactions beyond the linear
assumption, for which a thermodynamically consistent
framework has been proposed recently [99,100].

Among the active field theories encompassed by our
framework, many of them describe living systems, for
instance, dense assemblies of cells [77,98] and swarms of
bacteria [92,93]. While previous experimental works have
already evaluated the dissipation of either isolated molecu-
lar motors [101,102], cilia and flagella [45], tracers in living
cells [103,104], or in vitro cytoskeletal network [46], only
little is known regarding where energy is dissipated in
spatially extended living systems. Our work opens the door
to establishing maps of heat rate in models of living matter,
with a potential to relating high and low dissipation locations
with specific biological functions. Moreover, our predictions
for the overall heat rate could potentially be tested against
experimental measurements of the energy dissipated by
living systems, such as metabolic rates [105,106], using,
for instance, calorimetric techniques [107].

From a broad perspective, our framework lays the ground-
work to bridge the gap between the thermodynamics of
microscopic and hydrodynamic active theories. The stochas-
tic thermodynamics of particle-based active dynamics has
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already received much attention in the past few years [41,56—
60,62]. Using systematic coarse-graining procedures, some
active field theories are derived from microscopic equations,
yielding explicit correspondences between hydrodynamic
kinetic coefficients and microscopic parameters [24-27].
Based on these theories, our work offers the opportunity to
compare the predictions for the heat rate of particle-based
dynamics and that of their hydrodynamic counterparts, as a
way to analyze critically the energetics of active models at
different scales. Interestingly, a specific class of active models
has considered explicitly the coupling between particle
degrees of freedom and underlying chemical reactions,
following the recipe of LIT [64,108]. It would be interesting
to explore whether coarse graining this microscopic model
leads to our framework at the hydrodynamic level.

Moreover, one could examine the performances of work
extraction for continuum models [109,110] and compare
them with results obtained recently for particle-based
engines [111-113]. Furthermore, changing the heat rate
by using dynamical bias, one could study dynamical phase
transitions in hydrodynamic theories and compare them
with that reported in active particles [49-53]. One expects
the collective states of particle-based models emerging at
high and low heat rate to coincide, at least qualitatively,
with instabilities of hydrodynamic models in the same
regime. If not, one could potentially try and revise the
hydrodynamic equations to find a better agreement with
their microscopic counterparts. Following this route, our
work not only opens the door to controlling heat rate in
active field theories, it also potentially provides a way to
constrain their formulation. This work calls for deeper
investigations and encourages further contributions to the
thermodynamics of active matter.
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APPENDIX A: NONEQUILIBRIUM
GRAND-CANONICAL ENSEMBLE

Consider a simple model of a conserved field dynamics
as presented in Sec. II A and depicted in Fig. 1. This system

can be described by the dynamics of three species: active
particles (¢b) that are present only in the active subsystem,
fuel (ny), and products of the fuel consumption by the
active particles (n,). The three corresponding continuity
equations are

$p+V-J=0,
np+V-Jp=-r,
n,+V-J,=r, (A1)

where J; , = —DV?} .V, and r is the rate of fuel
consumption that is nonvanishing only within the active
subsystem. Here, the chemical potentials of the fuel and
products are defined as usual: pyy )y = 6F/onyy ). We
continue by defining the chemical coordinates n =
(n,—ns)/2 and n, = (n,+nz)/2 such that pu;,=
(6F /én, F 6F /én)/2, and the chemical potential differ-
ence is Ay = py — p, = —6F /on. When diffusion of fuel
and products is fast enough compared to the rate of fuel
consumption r and the dynamics of the active fields ¢, p s )
adjusts very fast compared with the active dynamics, so that it
can be considered to be constant throughout the entire
system. In such a case, 1'11, = —r'lf =r,n =0, and

n=r, (A2)
within the active subsystem. Although the dynamics of the
chemical coordinate n and the fuel or products are essentially
the same, these fields are not equivalent. Specifically, the
free-energy dependence on either fuel, products, or the
chemical coordinates is generally different.

Finally, we assume that the timescale in which a
significant change in Au occurs is very long compared
to the timescales of interest. Then, the reservoirs of fuel and
products can be regarded as having constant chemical
potentials, and a constant chemical potential difference Ap
is maintained throughout the small active subsystem (see
also Fig. 1), which is the source of activity. This assumption
is what used in the main text Eq. (3). The construction
described above essentially forms a nonequilibrium grand-
canonical ensemble. Within this ensemble, 7 must be
thought of as being the rate of fuel consumption, while
the connection to the free energy of the reservoirs is
seemingly lost.

A concrete example for such an active subsystem, which is
also a prototype, is a thin slab as depicted in Fig. 6. For
instance, this description would be appropriate for the
experiment on light-activated self-propelled colloids of
Ref. [17]. In this geometry, one may write D/-P} =
D{lf’p}éLéL + Dﬁf'p}(l —¢&,€,), where &, refers to the
direction perpendicular to the thin slab. Because the slab is

thin, diffusion of particles in and out of the slab is much faster
than within it, such that fuel and products do not flow within
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FIG. 6. Schematic of the active slab system. Small orange
(green) spheres are fuel (products), and large hollow spheres are
the active particles, which are confined to the surface and
consume fuel at rate r. The products of the reaction diffuse
out of the slab to the bulk system (reservoir of both fuel and
products), while fuel molecules diffuse into the slab from the bulk
to maintain constant chemical potential.

the slab, J; ,~ (J;,-€,)é,. Conservation of mass then
dictates that J, - €, = —J; - € (the active particles cannot
leave the slab) so that
izp:—hf:—VéL(Jp-él)—l-r. (A3)
When diffusion of fuel and products in and out of the slab is
fast compared with the active dynamics, we get Eq. (A2)
within the slab. Note that, in this example, the diffusion of
fuel and products within the slab does not need to be fast
compared with the active dynamics. It is sufficient to have
fast diffusion of fuel and products perpendicular to the slab.
At times long enough that the fuel reservoir starts to
become exhausted, one must consider the change of Ay due
to fuel and product fluxes in and out of the active subsystem,
as in Eq. (A3). On these timescales, there should not be any
steady-state heat production. This result is evident from
Eq. (13) after substituting Ay = —6F/én, n, =0, and
Eq. (A2), which gives Q = d(F|n.n,])/dt = 0.

APPENDIX B: SPURIOUS-DRIFT TERMS

In this Appendix, we obtain the expression of the
spurious-drift terms {vg,yo} in Egs. (1)-(4) and (15)-
(19). To this aim, we first derive the Fokker-Planck
equations (FPEs) associated with the spatially discretized
dynamics. Then, we choose the spurious-drift terms so that
the Boltzmann distribution is the steady-state solution of
FPEs in the equilibrium regime. We focus on the one-
dimensional case for simplicity (d = 1), since the gener-
alization to higher d is straightforward. To generalize the
discussion to d dimensions, one needs only to use the d-
dimensional version of the gradient matrix instead of the
one-dimensional matrix used below.

The spatial discretization amounts to considering the
variables {¢;(1), p;(7)}, where the indices i denote lattice
coordinates, whose dynamics converge to that of
{¢(x,1), p(x,1)} in the limit of small lattice constant
Ax, where x = iAx. In particular, we introduce the gradient
matrix A defined by

lim Aijg;(t) = 0.p(x. 1),

Ax—0
J
1 0 0
lim — » A; =0, . (B1)
AHoAka: “og, (1) Sp(x. 1)
A standard choice for A is given by A;; =

(6;j—1 — 6; 1)/ (2Ax), though other spatial discretizations
are possible. In what follows, we discuss the consequence
of such a choice in the form of the spurious-drift terms.

1. Conserved dynamics for scalar field

We first consider the conserved dynamics for a scalar
field in Egs. (1)-(4) and write them in the discretized
form as

J k

np =yAp; — CiZAijl//j + Ty + & (B2)
J

where y; = (6F/6¢)(x = iAx) and the coupling term
Ci = C(¢i, > _;Aijb;. ---) depends on ¢ and its gradients,
in general. The noise terms {A;, &;} are Gaussian with zero
mean and correlations given by

; B 5;0(1) _[* G
(A &](0[A;.€;]7(0)) = 2T, Ax k= |:Ci Y ]
(83)

Given that the correlations between A; and &; depend on the
variable ¢; through the coupling term C;, one has to specify
the temporal discretization scheme of Eq. (B2). In what
follows and in the main text, we choose the Stratonovich
convention, which allows one to use the standard rules of
differential calculus [78]. This choice is particularly con-

venient when deriving the expression of the heat rate Q
defined in Eq. (9).

The associated FPE for the probability density
P({¢;,n;},t) can then be derived following standard
methods as [78]
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. 0 0
i.j t k i ! J

T o 0 0
+A_x Z [ZJ:A”ﬁTbja_n,] iab |:ZAzka¢k

i,a,b,c

where we introduce the matrix M; defined by M;M! = L,.
In the continuum limit of small Ax, it follows using
Eq. (B1) that Eq. (B4) converges to the standard functional
FPE for the probability density P{[¢(x), n(x)], 1} [22,114].
Importantly, by taking {v;, y;} as

1 0
sz i,ab |:ZAzk a¢k l:| Mi,cbv

b,c c

[Ui’)(i}a (BS)

the stationary solution of Eq. (B4) is given by the Boltzmann
distribution P, ~ e=2F/T at equilibrium, namely, when
[wi, Apj| = [OF /O¢p;, —OF /On;], as expected [83,86]. As
a result, the expression of {v;, y;,;} in Egs. (B3) and (B5S)
provides a systematic way to compute the spurious-drift
terms in terms of C;. When C; is independent of n;, as is
assumed below, Eq. (B5) vanishes if C; depends only on ¢;,
namely, when it is a local function of ¢ independent of its
gradients. Besides, the extension of Eq. (B5) for d > 1
follows directly by substituting the d-dimensional version of
the gradient matrix A.
When d = 1, the chain rule

aMLab aMt ab aC;

= : ! B6
0p; aC; 0¢; (B6)
then leads to simplify Eq. (B5) as
1 OM; 11 OM; 12 aC;
Vi Ax < i,11 GC, + i,12 acl Z ij 3(15, )
1 3M,~,11 BMI 12
Xi = Ay <Mi,21 6C,~ M2 —=— ZAU 84) (B7)

The matrix M; can be written as M; = P;!D;P;, where

[ i

(B8)

o= |V ’

0 Ti+
1
Tt =3 [y—l—/l:t \/4C%+(y—/1)2}

Substituting the expression of M; in Eq. (B7), we deduce
that v; always vanishes for any C; in d = 1, yet it can still
potentially be nonzero in higher dimensions. Besides, we
deduce the expression of y; as

] (M; o P), (B4)
|
1 2C+ (r= Ay — /7A=Y aC;

To obtain Eq. (26) from Eq. (14), one has to evaluate
> i(CiA;) following standard stochastic calculus [78],
which reads

0
Z<CiAi> = TZA,-]- Mi i1~ (M1 C))
i i.j 8‘ﬁj

0
+ M

%, (B10)

where we use again that C; is independent of n;. From
Egs. (B9) and (B10), it follows that the relation between the
heat rate O and the explicit entropy production rate S given
in Eq. (26) holds whenever } _; A;;(0C;/0¢;) = 0, which is
the case considered in the main text.

Let us focus on the specific coupling term Cpyp =
0,(0,)* = 2(0,¢p)9%.¢p corresponding to Active Model
B, as considered in Sec. III A. This coupling term can be
written using different discretization schemes, such as

= ZA,-k (A1) (Akm®Pom )

k,l.m

V=23 (Audhi) (A

k,l,m

ilAlmd)m)? (Bl 1)

both of which converge to Cyp at small Ax. A priori, one
might expect the spurious-drift terms to be independent of
the discretization scheme, yet we now show that different
discretizations yield different expressions for the spurious-

drift terms, in general. For C M), we get

aC(l)
D Ay =2> AyAsAAud
0¢;

J Jk.l
= _ZZ(AijAjk)AikAkl¢l
kil
= —22 JaAnAudi. (B12)
where we use A;; = —A ;. Taking A;; = (6; ;-1 — 6; 1)/

(2Ax), we deduce [A2], Ay = 0, so that Eq. (B12) is zero.
Substituting Eq. (B12) in Eq. (B7), we conclude that there
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is no spurious drift associated with C(1), since both v; and y;
vanish, yet this conclusion no longer holds when consid-
ering higher-order schemes for the gradient matrix A. For
C?, we get

ac?
ZAU W = 22141] (AiinlAlk + AiIAleik)¢k
j J Jj.k.1

= _22[(AijAji)(AilAlk) + (AuArjAj)Airl i
Jk.l

= _22([A2]u (A2] + (A% A ) i
k
(B13)

where we use again A;; = —A ;. Given that A is antisym-
metric, any odd (even) power of A is antisymmetric
(symmetric), so that [A3],; =0 and [A?]; #0. Then,
Eq. (B13) is always nonzero for any form of the gradient
matrix A. The examples in Egs. (B12) and (B13) illustrate
that the choice of spatial discretization affects drastically
the form of the spurious-drift terms.

For the study of Active Model B presented in Sec. III A,
we choose to discretize Cayp using C). Since the
corresponding  spurious-drift terms vanish, this choice
allows us to embed Active Model B in a thermodynami-
cally consistent framework without the need to change the
dynamical equations considered in Refs. [29,41].

2. Generalized field dynamics

We now consider the generalized dynamics for con-
served and nonconserved fields in Egs. (15)—(19). When
the driving parameter is a chemical potential difference
(Aq = Aug), the spurious-drift terms follow from a
straightforward extension of Eq. (B5) as

! (@) 9 90 | y@
[Vqﬁ,ia)((,b.i]u = A_xZMi’“b [ZAik% ) ony,; CMi.cb’

b,c k
_ 1 w09 9 (»)
WpisXpila = E;Mi,ah [3pi o, CMi,ch’ (B14)
where
lo  Co,
L L B O
CQ,i 7o

The expression of {vg,yq, Lo} in Egs. (B14) and (B15)
can then be used to derive explicitly the spurious-drift terms
for given coupling terms Cgq,. As discussed in Sec. B 1, the
choice for spatial discretization of the gradient terms
appearing in Cg is crucial to determine the corresponding
spurious-drift terms: A judicious choice can potentially
make {vq,yq} vanish.

The case where the driving parameter represents a
chemical current (Ag = nq/yq) deserves a more careful
treatment, which we discuss now. For simplicity, we
address the dynamics of a polar field p without any
conserved scalar field ¢, as given by

pi=Ahi+ (;/7)Ci + Ty + A,

n; = yAu; + Cih; + Ty + &, (B16)
where h; = —(6F /6p)(x =iAx) and {A; ¢} are
Gaussian noises with zero mean and correlations
A 076;:6(t

] ”—(). (B17)

(A &](0)[A;.]7(0)) = 2T{0 v

X

Note that there is no longer any correlation between A;
and ¢; in contrast with Eq. (B3). To derive the corres-
ponding FPE for P({p;,n;},t), it is convenient to
substitute the expression of 7; in the dynamics of p;,
yielding

C’””) 4T, (BIS)
v

. Cc?
pPi= (ﬂ+_l>h,+AﬂlCl+T<U,+
4

Here, the noise term I'; = A; + C;¢;/y is Gaussian with
zero mean and correlations given by

6;::6(t
(&1 £70) = 27,220 (g1o)
where the Onsager matrix K; reads
A+ C? C;
K,:[ TGy } (B20)
G 4

Note that the dynamics can be written in a compact form,
analogous to that given in Eq. (6) when the driving
parameter is a chemical potential difference, as
[pii] =Ki[h, A + Ty + Coi /v il + [0 &l (B21)
Though 7 is taken constant in Eq. (B21), we consider the
case where both p; and n; are stochastic variables to obtain

the expression of the spurious-drift terms {v;, y;}. The FPE
for P({p;, n;}, ) then reads

=S [ Jrmsmer ()]
P= —(A+=L ) b= Ap,C; =T | v; +—21) | P
zi:apf{[ < Y g Y

0
+Z@n,~ [(=yAu;—Cih;—Ty;)P]

T o 0 0 0

T
Ao a0 J]iu a9 ‘J]ic P),
+Axi,a,b.c |:8pz ani:|a a |:8pl 8ni:|c( “ )

(B22)
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where we introduce the matrix J; defined by J,J! = K,.
Choosing the spurious-drift terms

Ci){i 1 8 8
~ Zi| =52 || di  (B23
] e SUP S I L

enforces that the stationary solution of Eq. (B22) is P, ~
e F/T  when  [h;, Au;| = [-OF /Oh;, —OF /On;], as
expected in equilibrium [83,86]. Then, Eqgs. (B19)-(B23)
define {v;, y;} in terms of C; through J; when the driving
parameter represents a chemical current (A, = 1/y). This
definition is, in general, different from that given in
Egs. (B14) and (B15) when the driving parameter is a
chemical potential (A, = Au,,).

For d = 1, the spurious-drift terms {v;, y;} are propor-
tional to OC;/dp;. In particular, taking

(1) _ @ _1
Cp,i = piZAijpj’ Cp,i = EZAUP?’ (B24)
J J

which both converge to C, = pd,p = (1/2)9,p? at small
Ax, as considered in Sec. III B, we get

(1) (2)
8Cp,i _ ZAUPJ’ 8Cp,[ _ O,
op; ; opi

(B25)

where we use A;; = 0. It follows that {v;, y;} vanish for the

coupling term C 5,2) butnot for C 571). As already noticed for the
conserved dynamics of a scalar field [see Egs. (B12) and
(B13)], different spatial discretizations yield different spu-
rious-drift terms. For the motile polar droplets studied in

Sec. III B, we take the coupling term to be discretized as CE,2>,

which leads to vanishing spurious-drift terms. Note that

Z pl —TZ< llla i
,-,ua%mucp,,-)>

i, IIC )
(B26)

also vanishes whenever 9C,, ;/Jp; = 0; in particular, it does
(2)

so for C,

Moreover, in the case where the dynamics (B16) features
an additional conserved scalar field with a driving param-
eter proportional to chemical current, namely, Ay = 114/7,,
the spurious-drift terms follow straightforwardly by
extending Eq. (B23). Indeed, since the FPE for
P({¢,pingi n,,} t) can be separated into two sectors,
associated with derivatives given by either {9/0p;, 0/
8711,’,-} or {Z]A,J(a/aqb,), a/an(/,,i}, we get

C¢,i)(¢,i i ]
7’¢

Z i.ab [ZAlkaTﬁk —j J]S(/;)b

|:IJ¢,+

(B27)

Ay +C3. Cy:
JPPT P K [ o+ Coilts Co. ]
Cy.i vy
(B28)

The spurious-drift terms vanish when C, depends on ¢
only locally. In particular, this result is the case for Cy =
¢p as considered in Sec. III B.

APPENDIX C: HEAT RATE

This Appendix is devoted to deriving the heat rate Q, as
defined in Eq. (9), for the dynamics (15)-(19). We obtain a
generic expression in terms of the driving parameter and its
conjugated chemical field. Moreover, we derive explicitly
the dependence of Q on model parameters for active phase
separation and motile polar droplets, to leading order in
noise strength, as considered, respectively, in Secs. Il A
and III B.

1. Generalized field dynamics

We first consider a generalized dynamics for a conserved
scalar field ¢ and a polar field p of the form

$=-V-J,
n A
71 =L He Tl | %, (C1)
P —0F /6p v, A,
hp A:up )(P 51’

where the noise term & = [A, £, A, &, ] is Gaussian with
zero mean and correlations given by

(E(r. B (r, 7)) = 2TL(r, )6(r - ¥)5(1 — ) (C2)

and the spurious-drift terms are given for d = 1 as

[Uqﬂ,i’)((ﬁ,iv Up,i’)(p,i]a

where M is defined by MMT =L. In contrast with
Egs. (15)—(19), we now consider an arbitrary Onsager
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matrix [, with the only constraint that it should be positive
semidefinite (detl > 0).

Following Refs. [86,88], the path probability P ~ =4
associated with Egs. (C1)—(C3) is defined by

J V(5F /)
Ty A /V 5F/5p
n, —Ap,,
J V(6F/6¢) I\ T
ST B R e drds, (C4)
p 6F /op
n, —Ap,

where, as a consequence of the Stratonovich discretization,
the spurious-drift terms do not appear in the expression
(C4) [86]. Note that some terms which are even under time
reversal are not written explicitly in Eq. (C4), since they are
not relevant for deriving the heat rate. These terms could
potentially be relevant if one or several of the order
parameters were odd under time reversal. The time-
reversed dynamic action AR follows from Eq. (C4) by
changing the sign of [J,7,.p,72,]. From the definition in
Eq. (9), the heat rate can be written as

0= thm " (AR — A), (C3)
yielding
. OF
Q /<_J ——p p —|—I’1¢Aﬂ¢+l’l A,Llp>d
(F)
= _d— + <n¢A/¢¢ +n A/lp>d (C6)
where we use (,b =-V-.J. In steady state, using
d(F)/dt = 0, we then deduce the final expression of heat

rate given in Eq. (22).

To treat the case where the driving coefficients are odd
(Ag = ng/vq), the first step is to substitute in the dynamics
of {¢,p} the corresponding expressions for g, as is done
in Appendix B 2, for instance. Then, following the same
procedure as in Egs. (C4)—(C6), it is straightforward to
show that Eq. (22) also holds for odd driving coefficients.

2. Active phase separation

We proceed by considering the specific dynamics of
active phase separation, as studied in Sec. III A. The
difference between TS and the nontrivial contribution to

heat rate Q - yVA,uz, denoted by A in what follows, reads

A = 402 /V (0.)2(0%)) dx ()

Expanding the density field around the homogeneous
profile ¢o(x) = ¢ as ¢p = ¢ + /T, + O(T), we get

A = 4(TAp)? / (0:0)2(021))dx + O(TF),  (CB)

which, by introducing the Fourier coefficients ¢, (k) =
(1/V) [, e ¢, (x)dx, can be written as

A =—AV(TAp? Y kikak3(ky + ky + k3)?
ki ka.ks
X (1 (k1)1 (ka) i (k3) i (ky + ka + K3)) + O(T7),
(C9)
where * denotes complex conjugate. Given that ¢, has

Gaussian statistics with zero mean, Wick’s theorem enfor-
ces that

(1 (k1)1 (ko) by (k3) i (Kt + Ky + K3))
= (1 (k)1 (k2)) (b1 (k3) i (ki + ko + k3))
+ (@1 (ky) i (k3)) (@1 (ko) i (Ky + Ky + k3))
+ (@1 (ko) i (k3)) (1 (k1 )i (ky + ky + k3)).  (C10)
Substituting Eq. (C10) in Eq. (C9) and using
c ] S
(1K) (K')) = Va 3@ ek (C11)
we then deduce
_ HTAp)? (kiky)? (k7 = 2k1ky)
A=y ,;2 (a + 3b@? + kk3)(a + 3b* + «k3)
+O(T?). (C12)

In the regime V >> Ax, for which the sum ), can be
approximated by the integral V [ dk/(2x), we get

A /dkla’kz
4V(TAp)? ) (27)?
kik3

X = - +
(a+3bp? +xk?)(a+3bg* +xk3)

o(T),
(C13)

where we simplify the integrand using the k — —k
symmetry.

The range of integration for the wave number integral in
Eq. (C13) runs over [—z/Ax, z/Ax]. In practice, for the
discretized version of Active Model B in Eq. (B2) taken
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with the gradient matrix A;; = (8;;_1 — 6;;+1)/(2Ax),
the odd and even lattice sites decouple when the
driving coefficient Ay is small. In this regime, the field
dynamics effectively evolves with a lattice constant
2Ax, so that the appropriate range of integration is then
[-7/(2Ax), /(2Ax)], which is the wave number integra-
tion range that we consider when reporting our analytic
prediction (C13) in Fig. 2.

3. Motile polar droplets

Finally, we compute the heat rate for the dynamics of
motile polar droplets, as discussed in Sec. III B. The
corresponding heat rate is given in Eq. (43). In the
homogeneous state [¢hy(x) = cst and pg(x) = cst], it can
be expanded at small noise 7', yielding at leading order

Q— V(i3 + i)
= T[/{[(ﬁ(/) — ) Pof gp = gPof s (#10:P1)

+ itypok{(07¢h1 )0, p1) dx + O(T?), (C14)

where we eliminate some boundary terms.

To evaluate Eq. (Cl4), we compute the correla-
tions between p; and ¢; in the Fourier domain. The
dynamics of the Fourier coefficients [ (k, 1), py(k,1)] =
(1/V) [,[1(x. 1), pi(x,t)]e"**dx can be readily deduced
from Eqgs. (45) and (46) as

D1 = =[(fpp + Kk*)K* + ikiry pol b,
— (fppk?® + ikingpo) Py + ikA g,
pr=—( op + KK* + ikiv, po) Py = fppb1 + Apo.  (C15)
|

1.6 —
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© Analytic —
o 1} —
Tosf_m _ T
I~ 0.25 05 0.5
06 : :
Riwyd ' '
04 3
02| i 1
-15 -10 -5 5 10 15

0
k
FIG. 7. The small-temperature spectrum of heat rate §, defined
by Q-2Vi? =T [ g(k)dk + O(T?), is measured numerically

for different values of lattice spacing Ax which controls the upper

cutoff 7/ Ax of the spectrum. In practice, we express g in terms of
correlations of the density and polarization fields by taking the
Fourier transform of the integrand in Eq. (C14). Below the cutoff,
we observe a good agreement with our analytical predictions
shown in solid lines, as given in Eq. (C18). Simulation details are
in Appendix D, the same parameter values as in Fig. 4.

Using It6’s lemma [78], we obtain the following relations:

(C16)

Substituting Eq. (C15) in Eq. (C16), we then get in steady
state

0=1[fpp + (fpp + K + KK} + ik(ir, — i1y) pol (P17) + fp D1 1*) + (fppk* — ikirgeho){|P1]?).

2/V =2(f pp + KOV (P1[P) + (P11 + Pidh1).

22V = 2(f gy + K2V (|1 P) + fopk* (P10} + Pih1) + ikinypo (D1} — Pihr)-

(C17)

From Eq. (C17), we obtain the solution for ( [71(7)T>, and, after substituting in Eq. (C14), we get the explicit expression of Q. For

ng = n, = n, it takes the following form:

(RpPok)* (f pp + KK*)*[f pp + (fpp + K + kk2)K7] dk

= o).

. 7w/ Ax
Q =2Vi? + TV/

w/ax [(Fpg + KK (fpp + KI2) = 5 ) op + (Fpp + K + k2P = (itgpof yp)* 27

(C18)

We measure numerically the spectrum of the integrand in the right-hand side of Eq. (C14), where /T {¢1,p,} are
replaced by {¢ — ¢, p — po}, respectively: Fig. 7 shows a good agreement with our prediction in Eq. (C13).
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APPENDIX D: NUMERICAL SIMULATIONS

All numerical simulations are performed at dimension
d = 1 in a box of size V with periodic boundary conditions
at x = 0 and x = V. We discretize time and space into ¢ =
mAt and x = iAx, where m = {0,1,2,...}, i ={0, 1, ...,
N —1}, and V = NAx.

The numerical scheme for Sec. III A is the same as in
Ref. [30]. In particular, it corresponds to choosing the
discretization Ci with Alj = (51',1'_] - 5”+1)/(2Ax) in
Eq. (B11), so that the spurious-drift terms vanish. The
time and spatial discretization constants are fixed to be
At=0.01 and Ax =1, respectively. The numerical
scheme for Sec. III B is as follows. We assume the fields
{¢?", p"} live on lattice with periodic boundary condition

b5 = Py (D1)

m __ m
Po = PN-1»

whereas the current J7 | /
live off lattice. This choice ensures the fields {¢!", p'} at
the odd and even sites are coupled even in the small activity

regime. At each time step m, the current is evaluated as

v oA LA b
"“/2__5{(%)#1_(%)1‘}

1 m
, and the conserved noise Aj/; .|

. Qlpi + ! 2T
+ny : 3 —+ AIAXAZZ,[H/W
(D2)
and the fields are updated according to
At
4’;”“ =¢7" - Ax [Jlm+1/2 - er"il/2] (D3)
and
SF\™ _ . (pi)* = (Pi))?
m+l — pmn At e _ i+1 i—1
ot () - B
2T At
+ Ax A (D4)

where {A}'; 5. A} } are Gaussian random variables with
zero mean and unit variance, independent for each i and m.
Note that we choose discretization Ci,z’z from Eq. (B24) so
that the spurious-drift terms vanish.

The multiplying factor in the last term of Egs. (D2) and
(D4) comes from the regularization of the delta function in
Eq. (2). The conserved noise A(’];’J )2 lives off lattice,
which means that its values are specified only for half-
integer lattice sites, whereas the nonconserved noise A;’,’J
lives on lattice. The numerical results above do not depend
strongly on At (we choose A7 = 1073 to 107%); however, it

depends slightly on the spatial discretization Ax, as shown
in Fig. 7.

The average density and polarization profiles in Figs. 5(a)
and 5(b) and the heat-rate profiles in Figs. 5(c) and 5(d) are
computed in the comoving frame of the droplets, since the
droplets are moving with constant velocity toward x > 0.
First, we compute the center of mass of the droplet(s)
R(t) = [x¢p(x,t)dx/ [ ¢(x.t)dx. The instantaneous den-
sity profile in the comoving frame is then ¢(x,7) —
@[x — R(t),1]. Figure 5(a) is the long-time average of ¢
in the comoving frame: (¢(x)) = lim, _, [o' ¢[x — R(7),
t]dt/t,. A similar procedure is performed for the average
polarization (p(x)) [Fig. 5(b)] and heat-rate profile g(x)
[Figs. 5(c) and 5(d)].
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