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Abstract—Efficient satellite resource utilization is one of the key challenges in next generation high-throughput satellite communication system. In this context, dynamic coverage scheduling based on traffic demand has emerged as a promising solution, focusing system capacity into geographical areas where it is needed. Conventional Beam Hopping (BH) satellite system exploit the time-domain flexibility, which provides all available spectrum to a selected set of beams as long as they are not adjacent to each other. However, large geographical areas involving more than one adjacent beam may require full access to the available spectrum during particular instances of time. In this paper, we address this problem by proposing a dynamic beam illumination scheme combined with selective precoding, where only sub-sets of beams that are subject to strong inter-beam interference are precoded. With selective precoding, complexity at the ground-segment is reduced and only considered when needed. Supporting results based on numerical simulations show that the proposed scheme outperforms the relevant benchmarks in terms of demand matching performance.

Index Terms—Flexible satellite communication, dynamic beam illumination, selective precoding

I. INTRODUCTION

Satellite communication systems represent a fundamental element to deliver Information and Communication Technologies (ICT) services to all regions of the world at an affordable cost [1].

High-Throughput Satellite (HTS) systems are characterized by multi-beam coverage and the re-use of the available satellite spectrum. Typically, the spectrum is divided into “colors” corresponding to a specific frequency and polarization, in an attempt to overcome the inter-beam interference. Following the growing traffic demands, the next generation of satellite systems focus on increasing the capacity by reducing the size of the spot-beams such that the beam gain is increased [2]. However, dividing the coverage to smaller beams increases the probability of having under-utilized beams, i.e. beams where demand is low compared to the supplied capacity. In fact, the traffic requested by each beam may differ significantly due to geographic variations (and time variations as well when considering mobile user terminals) [3].

One of the trending areas of research and development recent years has been the satellite payload flexibility and how to deliver cost-competitive connectivity in response to evolving consumer demand and cost expectations [4]. Conventional Beam Hopping (BH) satellite systems exploit the time-domain flexibility to provide all available spectrum to a selected set of beams as long as they are not adjacent to each other [5]. In other words, the traditional “color” separation is replaced by time division multiplexing. The set of illuminated beams changes in each time-slot based on a time-space transmission pattern that is periodically repeated. As the number of spot-beams grows, BH appears to be a valid approach to provide service to extensive coverage areas. The illumination pattern design for conventional BH systems has been studied in [6]–[10]. While [6], [7] focused on heuristic iterative sub-optimal algorithms, [8], [9] considered genetic and simulated annealing algorithms respectively targeting global optimal solutions at the expenses of increased computational complexity. Finally, [10] proposed to integrate deep learning into the optimization procedure in order to accelerate the optimization procedure.

The inclusion of time-flexibility provided by BH is limited by the spatially isolation between beams required to ensure that the co-channel interference is kept to minimal. In some particular cases where the high-demand areas expand over multiple adjacent beams, it makes sense to illuminate a cluster of beams at the same time instance. This was the motivation of the preliminary study carried out in [11], where precoding was first combined with BH in order to mitigate the inter-beam interference caused between adjacent beams that are simultaneously activated. Subsequently, the work in [12] proposed the so-called Cluster-Hopping (CH) concept, where the overall multibeam coverage area is split into a set of non-overlapping beam-clusters that are illuminated dwelling just long enough to fill the demand in each cluster. Within a cluster, precoding is used to mitigate the interference while inactive clusters are placed between active clusters as a physical barrier to avoid strong inter-cluster interference.

The strict cluster definition of [12] was shown to be problematic in adapting to different types of demand distributions and suggests that a more flexible dynamic beam illumination design allowing clusters of different shapes and sizes would facilitate the per-beam demand matching objective. In addition, the pragmatic approach and the naive design (designed assuming an interference-free scenario) combined with the limited evidence of results in [11] motivated this work.

In this paper, we propose a beam scheduling combined with selective precoding, where only sub-sets of beams that are subject to strong inter-beam interference are precoded. In particular, we formulate a Binary Quadratic Programming (BQP) problem where the main goal is to penalize the activation of adjacent beams while constraining the system to provide a specific supplied capacity per each beam in a given time-
window. Whenever the solution includes strong inter-beam interference, precoding is applied to achieve an acceptable performance. Since precoding requires extensive computation, with selective processing, complexity at the ground-segment is reduced and only considered when needed.

The remainder of this paper is organized as follows. In Section II we present the system model. Section III focuses on the proposed dynamic beam illumination design. In Section IV we describe the proposed relaxation and solution. In Section V we provide supporting results based on numerical simulations. Finally, Section VI concludes the paper.

II. SYSTEM MODEL

We consider the forward link of a multibeam geostationary (GEO) satellite communication system, where the payload is equipped with multiple-antenna elements which are able to generate a limited number of beams at each time slot. We assume that the satellite coverage area is divided into a specific number of possible virtual and fixed \( N \) beams, among which the payload can simultaneously activate at most \( K \) beams \((K < N)\). Single gateway with ideal feeder link and perfect user synchronization are assumed.

The beam average traffic demand is assumed to be known, and it is denoted as \( D_1, \ldots, D_N \) (in bps). In order to deal with the expected high beam demands, all active beams reuse the same frequency band \( B \). We assume that the satellite is required to satisfy the beams’ demand within a time limit \( T_H \). The time window \( T_H \) is divided into \( M \) time-slots of duration \( T_s \) which denotes the minimum dwelling time of the hopping system. With the goal of matching demands with supplied capacity, we adopt dynamic beam scheduling and selective precoding. In particular, a maximum of \( K \) beams can be activated simultaneously and, in high-demand geographical areas, those active beams may need to be adjacent to each other resulting in strong inter-beam interference. An example of the aforementioned situation is depicted in Fig. 1. To mitigate the inter-beam interference in case of adjacent beams, precoding is required to achieve an acceptable spectral efficiency. Therefore, precoding is only employed when needed.

The signal vector received by the \( K \) users is denoted as \( y \in \mathbb{C}^{K \times 1} \) and further expressed as,

\[
y = Hx + n
\]  

(1)

where \( x \in \mathbb{C}^{K \times 1} \) denotes the transmitted symbols; \( H \in \mathbb{C}^{K \times K} \) refers to channel matrix, which is assumed to be perfectly known at the transmitter, and \( n \in \mathbb{C}^{K \times 1} \) denotes the zero-mean additive Gaussian noise. In particular, we assume \( \mathbb{E}[nn^H] = \sigma_T^2 I_K \), where \( \sigma_T = \sqrt{k T_{R_b} B} \); \( k \) denotes the Boltzmann constant and \( T_{R_b} \) is the clear sky noise temperature of the receiver.

The downlink channel matrix \( H \) between the satellite and \( K \) users on Earth is modeled as,

\[
[H]_{k,l} = \frac{G_{k,l}^R G_{k,l}^I e^{j\phi_{k,l}}}{4\pi d_k^2}
\]  

(2)

where \( G_{k,l}^R \) is the \( k \)-th user’s receiver gain; \( G_{k,l} \) is the gain from \( l \)-th beam to the \( k \)-th user; \( \phi_{k,l} \) represents a phase noise term resulting from the beam-pattern generation; \( d_k \) is the distance between the satellite and \( k \)-th user; \( \lambda \) denotes the wavelength.

The transmitted symbols \( x \) can be written as,

\[
x = Ws = \begin{bmatrix} W_1 & \cdots & W_C \end{bmatrix} s
\]  

(3)

where \( s \) are the non-precoded symbols, with \( \mathbb{E}[ss^H] = I_K \); and the selective-precoding matrix \( W \) of dimension \((K \times K)\) is block diagonal, with \( W_i \) refers to selective-precoding matrix for cluster \( i \), \((i = 1, \ldots, C)\). Especially the corresponding matrix \( W_i \) converts to: (i) The simple per-beam transmit power \( P_{beam} \) for the clusters composed of a single active and geographically isolated beam; (ii) \( 0 \) value for each passive beams; (iii) For each cluster composed of more than one active beam, the precoding matrix follows the MMSE design [13], [14], which can be expressed as,

\[
W_i = \eta H_i^H \left( H_i H_i^H + \alpha I \right)^{-1}
\]  

(4)

where \( H_i \) is the channel matrix of all the users in cluster \( i \), \( \alpha \) is a predefined regularization factor, and \( \eta \) is the power allocation factor which is expressed as,

\[
\eta = \sqrt{\frac{|K_i| P_{beam}}{\text{Trace} \left( W_i W_i^H \right)}}
\]  

(5)

where \( K_i \) denotes the number of users in cluster \( i \).

III. DYNAMIC BEAM ILLUMINATION PROBLEM

Let us denote \( x_{n,t} \in [0, 1] \) as the binary assignment variable indicating that the \( n \) beam is activated in time-slot \( t \). As mentioned, the payload limits the number of simultaneously active beams, that is \( \sum_{n=1}^{N} x_{n,t} \leq K, \forall t \). For convenience, let us denote \( x_t \) of dimension \((N \times 1)\) the indicator vector at time-slot \( t \).

In this paper, the main objective is to avoid the complexity of precoding while satisfying the traffic demands. To address
this problem, we propose a formulation that avoids the illumination of beams that generate strong interference to each other. In particular, we make use of a penalty matrix $\Omega$ of dimension $N \times N$ to punish this type of event. The considered optimization problem is detailed below as,

$$P_0: \minimize_{x_1,\ldots,x_M} \sum_{t=1}^{M} x_t^T \Omega x_t$$

s.t. $C_1: \sum_{n=1}^{N} x_{n,t} \leq K, \quad t = 1,\ldots,M$

$C_2: R_n \geq D_n, \quad n = 1,\ldots,N$

$C_3: x_{n,t} \in [0,1], \quad t = 1,\ldots,M; \quad n = 1,\ldots,N$

where $R_n$ denotes the supplied capacity in [bps] to the $n$-th beam. There are three key aspects related with (6). First, the combinatorial nature of the problem due to the binary assignment variables $x_{n,t}$ render a non-convex difficult-to-solve problem. Second, the demand satisfaction constraint is difficult to operate as the supplied capacity $R_n$ depends on the beam activation configuration and the design of the precoders (in case that adjacent beams are activated). Finally, the definition of the interference penalty $\Omega$ plays a key role in the final solution of (6).

A. Interference Penalty Matrix

In this section, the model of $\Omega$ is discussed. Since interference is strongly correlated with the geographical distance, we propose a penalty matrix $\Omega$ based on the geographical separation of satellite beams. In order to model the geographical distribution of satellite beams on Earth, we make use of graph theory by considering the beam center as a vertex $v \in V$ of a graph. Two vertices are connected with an edge if those vertices represent geographically adjacent beams. We assume an undirected unweighted graph, meaning that edge $e \in E$ between vertices have the same weight which is fixed and equal to 1. As a consequence, the graph is defined as $G = (V,E)$, and its adjacency matrix $A$ is defined as the $N \times N$ matrix whose elements $A_{i,j} = 1$ if $(i,j) \in E$ and 0 otherwise. Note that the adjacency matrix $A$ already contains the information related to geographical beam separation and, therefore, can be used as penalty matrix.

B. Demand Satisfaction Constraint

The actual supplied capacity $R_n$ is a function of the beam selection variable $x_t, \quad t = 1,\ldots,M$ and, therefore, it is difficult to predict beforehand. Some works like [12] considered a limited set of illuminated beams configuration and assumed that the resulting $R_n$ was pre-computed and available at the resource management unit in charge of designing the illumination pattern. In the problem at hand, we do not wish to limit the search space and, as a consequence, the approach in [12] becomes computationally expensive, particularly for large number of beams. Other works like [11] considered an interference-free scenario to approximate the values of $R_n$.

To overcome this issue, we propose to convert the demand $D_n$ [bps] into approximated number of time-slots that a beam needs to be activated to satisfy such demand. We denote the latter as $\Delta_n, \quad n = 1,\ldots,N$, which is defined as,

$$\Delta_n \text{[Number of $T_s$]} = \lfloor \frac{D_n}{\zeta_n} \rfloor$$

where $\lfloor x \rfloor$ maps $x$ to the least integer greater or equal to $x$, and $\zeta_n$ denotes the average supplied capacity recorded in previous time-instances and measured in [bps]. The value of $\zeta_n$ can be computed at the satellite gateway based on the actual recorded delivered capacity of previous time-slots where beam $n$ was activated.

Using (7), the constraint $C_2$ in (6) can be reformulated as,

$$C_4: \sum_{t=1}^{M} e_n^T x_t = \Delta_n, \quad n = 1,\ldots,N$$

where $e_n$ denotes a vector with the $n$-th component equal to 1 and all others are 0. As for the usage of ceil function, the inequality can be converted into equality.

IV. PROBLEM RELAXATION AND PROPOSED SOLUTION

For the sake of simplicity, we compact our notation by rearranging all time-slots $t$ into a single tall vector $x^T = [x_1^T \ x_2^T \ \cdots \ x_M^T]$. By defining $\tilde{A} = I_M \otimes A$, being $\otimes$ denotes the Kronecker product, we can reformulate the objective function of (6) as $x^T \tilde{A} x$. In particular, the resulting problem can be rewritten as,

$$P_2: \minimize_{x} \quad x^T \tilde{A} x$$

s.t. $C_5: x^T E_t x \leq K, \quad t = 1,\ldots,M$

$C_6: x^T D_n x = \Delta_n, \quad n = 1,\ldots,N$

$C_7: x \in \{0,1\}^{NM}$

where matrix $D_n$ and $E_t$ are diagonal matrix to select the $n$-th beam for every time slot and all the active beams at the $t$-th time slot, respectively. That is,

$$E_t = \text{diag}(b_t) \otimes I_N$$

$$D_n = I_M \otimes \text{diag}(e_n)$$

where $b_t$ is a $(M \times 1)$ vector whose entries are 0 except for the $t$-th component which is 1; and $e_n$ has been already defined in (8).

Problem $P_2$ corresponds to a Binary Quadratic Programming (BQP) [15], i.e. a problem involving a quadratic objective function with binary variables. What’s more, it is easy to find out that $x^T x = \sum_{n=1}^{N} \Delta_n$ is a constant. So the objective function can always be modified to be positive semidefinite by adding constant. That is,

$$x^T \tilde{A} x \approx x^T (\tilde{A} + \lambda I) x$$

where $\lambda$ is some value which is chosen to guarantee the convexity of the objective function. Typically, $\lambda$ is chosen to be the minus of the minimum eigenvalue of $\tilde{A}$. 
The standard semidefinite relaxation of problem $P_2$ in (9) can be expressed as

$$P_3: \text{minimize } \text{Tr}(\tilde{A}X)$$

s.t. $C_9: \text{Tr}(E_tX) \leq K, \quad t = 1, \ldots, M$

$C_9: \text{Tr}(D_nX) = \Delta_n, \quad n = 1, \ldots, N$

$C_{10}: \text{diag}(X) = x$

$C_{11}: \begin{bmatrix} x & x \\ x^T & 1 \end{bmatrix} \geq 0$

$C_7: x \in \{0, 1\}^{NM}$

which can be solved with advanced optimization toolboxes supporting mixed-integer models like CVX [16].

TABLE I: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satellite Orbit</td>
<td>13°E (GEO)</td>
</tr>
<tr>
<td>Satellite Total Transmit Power</td>
<td>6000 W</td>
</tr>
<tr>
<td>OBO</td>
<td>3 dB</td>
</tr>
<tr>
<td>Addition Payload Loss</td>
<td>2 dB</td>
</tr>
<tr>
<td>Number of Virtual Beams, $N$</td>
<td>67</td>
</tr>
<tr>
<td>Beam Radiation Pattern ($G_{k,l}^{\phi(k,l)}$)</td>
<td>Provided by ESA</td>
</tr>
<tr>
<td>Downlink Carrier Frequency</td>
<td>19.5GHz</td>
</tr>
<tr>
<td>User Link Bandwidth, $B$</td>
<td>500MHz</td>
</tr>
<tr>
<td>Roll-off Factor</td>
<td>20%</td>
</tr>
<tr>
<td>Number of time slots ($M$)</td>
<td>20</td>
</tr>
</tbody>
</table>

V. SIMULATION RESULTS AND DISCUSSION

We consider a GEO satellite system with $N = 67$ virtual beams. A summary of the simulation parameters is given in Table I. Unless mentioned otherwise, the beam demand $D_n$ is generated uniformly at random between 0 and 750 Mbps, according to the considered overall system capacity. The per-beam transmit power $P_{beam}$ is obtained by dividing the total radiated power between the total number of active beams per time-slot.

A. Capacity-on-Demand Evaluation

Fig. 2 compares the proposed technique to the benchmark schemes in terms of average per-beam supplied capacity matching the per-beam requested demand (in blue). In particular, we compare with the so-called Cluster Hopping (CH) technique [12] where 2 independently precoded clusters of 6 beams each are activated at each time slot. In addition, we compare with a conventional BH technique which has been obtained based on the design in [12] but considering clusters of 1 beam each and without precoding. The average per-beam supplied capacity is calculated over 500 Monte Carlo simulations with different demand realizations. Fig. 2 demonstrates the superior performance of the proposed technique, which unlike the benchmarks, it is able to provide beam capacity following the requested demands. The CH technique suffers from the limitation of pre-defined clustering shapes, which unavoidable illuminate low-demand beams with high-demand beams. On the other hand, the conventional BH is shown to fall short in supplying enough capacity due to it is unable to illuminate high-demand areas at once.

B. Sensitivity Analysis: Max. Number of Active Beams $K$

Fig. 3 illustrates the impact of variable $K$ in terms of the average number of beams that need to be precoded at each time instance. Fig. 3(a) corresponds to a low-demand scenario, where $D_n$ is generated uniformly at random between 0 and 240 Mbps, while Fig. 3(b) corresponds to a high-demand scenario, with $D_n$ between 0 and 640 Mbps.

Fig. 3 shows that there is a minimum value of $K$ to make ($P_3$) feasible (indicated with a vertical red line), which we name $\hat{K}$. In fact, to satisfy the beam demands within $M$ time slots, the value of $\hat{K}$ can be obtained as $\hat{K} = \lceil \frac{\sum_n \Delta_n}{M} \rceil$. From Fig. 3, we can observe that the penalty remains constant independent of the value of $K \geq \hat{K}$. This is because the proposed algorithm minimizes the interference by equally distributing the number of active beams across the time window. As a consequence, for the remaining experiments, we fix $K = \hat{K}$.

C. Sensitivity Analysis: System Demand

Fig. 4 shows the evolution of the average number of beams that need to be precoded with the increasing overall system demand considering the proposed technique. As expected the number of precoded beams increases with the demand,
resulting in added system complexity. Also in Fig. 4, and for the sake of clarity, the red curve illustrates the average demand in number of time-slots (i.e. $\frac{1}{M} \sum_{n=1}^{N} \Delta_n$). As expected, this increases with the system demand.

**D. Sensitivity Analysis: Time Window**

Complementing the results presented in Fig. 4, Fig. 5 illustrates the average number of precoded beams corresponding to two scenarios considered in Fig. 3, i.e. “High-Demand” and “Low-Demand”, versus the various values of window length $M$. As can be observed, the higher value of $M$ results in the lower average number of beams which are activated within each time slot in both scenarios.

**VI. CONCLUSION**

In this paper, we proposed an algorithm to design the dynamic beam illumination pattern of a beam-hopping system focusing on the per-beam demand satisfaction. We have focused on the interference minimization such that the number of beams that need to be precoded are kept to minimal in an attempt to reduce system complexity. The preliminary evaluation has been promising, showing that the proposed algorithm outperforms the relevant benchmark schemes. Further research will be conducted by combining the proposed algorithm with current power control methods to improve the per-beam demand matching.
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