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Abstract

In this paper, we consider a one-dimensional diffusion process with jumps driven by
a Hawkes process. We are interested in the estimations of the volatility function and of
the jump function from discrete high-frequency observations in a long time horizon which
remained an open question until now. First, we propose to estimate the volatility coefficient.
For that, we introduce a truncation function in our estimation procedure that allows us to
take into account the jumps of the process and estimate the volatility function on a linear
subspace of L?(A) where A is a compact interval of R. We obtain a bound for the empirical
risk of the volatility estimator, ensuring its consistency, and then we study an adaptive
estimator w.r.t. the regularity. Then, we define an estimator of a sum between the volatility
and the jump coefficient modified with the conditional expectation of the intensity of the
jumps. We also establish a bound for the empirical risk for the non-adaptive estimators
of this sum, the convergence rate up to the regularity of the true function, and an oracle
inequality for the final adaptive estimator.

Finally, we give a methodology to recover the jump function in some applications. We
conduct a simulation study to measure our estimators’ accuracy in practice and discuss the
possibility of recovering the jump function from our estimation procedure.

Jump diffusion, Hawkes process, Volatility estimation, Nonparametric, Adaptation
AMS: 62G05, 60G55
1 Introduction

The present work focuses on the jump-diffusion process introduced in [20]. It is defined as the
solution of the following equation

M
dX¢ = b(X,)dt + (X )dW; + a(X,-) > dNY, (1)
j=1

where X;- denotes the process of left limits, N = (N, ..., N()) is a M-dimensional Hawkes
process with intensity function A and W is the standard Brownian motion independent of N.

(1) Unité de Recherche en Mathématiques, Université du Luxembourg, chiara.amorino@uni . lu.
Chiara Amorino gratefully acknowledges financial support of ERC Consolidator Grant 815703 “STAM-
FORD: Statistical Methods for High Dimensional Diffusions”.

(&) LPSM, Sorbonne Université 75005 Paris UMR CNRS 8001 charlotte.dion_blanc@sorbonne-universite.
fr.

() Laboratoire de Mathématiques et Modélisation d’Evry, CNRS, Univ Evry, Université Paris-Saclay, 91037,
Evry, France arnaud.gloter@univ-evry.fr

() Université Paris-Saclay, Ecole CentraleSupélec, MICS Laboratory, France,
sarah.lemler@centralesupelec.fr



Some probabilistic results have been established for this model in [20], such as the ergodicity
and the f—mixing. A second work has then been conducted to estimate the drift function of
the model using a model selection procedure and upper bounds on the risk of this adaptive
estimator have been established in [19] in the high frequency observations context.

In this work, we are interested in estimating the volatility function o2 and the jump function
a. The jumps in this process make estimating these two functions difficult. We assume that
discrete observations of a X are available at high frequency and on a large time interval.

1.1 Motivation and state of the art

Let us notice first that this model has practical relevance thinking of continuous phenomenon
impacted by an exterior event, with auto-excitation structure. For example, one can think of
the interest rate model (see [26]) in insurance; then, in neurosciences of the evolution of the
membrane potential impacted by the signals of the other neurons around it (see [19]). Indeed,
it is common to describe the spike train of a neuron through a Hawkes process which models
the auto-excitation of the phenomenon: for a specific type of neurons, when it spikes once,
the probability that it will spike again increases. Finally, referring to [7] for a complete review
on Hawkes process in finance, the reader can see the considered model as a generalization of
the so-called mutually-exciting-jump diffusion proposed in [5] to study an asset price evolution.
This process generalizes Poisson jumps (or Lévy jumps, which have independent increments)
with auto-exciting jumps and is more tractable than jumps driven by Lévy process.

Nonparametric estimation of coefficients of stochastic differential equations from the obser-
vation of a discrete path is a challenge studied a lot in literature. From a frequentist point of
view in the high-frequency context, one can cite [27, 12] and in bayesian, one recently in [1].
Nevertheless, the purpose of this article falls more under the scope of statistics for stochastic
processes with jumps. The literature for the diffusion with jumps from a pure centered Lévy
process is large. For example one can refer to [28], [34] and [36].

The first goal of this work is to estimate the volatility coefficient 0. As it is well known,
in the presence of jumps, the approximate quadratic variation based on the squared increments
of X no longer converges to the integrated volatility. As in [33], we base the approach on
truncated quadratic variation to estimate the coefficient 0. The structure of the jumps here
is very different from the one induced by the pure-jump Lévy-process. Indeed, the increments
are not independent, and this implies the necessity to develop a proper methodology as the one
presented hereafter.

Secondly, we want to to find a way to approximate the coefficient a. It is important to note
that, as presented in [36], in the classical jump-diffusion framework (where a Lévy process is
used instead of the Hawkes process for M = 1), it is possible to obtain an estimator for the
function o + a? by considering the quadratic increments (without truncation) of the process.
This is no longer the case here due to the form of the intensity function of the Hawkes process.
Indeed, we recover a more complicated function to be estimated, as explained in the following.

1.2 Main contribution

The estimations of the coefficients in Model (1) are challenging in the sense that we have to
take into account the jumps of the Hawkes process. Statistical inference for the volatility and
for the jump function in a jump-diffusion model with jumps driven by a Hawkes process has
never been studied before. As for the estimation of the drift in [19], we assume that the coupled
process (X, ) is ergodic, stationary, and exponentially S—mixing. Besides, in this article we
obtain that the projection on X of the invariant measure of the process has a density which is
lower and upper bounded on compact sets. This property is useful to lead studies of convergence
rates for nonparametric estimators since it gives equivalence between empirical and continuous
norms. To estimate the volatility in a nonparametric way, as in [4] we consider a truncation



of the increments of the quadratic variation of X that allows judging if a jump occurred or
not in a time interval. We estimate o2 on a collection of subspaces of L? by minimizing a
least-squares contrast over each model, and we establish for the obtained estimators a bound
on the risk. We give the convergence rates of these estimators depending on the regularity of
the true volatility function. Then, we propose a selection model procedure through a penalized
criteria, we obtain non-asymptotic oracle-type inequality for the final estimator that guarantees
its theoretical performance.

In the second part of this work, we are interested in the estimation of the jump function
As it has been said before, it is not possible to recover directly the jump function a from the
quadratic increments of X, and what appears naturally is the sum of the volatility and of the
product of the square of the jump function and the jump intensity. The jump intensity is
hard to control properly, and it is unobserved. To overcome such a problem, we introduce the
conditional expectation of the intensity given the observation of X, which leads us to estimate
the sum of the volatility and of the product between a? and the conditional expectation of the
jump intensity given X. We lead a penalized minimum contrast estimation procedure again,
and we establish a non-asymptotic oracle inequality for the adaptive estimator. The achieved
rates of convergence are similar to the ones obtained in the Lévy jump-diffusion context in [36].
Both adaptive estimators are studied using Talagrand’s concentration inequalities.

We then discuss how we can recover a, as a quotient in which we plug the estimators of o2
and g := 02 + a? x f, where f is the conditional expectation of the jump intensity that we do
not know in practice. We propose to estimate f using a Nadaraya-Watson estimator. We show
that the risk of the estimator of a cumulates the errors coming from the estimation of the three
functions o2, ¢ and the conditional expectation of the jump intensity, which shows how hard it
is to estimate a correctly.

Finally, we have conducted a simulation study to observe the behavior of our estimators in
practice. We compare the empirical risks of our estimators to the risks of the oracle estimator to
which we have access in a simulation study (they correspond to the estimator in the collection
of models, which minimizes the empirical error). We show that we can recover rather well the
volatility o2 and ¢ from our procedure, but it is harder to recover the jump function a.

1.3 Plan of the paper

The model is described in Section 2, some assumptions on the model are discussed and we give
properties on the process (X¢, A¢). In Section 3 we present the adaptive estimation procedure for
the volatility o2 and obtain the consistency and the convergence rate. Section 4 is devoted to
the estimation of 02 +a? x f, where f is the expectation of the jump intensity A given X. In this
section, we return to the reason for estimating this function, we detail the estimation procedure
and establish bounds for the risks of the non-adaptive estimator and of the adaptive estimator
in the regularity. The estimation of the jump coefficient a is discussed in Section 5. In Section
6 we have conducted a simulation study and give a little conclusion and some perspective to
this work in Section 7. Finally, the proofs of the main results are detailed in Section 8 and the
technical results are proved in Appendix A.

2 Framework and Assumptions

2.1 The Hawkes process

Let (2, F,P) be a probability space. We define the Hawkes process for ¢ > 0 through stochastic
intensity representation. We introduce the M-dimensional point process N; := (Nt(l), - ,Nt(M))
and its intensity A is a vector of non-negative stochastic intensity functions given by a collection
of baseline intensities. It consists in positive constants (j, for j € {1,..., M}, and in M x M



interaction functions h; j : Rt — R, which are measurable functions (i,j € {1,...,M}). For
i€ {l,...,M} we also introduce n® a discrete point measure on R~ satisfying

/ hij(t — s)n'(ds) < oo for all t > 0.
R-

They can be interpreted as initial condition of the process. The linear Hawkes process with
initial condition n(® and with parameters ((;, i j)i<ij<m is a multivariate counting process
(N¢)e>0. It is such that for all ¢ # j, P - almost surely, N () and N never jump simultaneously.
Moreover, for any 7 € {1,..., M}, the compensator of N is given by AIEZ) = fg )\g)ds, where A
is the intensity process of the counting process N and satisfies the following equation:

)\gl) =( + Z/o hw‘(t — u)dNéJ) + Z/ hz‘,j(t — u)dng).
j=1 j=177°

We remark that Nt(J ) is the cumulative number of events in the j-th component at time t while
dNt(] ) represents the number of points in the time increment [t, ¢ + dt]. We define N, =N, — Ay
and F; := 0(Ns,0 < s < t) the history of the counting process N (see Daley and Vere - Jones
[16]). The intensity process A = (A ..., AM)) of the counting process N is the Fi-predictable
process that makes N; a F;-local martingale.

Requiring that the functions h; ; are locally integrable, it is possible to prove with standard
arguments the existence of a process (Nt(J ))tzo (see for example [17]). We denote as (; the
ex(og;enous intensity of the process and as (7T, lg] )) k>1 the non-decreasing jump times of the process
NI,

We interpret the interaction functions h; ; (also called kernel function or transfer function)
as the influence of the past activity of subject ¢ on the subject j, while the parameter ¢; > 0 is
the spontaneous rate and is used to take into account all the unobserved signals. In the sequel
we focus on the exponential kernel functions defined by

hij - RT — R+, h@j(i) = Cijefat, a>0, ¢;>0, 1<4,j<M.

With this choice of h; ; the conditional intensity process (\;) is then Markovian. In this case we
can introduce the auxiliary Markov process Y = Y (4);

. t . 0 )
Y — ¢, / et qNG) 1 ¢, / e l-gnl) 1< j< M
0 —o0
The intensity can be expressed in terms of sums of these Markovian processes that is, for all
1<i<M

M
A = ZY@) ; with fi(z) = ¢ + .
=1

We remark that all the point processes NU) behave as homogeneous Poisson processes with
constant intensity (;, before the first occurrence. Then, as soon as the first occurrence appears
for a particular N, it affects all the process increasing the conditional intensity through the
interaction functions h; ;.

Let us emphasized that from the work [20], it is possible to not assume the positiveness of the
coefficients ¢; j, taking then f;j(z) = ({; + «)+. This is particularly important for the neuronal
applications where the neurons can have excitatory or inhibitory behavior.



2.2 Model Assumptions

In this work we consider the following jump-diffusion model. We write the process as M + 1
stochastic differential equations:

A\ = —a(\) — Gdt+ XM egdND, i=1,. M
dX; = b(X)dt + o(X)dW; + a(X,-) M Ny,

with )\((Jj ) and Xo random variables independent of the others. In particular, ()\El) e )\gM),Xt)

is a Markovian process for the general filtration

Fo=o(Wo NP, j=1,...,M, 0<s<t).

We remark that the process Nt(] ) has jumps of size 1. We aim at estimating, in a non-parametric
way, the volatility o and the jump coefficient a starting from a discrete observation of the
process X. The process X is indeed observed at high frequency on the time interval [0, T},]. For
0=ty <t <...<t, =1T,, the observations are denoted as X;,. We define A, ; :=t;41 —¢;
and A, = sup;_g__, Ay We are here assuming that A, — 0 and nA, — oo, for n — oc.
We suppose that there exists ¢, cp such that, Vi € {0,...,n—1}, c1Qpmin < Ay < Ay,
We remark we are considering a general case, where the discretization step is not necessarily
uniform. However, in case where the discretization step is uniform we clearly have A, = A, ;
for any ¢ € {0,...,n — 1} (which implies that the condition here above is clearly respected with
¢1 = cg = 1) and the time horizon becomes T,, = nA,,. Furthermore, we require that

logn = o(\/nA,). (3)

The size parameter M is fixed and finite all along, and asymptotic properties are obtained when
T — o0.

Requiring that the size of the discretization step is always the same, as we do asking that
the maximal and minimal discretization steps differ only on a constant, is a pretty classical
assumption in our framework. On the other side, the step conditions (3) is more technical. This
condition is replaced with a stronger one to obtain Theorem 4.3 (see Assumption 6 and the
discussion below).

Assumption 1 (Assumptions on the coefficients of X). 1. The coefficients b and o are of
class C? and there erists a positive constants ¢ such that, for all x € R, |V (z)| + |0’ (z)| +
ja(z)] < c.

2. There exist positive constants a; and o1 such that |a(z)| < a1 and 0 < o%(z) < 0% for all
r € R.

3. There exist positive constants ', q such that, for all x € R, |b"(z)| + |o”(x)| < (1 + |z|7).
4. There exist d >0 and r > 0 such that, for all x satisfying |z| > r, we have xb(z) < —dx?.

We remark that, as a consequence of Assumption 1, item 1, the coefficients b, o and a are
globally Lipschitz continuous.

The first three assumptions ensure the existence of a unique solution X (as proven in [20]
Proposition 2.3). The last assumption is introduced to study the longtime behavior of X and
to ensure its ergodicity (see [20]). Note that the assumption on a can be relaxed (see [20]).

Assumption 2 (Assumptions on the kernels). 1. Let H be a matriz such that
H;j = fooo hij(t)dt = cij/a, for 1 <i,5 < M. The matrix H has a spectral radius smaller
than 1.

2. We suppose that Z;‘il ¢j > 0 and that the matriz H is invertible.
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The first point of the Assumption 2 here above implies that the process (IV;) admits a version
with stationary increments (see [10]). In the sequel, we always will consider such an assumption
satisfied. The process (Ny) corresponds to the asymptotic limit and ()\;) is a stationary process.
The second point of A2 is needed to ensure the positive Harris recurrence of the couple (X, A¢).
A discussion about it can be found in Section 2.3 of [19].

2.3 Ergodicity and moments

In the sequel, we repeatedly use the ergodic properties of the process Z; := (X, A¢). From
Theorem 3.6 in [20] we know that, under Assumptions 1 and 2, the process (X¢, A¢)¢>0 is positive
Harris recurrent with unique invariant measure m(dz). Moreover, in [20], the Foster-Lyapunov
condition in the exponential frame implies that, for all ¢t > 0, E[X}}] < co (see Proposition 3.4).
In the sequel we need X to have arbitrarily big moments and, therefore, we propose a modified
Lyapunov function. In particular, following the ideas in [20], we take V : R X RM*M _, R, such
that -

Via,y) == |z|™ + eZos milv™l, (4)

where m > 2 is a constant arbitrarily big and m;; := %, being k € ]Rj\_i_/[ a left eigenvector
of H, which exists and has non-negative components under our Assumption 2 (see [20] below
Assumption 3.3).
We now introduce the generator of the process Zt = (X, Y:), defined for sufficiently smooth
test function g by

~ M

) 1
AZg(x,y) = —a Yy 0y g(x.y) + 0ag(r,y)b(x) + 50*(@)079(2,y) (5)
ij=1

M M
+D i (Z y‘”’”) [9(z +a(z),y + A;) — g(z,y)],
=1 k=1

with (Aj)(il) =¢;j1j, for all 1 <i,1 < M. Then, the following proposition holds true.

Proposition 2.1. Suppose that Assumptions 1 and 2 hold true. Let V be as in (4). Then, there
exist positive constants di and do such that the following Foster-Lyapunov type drift condition
holds: }

A%V < dy — dyV.

Moreover, both X and A have bounded moments of any order.
Proposition 2.1 is proven in the Appendix. Let us now add the third assumption.
Assumption 3. (Xg, \g) has probability .

Then, the process (X¢, At)¢>0 is in its stationary regime.

We recall that the process Z is called /5 - mixing if Sz(t) = o(1) for t — oo and exponentially
3 - mixing if there exists a constant v; > 0 such that 8z(t) = O(e ") for t — oo, where Bz
is the 8 - mixing coefficient of the process Z as defined for a Markov process Z with transition
semigroup (P;)icr+, by

Be(®)i= [ IP(z) =l n(az), (©

where ||\|| stands for the total variation norm of a signed measure \.
Moreover, it is

Bx(t) := HPtl(z, ) —7TXH7T(dz),
RxRM



where P}(z,.) is the projection on X of P,(z,.) such that P}(z,dz) := Py(z,dr x R™) and
7X(dz) := mw(dx x RM) is the projection of 7 on the coordinate X (which exists, see Theorem
2.3 in [19] and proof in [20]). Then, according to Theorem 4.9 in [20], under A1-A3 the process
Zy = (X, \¢) is exponentially S-mixing and there exist some constant K,~ > 0 such that

Bx(t) < Bz(t) < Ke .

Furthermore, from Proposition 3.7 in [20], we know that the measure 7% (dz) admits a
Lebesgue density « — 7% (z) and it is lower bounded on each compact set of R. In the following
lemma we additionally prove that this density is also upper bounded on each compact set.

Lemma 2.2. Assume that Assumptions 1 and 2 hold true. Then, for any compact set K of R,
there exists a constant Cg > 0 such that 7% (x) < Ok for all x € K.

Finally, we know that for each compact set A C R there exist two positive constants g, m1
such that for x € A we have
0<m <mx(x) <m. (7)

Let us define the norm with respect to wx:
2 = [ () o).

According to Lemma 2.2 it yields that for a deterministic function ¢, mo||¢||> < ||t]l,x < m1||t]*

3 Estimation procedure of the volatility function

With the background introduced in the previous sections, we are now ready to estimate the
volatility function to whom this section is dedicated. We remind the reader that the procedure
is based on the observations (X¢,)i=1,... n-

First of all, in Subsection 3.1, we propose a non-adaptive estimator based on the squared
increments of the process X. To do that, we decompose such increments in several terms, aimed
to isolate the volatility function. Regarding the other terms, we can recognize a bias term (which
we will show being small), the contribution of the Brownian part (which is centered), and the
jumps’ contribution. To make the latter small as well, we introduce a truncation function (see
Lemma 3.2 below). Thus, we can define a contrast function based on the truncated squared
increments of X and the associated estimator of the volatility. In Proposition 3.4, which is the
main result of this subsection, we prove a bound for the empirical risk of the volatility estimator
we propose.

As the presented estimator depends on the model, in Subsection 3.2 we introduce a fully
data-driven procedure to select the best model automatically in the sense of the empirical risk.
We choose the model such that it minimizes the sum between the contrast and a penalization
function, as explained in (15). In Theorem 3.5 we show that the estimator associated with
the selected model realizes the best compromise between automatically the bias term and the
penalty term.

3.1 Non-adaptive estimator

Let us consider the increments of the process X as follows:

tit1 tit1 tit1 )
Xppr — Xy = /t b(Xs)ds + /t o (Xs)dWs + /t a(X,-)> dNY)
i i i j=1
tit1
= / b(Xs)ds + Zy, + J, (8)
t;
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where Z, J are given in Equation (9):

tit1 Lit1 .
Zy, = / o(X)dWs,  Jp, = / a(X,-)> dNY). (9)
t t;

i 7 j:l

To estimate o2 for a diffusion process (without jumps), the idea is to consider the random
variables Tj, := A%L(Xti ., — Xy,)*. Following this idea, we decompose Ty,, in order to isolate the
contribution of the volatility computed in X;,. In particular, Equation (8) yields

1 _
Tti = ?(Xti+l - Xti)Q = UQ(Xti) + Ati + Bti + Eti’ (10)
where A, B, E are functions of Z, J:
_ 1 tit1 2 9 tit1
Ay, = — </ b(Xs)ds> +—(Zy, + Jti)/ (b(Xs) — b(Xy,))ds
| e 2
+A7 / (O’ (Xs) — 0 (th))ds + Qb(th)Ztl,
n Jt;
1 tit1
R / o (X,)ds]; (11)
n t;

2 1
—Zy, Jy; + —JE.
An t’L Jtz + An Jti

The term Ay, is small, whereas B, is centered. In order to make E;, small as well, we introduce
the truncation function ¢,s (X, — Xy,), for 8 € (0 1), Tt is a version of the indicator

Eti = 2b(Xt2)Jtl +

i1 )9

function, such that ¢(¢) = 0 for each ¢, with |{] > 2 and ¢(¢) = 1 for each ¢, with |¢| < 1.
Also, we define ¢.(.) :== ¢(./2),z > 0. The idea is to use the size of the increment of the process
A X = X, — Xy, in order to judge if a jump occurred or not in the interval [t;, t;11). As it is
hard for the increment of X with continuous transition to overcome the threshold Ag}i for B<%,

we can assert the presence of a jump in [¢;,t41) if [ Xy, ,, — X¢,| > Aﬁl Hence, we consider the

random variables

41

TtiSOAﬂ (AlX) = 02(Xti) + A~ti + By, + Eti(pAB ,(AiX)7

with
Au, = 0 (X)) pn (AX) = 1)+ Auipps (AX) + By (ppn (AiX) — 1),

Now, the just-introduced A, is once again a small term, because so A;, was and because the
truncation function does not differ a lot from the indicator function, as better justified in Lemma
3.1 below.

In the sequel, the constant ¢ may change the value from line to line.

Lemma 3.1. Suppose that Assumptions 1,2,3 hold. Then, for 5 € (0, %) and for any k > 1,

k
E UQDAB (AZX) — 1’ :| § CAn’i.

The proof of Lemma 3.1 can be found in the Appendix. The same is for the proof of Lemma
3.2 below, which illustrates the reason why we have introduced a truncation function. Indeed,
without the presence of ¢, the same Lemma would have held with just a ¢ A, ; on the right-hand
side. Filtering the contribution of the jumps, we can gain an extra qui which, as we will see in
Proposition 3.3, will make the contribution of £, small. 7



Lemma 3.2. Suppose that Assumptions 1,2,3 hold. Then, for ¢ > 1, for 8 € (0, %) and for any
kE>1

E |05 5 (AiX)] < ealt™.

From Lemmas 3.1 and 3.2 here above, it is possible to prove the following proposition. Also,
its proof can be found in the Appendix.

Proposition 3.3. Suppose that Assumptions 1,2,3 hold. Then, for 8 € (%, %),
1. V6> 0, E[A2] < cAlf E[A}] < cALF

n,g n,g

2. E[By,|F:,] =0, E[B?|F,] < coi, E[B}] < ¢

3. E[|E,|p, 0 (AiX)] = cAZ

wi ElEL e (AiX)] <A BBl (AX)] < eAT.

In the Proposition here above, it is possible to see in detail in what terms the contribution
of flti and of the truncation of Ej, are small. Moreover, an analysis of the centered Brownian
term By, and its powers is proposed.

Based on these variables, we propose a nonparametric estimation procedure for the function
02(-) on a compact interval A of R. We consider S,, a linear subspace of L?(A) such that
Sm = span(p1,...,pp,, ) of dimension D,,, where (¢;); is an orthonormal basis of L?(A). We
denote S, := UmeM, Sm, where M,, MzcN is a set of indexes for the model collection. The
contrast function is defined by

n—1
Br(t) = - S (HX) ~ Trons (AX)PLa(X,) (12)

i=0
with the T}, given in Equation (10). The associated mean squares contrast estimator is

G2 = arg trélén Y (t). (13)

We observe that as 52, achieves the minimum, it represents the projection of our estimator on the
space Sy,. The indicator function in (12) suppresses the contribution of the data falling outside
the compact set A, on which we estimate the unknown function ¢2. However, this indicator
function is introduced for convenience and could be removed without affecting the value of the
argmin in (13), as all elements of S,,, are compactly supported on A. The approximation spaces
S, have to satisfy the following properties.

Assumption 4 (Assumptions on the subspaces).
1. There exists ¢1 such that, for any t € Sp, ||t||c2>o < ¢1 Dy, |It]%.

2. Nesting condition: (Sm)mem, s a collection of models such that there exists a space
denoted by Sy, belonging to the collection, with Sy, C Sy for all m € M,,. We denote by
N, the dimension of S,,. It implies that, Vm € M,,, Dy, < N,,.

3. For any positive d there exists € > 0 such that, for any e < &, > -\ e—dDm < 3(d),
where ¥(d) denotes a finite constant depending only on d.

Several possible collections of spaces are available: we can consider the collection of dyadic
regular piecewise polynomial spaces [DP], the trigonometric spaces [T] or the dyadic wavelet-
generated spaces [W] (see Sections 2.2 and 2.3 of [12] for details). As we will see, in the numerical
part we will consider the trigonometric spaces while all the results gathered in the theory hold
true for no matter which space. However, depending on the collection we consider, we need to
require a different condition on the dimension of the space, as stated in the assumption below.



Assumption 5 (Assumptions on the dimension).

3
1. There exists a constant ¢ > 0 such that N,, < c Vlgngn" and % <1 for the collection [T].

2. There exists a constant ¢ > 0 such that N,, < ¢4~ for collections [DP] and [W].

logZ n

We now introduce the empirical norm

1 n—1
1l = = > P (X)La(Xey).
=0

The main result of this section consists in a bound for E[H(’ffn — 02Hi], which is gathered in
the following proposition. Its proof can be found in Section 8.1.
Proposition 3.4. Suppose that Assumptions 1,2,3,4,5 hold and that 3 € (i, %) If A, — 0,
logn = o(v/nA,) for n — oo, then the estimator 62, of 0® on A given by Equation (13) satisfies

2 2 Ci0iD C AOA(M_%)
B [l62 — 2] <3 iuf [l o + APy cuapr Gl gy

with C1, Cy and C5 positive constants.

This result measures the accuracy of our estimator 52, for the empirical norm. The right-hand
side of the Equation (14) is decomposed into different types of error. The first term corresponds
to the bias term, which decreases with the dimension D,, of the space of approximation S,.
The second term corresponds to the variance term, i.e., the estimation error, and contrary to
the bias, it increases with D,,. The third term comes from the discretization error and the
controls obtained in Proposition 3.3, taking into account the jumps. Then, the fourth term arise
evaluating the norm ||2, —o0?||2 when ||.||, and ||.||,x are not equivalent. This inequality ensures
that our estimator 52, does almost as well as the best approximation of the true function by a
function of \S,,.

Finally, it should be noted that the variance term is the same as for a diffusion without
jumps. Nevertheless, the remaining terms are larger because of the presence of the jumps.

Rates of convergence Let us remind that ||t — o?||2y

< mlt - a|2AH2 according to Lemma
2.2. Thus let us consider t = o2, the projection of o on S, for the L?-norm which realizes

the minimum. We assume now that the function of interest O"QA is in a Besov space BY ,, with
regularity o > 0 (see e.g. [18] for a proper definition). Then it comes that |02, — O"QA”2 <
C(«) D, 2. Finally, choosing Dy, = n'/et1) “and A, = n~7 with 0 < v < 1, we obtain the
rates of convergences given in Table 1. This table allows to compare the actual rates with the
one obtained when a = 1 and the process is a simple diffusion process.

Since B € (1/4,1/2), the best choice for 5 is to choose it close to 1/4. In this case, the
estimator reaches the classical nonparametric convergence rate for high-frequency observations
(nA,(1F29)/20 — O(1)). Otherwise, most of the time the remainder term will be predominant
in the risk. This result is analogous to the jump-diffusion case studied in [36].

We observe that, after having replaced the optimal choice for D,,, which corresponds to
Dipyye = n/(2e+1) "the conditions gathered in Assumption 5 become v < %3—5014 for collection [T
and v < 2% for collections [DP] and [W].

1+2«
It is important also to remark that in order to have negligible reminder terms, we want ~
to be such that v > M%. As B € (%, %), the best possible case is to have 8 in the

neighbourhood of 1/2, so that the right hand side of the inequality here above becomes %

It means that, considering the collections [DP] and [W] are respected at the same time up to
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‘ Hawkes-diffusion ‘ Diffusion
<1/2 A, 2P-12 A,
Al An26—1/2 n—o/(2a+1)

0 <7s < (2a+1

4(204-}—1) =vs ((2a+1)(4ﬁ_T)

2a —a/(2 /(%0
(W>A1§V<1 n—/(2a+41) n—o/(2a41)

Table 1: Rates of convergence for 62,

have a discretization step A, = (%)% while considering the collection [T] the two conditions
can not be respected at the same time and the only possibility is to take « big. Indeed, if the
function of interest is in a Besov space B3%,, then the condition in Assumption 5 is respected
and the reminder terms are negligible for v = 1, which means A,, = 1/n.

This implies that the term Aiﬁ -1 always dominates the others. As it is easy to see comparing it
with the third point of Proposition 3.3, it comes from the contribution of the jumps. However,
the bound obtained in Proposition 3.3 on the filtered jumps is optimal. Hence, in order to
have negligible reminder terms, the idea is to try to lighten the condition on N, gathered in
Assumption 5, rather than trying to improve the bound on the contribution of the jumps.

3.2 Adaption procedure

We want to define a criterion in order to select automatically the best dimension D,, (and so
the best model) in the sense of the empirical risk. This procedure should be adaptive, meaning
independent of ¢2 and dependent only on the observations. The final chosen model minimizes
the following criterion:

My := arg min {7y, r(52,) + pen, (m)}, (15)
meMy,
with pen,(-) the increasing function on D,, given by

D,
pen,(m) := K1~ (16)

where k1 > 0 is a constant which has to be calibrated. Next theorem is proven in Section 8.1.

Theorem 3.5. Suppose that Assumptions 1,2, 34 hold and that B € (5,3). If A, — 0 and
logn = o(v/nA,) for n — oo, then the estimator 52 2 of 0% on A given by equations (13) and
(15) satisfies

48— 2
~92 2112 4 _1 C3A 04
E [H%g —0 M <Ci inf { inf ||t —o®|2x + peng(m)} + Gl t—a t
where C1 > 1 is a numerical constant and Csy, Cs, Cy are positive constants depending on A, o1

in particular.

This inequality ensures that the final estimator 03 realizes the best compromise between

the bias term and the penalty term, which is of the same order as the variance term. Indeed,
it achieves the rates given in Table 1 automatically, without the knowledge of the regularity of
the function o2.

The convergence of this adaptive estimator is studied in Section 6.

4 Estimation procedure for both coefficients

In addition to the volatility estimation, our goal is to propose a procedure to recover in a non-
parametric way the jump coefficient a. The idea is to study the sum between the volatility and
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the jump coefficient and to recover consequently a way to approach the estimation of a (see
Section 5 below). However, what turns out naturally is the volatility plus the product between
the jump coefficient and the jump intensity, which leads to some difficulties as we will see in
the sequel. To overcome such difficulties, we must bring ourselves to consider the conditional
expectation of the intensity of the jumps with respect to X;,. In this way, we analyze the squared
increments of the process X differently to highlight the role of the conditional expectation. In
the following, we use for the decomposition of the squared increments, the same notation as
before: we denote the small bias term as A;,, the Brownian contribution as B;, and the jump
contribution as Ej,, even if the forms of such terms are no longer the same as in Section 3. In
particular, A;, and E;, are no longer the same as before, and their new definition can be found
below, while the Brownian contribution B;, remains exactly the same. To these, as previously
anticipated, a term Cy, deriving from the conditional expectation of the intensity is added.

Besides, as in the previous section, we show that A;, is small and By, is centered. Moreover,
in this case, we also need the jump part to be centered. Therefore, we consider the compensated
measure dNt instead of dVy, relocating the difference in the drift.

Let us rewrite the process of interest as:

AP = —a(\) = ¢)dt + XM ¢; . dN
dXy = (b(X;) + a(X,-) M M)t + (X)W + a(X-) Y, AN

We set now

tz+1 M 3
Ji, = / SO (18)
t; i—1

The increments of the process X are such that

tit1 M )
Xpy — Xi, = /t b(Xs) +a(X-) Y AP | ds+ 2y, + T, (19)
i j=1

where J is given in Equation (18) and Z has not changed and is given in Equation (9). Let us
define this time:

2
4 1 tit1 % % M ) 1 tir1 2X 2X
W / (b(X.) + a S-EAS )ds +An/ti (0%(X,) — 0*(X,,))ds
2 e ) SN0
Fa ) | [ 000) < B0+ @08 3N - () 3 A s

L[, 2 S a*(Xy,) [t SINE ()
a0~ ) YA ds + S [T 00 s

M M

+2 (00X, +a(Xe) YN | Ze, +2 | 0(X) +a(X) YA | (20)
Jj=1 j=1
2 1 2 bt S ()

Eti = EZtZJtl + En Jti - /tl a (XS) Z)\SJ dS . <21)

The term Ay, is small, whereas B;, (which is the same as in the previous section) and Ey, are
centered. Moreover, let us introduce the quantity

)

JXW:EP\(])|X ZIRM Z5T th,zl,...,ZM)le,...,dZM
- ti RM?T th,zl,...,zM)dzl,...,dzM

12



where 7 is the invariant density of the process (X, \), whose existence has been discussed in
Section 2.3; and

M
a*(Xe) Do — BN X)), (22)
7j=1
It comes the following decomposition:
1 M
T, = 3 (Kup — X0)? = 0*(X, X)) S EN| Xy + Ay + By, + Gy, + By (23)
n j=1

In the last decomposition of the squared increments, we have isolated the sum of the volatility
plus the jump coefficient times the conditional expectation of the intensity with respect to Xy,
which is an object on which we can finally use the same approach as before. Thus, as previously,
the other terms need to be evaluated. The term Ay, is small and By, and E}, are centered. More-
over, the just added term Cy, is clearly centered, by construction, if conditioned with respect to
the random variable X;, and, as we will see in the sequel, it is enough to get our main results.
Here it is important to remark that the natural choice would have been to estimate directly
0%(Xe,) +a*(Xe,) M) Ay, rather than 0(Xy,) +a%(Xe,) 22, E\|X,,]. The problem is that
At; has its own randomness and is not observed and so the method used before for the estimation
of the volatility coefficient can not work anymore. However, replacing /\g ) with E[)\g ) | X4, ], our
goal turns out being the estimation of g where g(Xy,) := 02(Xy,) + a?(Xy,) Zj]\/il E[Agj)\Xti], is
now a function of the observation Xy, and so its non-parametric estimation can be accomplished
using the same method as in previous section (see details below).

As explained above Assumption 3, the Foster-Lyapunov condition in the exponential frames

implies the existence of bounded moments for A and so we also get ]E[)\g )\Xti] < oo, for any
je{l,...,M}.

The properties here above listed are stated in Proposition 4.1 below, whose proof can be
found in the appendix.

Proposition 4.1. Suppose that Assumptions 1,2,8 hold. Then,
1. V¢ >0, E[A2]<CA1 ¢ [A4]<CA1 .

n,g n,t

]E[Btz’]:tl] = O, E[Bi‘;tl] S CO’%, E[le] <c

i — ?

ca? ) c
3. B[E,|F) =0, E[E}F)< LY N, BB < 55

From Proposition 4.1 one can see in detail how small the bias term A;, is. Moreover, it sheds
light on the fact that the Brownian term and the jump term are centered with respect to the
filtration (F;) while C is centered with respect to the o-algebra generated by the process X.

4.1 Non-adaptive estimator

Based on variables we have just introduced, we propose a nonparametric estimation procedure
for the function

g(x) = 0®(x) + a*(2) f () (24)
with
B M Jene zm(@, 21, 2an)dz, - dey
f(:L‘) N ) fRM Tr(x,zl,...,zM)dzl,...,dzM (25)
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on a closed interval A. One can see that the estimation of g is a natural way to approach the
problem of the estimation of the jump coefficient. The same idea can be found for example in
[36], where a Lévy-driven stochastic differential equation is considered. The reason why in the
above mentioned work the density does not play any role is that it is assumed to be one.

We consider S,, the linear subspace of L?(A) defined in the previous section for m € M,, and
satisfying Assumption 4. The contrast function is defined almost as before, since this time we
no longer need to truncate the contribution of the jumps. It is, for ¢ € Sy,

n—1

Tr(t) = - S ~ T3 La(Xs,) (26)
=0

and the T}, are given in Equation (23) this time. The associated mean squares contrast estimator
is

Gm 1= arg min Y, (1) (27)

We want to bound the empirical risk E[||g — g|2] on the compact A. Tt is the object of the
next result, whose proof can be found in Section 8.2.

Proposition 4.2. Suppose that Assumptions 1,2,3,4,5 hold. If A, — 0 and logn = o(v/nA,),
then the estimator g, of g on A satisfies, for any 0 < £,e < 1,

Cr 4 4 1 D1+2€ 5 C
1(Ul+a1+ ) m +CQA71;€+ 3

(28

E (g — 9ll7] <3 inf It = gl3x +

with C1, Cy and C3 positive constants.

As in the previous section, this inequality measures the performance of our estimator g,, for
the empirical norm and the comments given after Proposition 3.4 hold. The main difference
between the proof of Proposition 3.4 and the proof of Proposition 4.2 is that, in the first case,
we deal with the jumps by introducing the indicator function . In this way, the jump part
is small and some rough estimations are enough to get rid of them (see point 3 of Proposition
3.3). From Proposition 4.1 we can see that for the estimation of both coefficients, instead,
the jump contribution (gathered in Cj, and Ej,) is no longer small. However, C;, and E,
are both centered (even if with respect to different o algebras) and we can therefore apply on
them the same reasoning as we did for By, which consists in a more detailed analysis. Hence,
proving Proposition 4.2 is more challenging than proving Proposition 3.4. Evidence of this is for
example the fact that, to estimate g, a bound on the variance of C}, relying on mixing properties
is required (see Lemma 8.1).

Finally, let us compare this result with the bound (14) obtained for the estimator 52,. The

main difference is that, up to a term D2¢ for ¢ arbitrarily small, the second term is of order
D,,/(nA) here, instead of D,,/n as it was previously. Consequently, in practice, the risks will
depend mainly on nA for the estimation of ¢ and n for the estimation of o2.
It is worth remarking that the reason why this extra term D2 appears relies on the use of the
B-mixing property of the process (see Lemma 8.1). However, in the intensity is of the jump
process is constant (Poisson process) or in the case where the process satisfies some stronger
mixing properties (such as the p-mixing, for example for diffusion processes, see [23]), it is
possible to improve the result gathered in Proposition 4.2 and to lose the D2,

Rates of convergence. Assume now that g4 € Bgm with a > 1, then, taking t = g2, (the
projection of g on S,,) produces [lgm — gja[*> < C(a)D,>*. Choosing D, = (nA)Y/ Rat2e+1)
if nA%27% — 0 leads to

E [Hgmopt - QHZ] < (nA)—Qa/(2a+25+1).
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We obtain, up to an € arbitrarily small, the same rate of convergence for the regularity « as [36]
for the estimation of o2 + a? in the case of a jump diffusion with a Lévy process instead of the
Hawkes process.

In practice the regularity of ¢ is unknown and thus it is necessary to choose the best model
in a data driven way. This it the subject of the next paragraph.

4.2 Adaption procedure

Also for the estimation of g we define a criterion in order to select the best dimension D,, in the
sense of the empirical risk. This procedure should be adaptive, meaning independent of g and
dependent only on the observations. The final chosen model minimizes the following criterion:

g = g i (. (G) + peng(m)} (29)
with pen,(-) the increasing function on Dy, given by

Dlt2e
peng(m) := k2 nz ) (30)
n

where kg is a constant which has to be calibrated and ¢ is arbitrarily small.
To establish an oracle-type inequality for the adaptive estimator g, the following further
assumption on the discretizion step is essential.

Assumption 6. There exists € > 0 such that nlog(n) = o(vV'nA) for n — oo.

One can be interested in the reason why this condition, stronger than (3) we previously
required, is needed. Note that (3) is also the condition required in the discretization scheme
proposed in [19] and used in [12] for the nonparametric estimation of coefficients for diffusions. As
already said, the proof of the adaptive procedure involves the application of Talagrand inequality.
To apply Talagrand, we need to get independent, bounded random variables through Berbee’s
coupling method and truncation. Intuitively the point is that, in general, such variables are
built starting from the Brownian part only (in particular from By,, as in (11)). For the adaptive
estimation g, instead, also the jumps are involved (Talagrand variables depend on By, +Cy, + E},
with C;, and Ey, as in (21) and (22), respectively). Then, an extra term n® appears naturally
looking for a bound for the jump part (see Lemma 8.4 and its proof), which results in the final
stronger condition gathered in Assumption 6.

We analyse the quantity E[||gm — g||i] in the following theorem, whose proof is relegated in
Section 8.2.

Theorem 4.3. Suppose that Assumptions 1,2,3,4,5,6 hold. If A, — 0, then the estimator gz,
of g on A satisfies, for any 1 < £ <0,

. 2 ) . 9 _z C3 Cy
2 [lgn, ~ o] <0, g, { g -l penym 4 ConiE e s
n"An

where C7 > 1 is a numerical constants and Cq,Cs,Cy are positive constants depending on
A, a1, 01 in particular.

This result guarantees that our final data-driven estimator gs realizes automatically the
best compromise between the bias term and the penalty term, and thus reaches the same rate
obtained when the regularity of the true function ¢ is known. Note that here since it is more
difficult to estimate g because we have to deal with the conditional expectation of the intensity
f, the last two error terms are larger than the ones obtained in Theorem 3.5 for the estimation
of 2.
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5 A strategy to approach the jump coefficient

The challenge is to get an estimator of the coefficient a(-). Let us first remind the reader of the
notation f(z) := Y2 E\Y|X;, = «] (see Equation (25)) and

g(x) = o*(x) + a*(x) f ().

Thus, a natural idea is to replace f in the previous equation by an estimator, and then, to study
g(z) —5°(2)
. . R AC)
estimation of f later in the section.

Assuming that an estimator of f is known and denoted fj; where h > 0 denotes a tunning
parameter.

Then, we also assume that f > fy on A. We then define:

an estimator of a(-) of the form . This is not a simple issue and let us discuss the

o Tnal) 5%,@)
z J?;L(x) frn(@)>fo/2

with z = (m1, me, h). Let us study this estimator, for the empirical norm. Due to the disjoint
support of the two terms and together with Cauchy-Schwarz inequality, we obtain

~ 2
~ 2 ~2 _ 2 _ _ 52
f@2-ap = |(Gm=9), " m) lg=o) S b Lfisfor2 +'ga]lf<f/2
In In f In B / B %
o~ 2
12, . J =/

< 702"97712 9Hn+7|!0 — 7 +3]a (fh L5 < r0/2

n

n—1

1 — 4
+5Za (Xti)]lfh(Xtino/?‘
=0

Besides, if fj < fo/2 then ]ﬁL — f| > fo/2 and as a*(-) < a? finally:

A 12 12 . 12a
Efla2 - o?I] < FEwgmg—gHiHFEwc?—a;lm lﬁ[Hf fh(”
0 0
4n 1

2 ZP Fn(X2) = F(X0)] > fo/2).
And by Markov’s inequality, we obtain:

12 ~
([Hgm gl12] + E[52, — o*|2] +2‘“E[Hf Ji

I D - @)

This equation teaches us that the empirical risk of the estimator a, is upper bounded by
the sum of the three empirical risks of the estimators of the functions g, o2, f. The first two are
controlled in Theorem 3.5 and 4.3.

Finally, the triplet of parameters z = (mj, m2, h) must be chosen in a collection. A first way
to do it is to use the model selection proposed in the paper for 52, 1» 9my and then select h through

Efja2 - a*7]

cross-validation for example, obtaining finally z = (fhg,rﬁg,/ﬁ). Another possible way would
consist in defining a new selection procedure for the triplet, for example a Goldenshluger-Lepski
type, as it is proposed in [14]. Nevertheless, the authors mention that it seems numerically
less performing than to use the one-bandwidth leave-one-out cross validation method in the
Nadaraya-watson estimator context.

Then, we choose to study the first methodology in the next Section, because it is directly
implementable using the built adaptive estimators of o2 and ¢. Besides, the risk bound obtained
on @, in Equation (31) suggests that the better the three functions 02, g, f are estimated, the
better the estimation of a will be.
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Remark 1. Let us note here that f can be lower bounded by construction. Indeed, its definition
jointly with the fact that )\8) > (j because of the positiveness of h;j, provides us the wanted
lower bound. For a2 to be an estimator, fo must be known or estimated.

Estimation of f For sake of simplicity let us assume that M = 1. We have that f(z;, ) =
E[\:, | Xt, = x| for all k. Thus, f depends on the conditional intensity A; thus, the estimator
of f will also depend on the estimator of A. In addition, to estimate A, we need more data: we
already observe the process X on discrete times, but we also need to observe the jump times
(which are not assumed to be known in the above).

Let us assume that we have at our disposal in addition to the (Xj,);’s the sequence T}’s of
Jump times. Now, as the Hawkes process is assumed to have exponential kernel, this estimation
can simply be done using likelihood contrast estimator for example, and we denote A; the
estimator of the intensity process at time ¢ (which do not depend on X). Then, function f can
be estimated through a Nadaraya-Watson type estimator defined as

z BV
Zz 1Khx_Xt> §

The parameter, h can be chosen using cross-validation for simplicity. Under strong assumptions,
the risk of ?LVW is bounded by the risk of the numerator and by the risk of the denominator.
Nevertheless here, to get a bound for the risk of the estimator we need to get a bound for the
numerator which does not seem to be a direct computation. This is not solved in the present
paper and will be the object of further considerations.

6 Numerical experiments

In this section, we present our numerical study on synthetic data.

6.1 Simulated data

We simulate the Hawkes process N with M = 1 for simplicity, and here we denote (T%) the
sequence of jump times. In fact, the multidimensional structure of the Hawkes process allows
to consider a lot of kinds of data, but what is impacting the dynamic of X is the cumulative
Hawkes process, thus in that sense we do not lose generality taking M = 1. In this case, the
intensity process is written as

)\t:€+(>\0_ —at+zce tTk
T <t

The initial conditions Xg, A9 should be simulated according to the invariant distribution (and
Ao should be larger than £ > 0). This measure of probability is not explicit. Thus we choose:
Ao = £ and X = 2 in the examples. Also, the exogenous intensities £ is chosen equal to 0.5, the
coefficient ¢ is equal to 0.4 and o = 5.

Then we simulate (Xa, ... X(,41)a) from an Euler scheme with a constant time step A; = A.
Because of the additional jump term (when a # 0), it is not possible to use classical more
sophisticated scheme to the best of our knowledge. A simulation algorithm is also detailed in
[20] Section 2.3.

To challenge the proposed methodology, we investigate different kinds of models. In this
section, we present the results for four models, which are the following

(a) b(z) = —4z, o(z) =1, a(x) = /2 + 0.5sin(z),

(b) b(x) = —2x +sin(z), o(z) = /(3 + 22) /(1 + 22), a(z) = 1,
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(¢) b(x) = =2z, o(x) = V1+ a2, a(z) =1,
(d) b(z) = =2z, 0(z) = V1422, a(z) = 2l_55 + 51— —5) — 5l (5 4o0)-

The drift is chosen linear to satisfy the assumptions and as it is not of interest to study the
estimation of b here, keeping a simple drift coefficient, let us focus on the differences observed
due to the coefficients o and a. For example, in models ¢) and d), o does not satisfy Assumption
1. Let us now detail the numerical estimation strategy.

6.2 Computation of nonparametric estimators

It is important to remind the reader that the estimation procedures are only based on the
observations (Xja)k=0,..n. Indeed, the estimators 872% and gg;,, of o? and g respectively defined
by (13) and (27), are based on the statistics:

X — Xia)?
TkA:( (’““)AA kA),k:zO,...,n—l.

Estimation of 02. To compute 52, we use a version of the truncated quadratic variation
through a function ¢ that vanishes when the increments of the data are too large compared to
the standard increments of a continuous diffusion process. Precisely, we choose

5 x 1 Jz|<1

k+1)A — kA 2_

TIfA =Tea X @ ( ( )AfB ) ; gp(g;) = el/3+1/(|=|°=4) (32)
0 |z|>2

This choice for the smooth function ¢ is discussed in [4].

Estimation of g. As far as the estimation of g := 02 + a? x f is concerned, we do not

know the true conditional expectations f(zy,) = E[A, |Xt, = @, ] for all k. Thus we compare
the estimations of g to the approximate function §(z) = o%(z) + a?(x) x %Vw(x) where the

zm(x, z2)dz

function f(z) = M(’)), which corresponds to E[A|X = z], is estimated with the classical
X \T

Nadaraya-Watson estimator ,]LV W(:):), where h is the bandwidth parameter. To do so, we use

the R-package ksmooth. Then, h is chosen through a cross-validation leave-one-out procedure.

Choice of the subspaces of L?(4) The spaces S,, are generated by the trigonometric basis.
The maximal dimension N, is chosen equal to 20 for this study. The theoretical dimension
|vV/nA/nflog(n)] is often too small in practice since we have to consider higher dimension to
estimate non-regular functions.

In the theoretical part, the estimation is done on a fixed compact interval A. Here it is
slightly different. We consider for each model the random data range as the estimation interval.
This is more adapted to a real-life data set situation.

6.3 Details on the calibration of the constants

Let us remind the reader that the two penalty functions pen, are given in Equation (16) and
pen, given in Equation (30). We consider here the limit scenario where £ = 0 and the penalties
are both linear in the dimension. They depend on constants named x1, k3. These constants need
to be chosen once for all for each estimator in order to compute the final adaptive estimators
372% and gz, We explain now how these choices are made.
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Choice for the universal constants. In order to choose the universal constants x; and ko
we investigate models varying b, a, o? (different from those used to validate the procedure later
on) for n € {100, 1000, 10000} and A € {0.1,0.01}. We compute Monte-Carlo estimators of the
risks E[||5%, — o?[|7] and E[H/g\%g — gl2]. We choose to do Nyep = 1000 repetitions to estimate
this expectation by the average:

Nrep Nfep
~2 k -
Z 1529 — 0?2 and —— 3 g% — ).
rep k 1 rep k 1

Finally, comparing the risks as functions of k1, k2 leads to select values making a good compro-
mise overall experiences. Applying this procedure, we finally choose k1 = 100 and ks = 100.

Choice for the threshold 5. The parameter § appears in Equation (32). This parameter
helps the algorithm to decide if the process has jumped or not. The theoretical range of values
is (1/4,1/2). We choose to work with 5 =1/4+ 0.01.

Choice for the bandwidth h. The bandwidth h in the Nadaraya-Watson estimator of the
conditional expectation is chosen through a leave-one-out cross-validation procedure. Since
the true conditional expectation is unknown, we focus on the estimation of g, which depends
on this estimator anyway. Indeed it is the estimation procedure of g that is evaluated. Other
choices for the best bandwidth exist as the Goldenshluger and Lepski method [25] or a Penalized
Comparison to Overfitting [31].

6.4 Results: estimation of the empirical risk

As for the calibration phase, we compute Monte-Carlo estimators of the empirical risks. We
choose to do Nyep = 1000 repetitions to estimate this expectation by the average on the simula-
tions. In the risk tables 2 and 3, we present for the three models and different values of (A, n):
the average of the estimated risk over 1000 simulations (MISE) and the standard deviation in
the brackets.

Also, we print the result for the oracle function in both cases. Indeed, as on simulations
we know functions o2, §, we can compute the estimator in the collection M,, = {1,...,N,}
which minimises in m the errors ||G2, — 0?||2 and ||g,n — §||2. Let us denote the oracle estimators
2. and G, respectively. These are not true estimators as they are not available in practice.
Nevertheless, it is the benchmark. The goal of this numerical study is thus to see how close the
risk results of & O'A iy gA are to the risks of these two oracle functions.

Let us detall the result for each estimator.

Estimation of 0?. Figure 1 shows for models (a),(b),(c), three estimators O'Ad in green (light
grey) and the true function o2 in black (dotted line). We can appreciate here the good recon-
struction of the function o2 by our estimator.

Table 2 sums up the results of the estimator 872%0 for the different models and different
parameter choices. We present also the results for the oracle estimator 52,. as it has been said
previously.

The estimations of the MISE and the standard deviation are really close to the oracle ones.
As it has been shown in the theoretical part, we can notice that the MISE decreases when n
increases. Besides, as the variance term is proportional to 1/n when n is fixed and large enough,
we can see the clear influence of A from 0.1 to 0.01, the MISEs are divided at least by 10. Model
(c) seems to be the more challenging for the procedure.
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Figure 1: Models (a),(b),(c) with n = 10000, A = 0.01. Three final estimators are plain green
(plain line), true o2 plain black (dotted line)

An A = 0.1 n =1000 | A = 0.1 n = 10000 | A =0.01n=10000
Model /O'\ﬁlﬂ Em* /0'\7’1‘10 (/T\m* 3{,\10 3m*

(a) ]]0.410 (0.280) 0.361 (0.285) 0.385 (0.122) 0.278 ( 0.088) 0.015 (0.028) 0.010 (0.023)
(b) |[0.187 (1.678) 0.107 (0.989) 0.046 (1.162) 0.027 (1.014) 0.005 (0.015) 0.005 (0.008)
(c) |[1.201 (0.216) 0.798 (0.208) 0.452 (0.062) 0.366 (0.042) 0.015 (0.012) 0.008 (0.007)

|

Table 2: Estimation on a compact interval. Average and standard deviation of the estimated
risks H&%o — 022 and ||62,. — 02| computed over 1000 repetitions.

Estimation of §g. Figure 2 shows for each of the three models (a),(b),(c), three estimators
gm, of g in green (light gray) and function g in black (dotted line). The beams of the three
realizations of the estimator are satisfying.

We observe that the procedure has difficulties in Model (a), and we confirm that impression
in Table 3 below with the estimation of the risk. But for the two other models, the estimators
seem closer to the true function. The estimation appears to work better in Model (c¢) than in
Model (b), and this is also corroborated by the estimation of the risk given in Table 3.

Table 3 gives the Mean Integrated Squared Errors (MISEs) of the estimator gg  obtained
from our procedure and of the oracle estimator g,,=, which is the best one in the collection for
the three different models with different values of A and n.

As expected, we observe that the MISEs are smaller when n increases and A decreases. The
different Models (a), (b), (c) gives relatively good results even if, as already said, it seems a
little bit more difficult to estimate correctly g in Model (a), probably because the volatility o2
is constant in this case. For the two other models, the estimators seem to be better. Compared
with the results on the estimation of o2, the variance is proportional to 1/(nA), and thus, the
risks are greater in general.

6.5 Estimation of a?

As explained in Section 5, the challenge is to get an approximation of the coefficient a from
the two previous estimators. A main numerical issue is that, according to the theoretical and
numerical results, the best setting for the estimation of o and ¢ are not the same. Indeed, the
smallest A is, the best the estimation of o2 is, as only large n is important, and on the contrary,
n/A needs to be large to estimate g properly.
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Figure 2: Models (a),(b),(c) with n = 10000, A = 0.01. Three final estimators of § are plain
green (plain line) and g plain black (dotted line).

A A =0.1n = 1000 A =01 1= 10000 A =001 n = 10000
Model | Gme | ome Grg | o iy | G

() | 1.363 (0.715) | 0.895 (0.606) | 0.948 (0.193) | 0.735 (0.195) ] 0.120 (0.141) | 0.109 (0.120)
(b) ||0.915 (0.520) | 0.474 (0.393) | 0.313 (0.174) | 0.198 (0.079) | 0.240 (0.100) | 0.09 (0.072)

(c)

0.707 (0.964)

0.311 (0.320)

0.236 (0.202)

0.099 (0.056)

0.073 (0.130)

0.035 (0.035)

Table 3: Estimation on a compact interval. Average and standard deviation of the estimated
risks [|gm, — gl|2 and |G+ — g||2 computed over 1000 repetitions.
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Figure 3: Model (d). Final estimators gm,, 5’%1 and a are plain green (plain line), and true
parameters §, o2 and a? in plain black (dotted line) from left to right respectively.

To overcome this difficulty, we choose a thin discretization of the trajectories of X. We
simulate here discrete path of the process X at first with A = 1073, n = 10°. Then, we
first compute @%g the estimator of § on all the observations. Secondly, we compute 372% the
estimator of o2 from a subsample of the discretized observations (one over ten observations thus
A = 0.01, n = 10000).

We finally compute the estimator

~ /\2
m, L) — 0= (T
(o) Bo) (o

MW ()

This procedure is presented in Section 5. We have plugged-in @? the final estimators of 2, g.
We present on Figure 3 the results obtained on model (d) in which neither ¢ nor a are
constant. Indeed, for the three other models, our procedure has difficulties estimating properly
g, 0® and a?, when one of the diffusion jump process parameters is constant. We see that the
final estimator Zi% is not so far from the true function a?
around the true function. This is understandable because we add the errors coming from the
estimations of 02 and g as we can see on Inequality (31). Moreover, it should not be forgotten
that we do not know exactly g and that we already make an error by estimating g instead of g,

this error is then reflected in the estimate of a2.

even if there are some fluctuations

7 Discussion

This paper investigates the jump-diffusion model with jumps driven by a Hawkes process. This
model is interesting to complete the collection of jump-diffusion models and consider dependency
in the jump process. The dynamic of the trajectories obtained from this model is impacted by
the Hawkes process, which acts independently of the diffusion process.

This work focuses on the estimation of the unknown coefficients o2 and a. We propose a
classical adaptive estimator of o2 based on the truncated increments of the observed discrete
trajectory. This allows estimating the diffusion coefficient when no jump is detected.

Then, we estimate the sum g := 02 4+ a? x f. Indeed, it is this function and not o2 + a?
that can be estimated. The multiplicative term f is the sum of the conditional expectations
of the jump process. This function can be estimated separately through a Nadaraya-Watson
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estimator. The proposed estimator of g is built using all increments of the quadratic variation
this time.

Furthermore, a main issue is to reach the jump coefficient a from the two first estimators
3%% and g, for which the theoretical and numerical results are convincing. The last section of
this article answered this question partially. It is simple to build an estimator of a from the two
previous ones and the estimator of the unknown conditional intensity function f.

Nevertheless, this is possible only if the jumps of the Hawkes process are observed, which
is the case of the simulation study. Then, when real-life data arises, the jump times of the
counting process must be known to be able to reach a with our methodology. Otherwise, the
issue remains an open question.

Then, the proposed estimator a,, with z = (my, meo, h), is a quotient of estimators and the
denominator must be lower bounded to ensure the proper definition of the estimator. This could
be theoretically and numerically carefully studied and be the object for further works.

Finally, our analysis sheds light on the importance to further investigate the conditional
intensity function f, dependent on the invariant density w. A future perspective would be
to propose a kernel estimator for the invariant density m and to study its behavior and its
asymptotic properties deeply, following the same approach as in [37] and [3]. A projection
method is instead considered in [30] to estimate the invariant density associated with a piecewise
deterministic Markov process. Consequently, it will be possible to discuss the properties of the
related estimator of f.

From the nonparametric estimation point of view, it should be interesting to extend the
present estimation work to estimation on the real line instead of on a compact interval. [13]
brings a solution to deal with the estimation of the drift function on the all real line from repeated
observations. The procedure may be extended to the present framework in future works.

8 Proofs

This section is devoted to the proofs of the results stated in Sections 3 and 4.

One may observe that, concerning non-adaptive estimators, the proof of both Propositions 3.4
and 4.2 relies on the same scheme. It consists in introducing the set €2, as in (35), on which the
norms |||, x and ||-||,, are equivalent, and to bound the risk on €2,, and Q,, respectively. On Q,
a rough bound on the quantities we are considering is enough, as the probability of QS is very
small (see (40)). Hence, the idea to bound the risk on Q¢ in Proposition 3.4 and 4.2 is basically
the same. On 2, instead, there are main differences. Indeed, in Proposition 3.4, it is enough to
upper bound roughly both the bias and the jump terms, (to deal more in detail only with the
Brownian part), while in Proposition 4.2 a in-depth study is required for By,, Cy, and Ey,. Such
difference between the proofs for the estimation of ¢ and ¢ is more highlighted in the analysis
of the adaptive procedure. The proof of both Theorems 3.5 and 4.3, indeed, heavily relies on
Talagrand inequality and, as for the non-adaptive procedure, for the estimation of o what really
matters is the contribution of By;, while for the estimation of g also Cj, and Ej; are involved.
It implies that, for the proof of Theorem 4.3, we are using Berbee’s coupling method to get
independent variables and truncation to make them bounded, starting from some variables in
which also the jumps contribute; which is challenging.

8.1 Proof of volatility estimation

Here we prove all the results stated in Section 3. We start proving Proposition 3.4.

8.1.1 Proof of Proposition 3.4

Proof. We want to obtain an upper bound for the empirical risk E[Hﬁfn — 0’2Hi]. First of all we
remark that, if ¢ is a deterministic function, then it is E[||t[|?] = ||¢]>x.
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By the definition of T}, we have that

2
() = Z (#X0) = Tupps (AiX)) La(X)
~ 2
_ fz( 0*(X1,) = (At + Bi, + Brppp (AiX))) 1a(Xy)
5 1 n—1 ~
= =], + - zg(Ati + B+ Erops (8X))*1a(Xs)

n—1
9 -
—= 3 (Ab + Bu+ Brp s (AX)) (#(Xe) = 0*(X1)) La(X).
i=0 *

As 72, minimizes v, p/(t), for any o2, € Sy, it is Yo (6%) < Ynr(02,) and therefore

n—1

. 2 A
55 = %l < llot = ol + 5 Do (Au + B + Buuony (AiX))(@0(Xe) = 77u(X0)
=0

where in the last sum we can remove the indicator since o, and o,, are compactly supported
on A. Let us denote the contrast function

1 n—1
= > Bit(Xy,). (33)
i=0
In the sequel, we will repeatedly use that, for d > 0, it is 22y < x2/d + dy?. Tt follows

o=l < =4 5 (g )+ -

n
+2up (02, — 52).
The linearity of the function v, in t implies that

A~

|20 (G5, — o) = 2157, — omllx (@7, — o) /155, — ollex)] < 20157, — opllax sup [va(#)],

€Ebm

then, using again that 2zy < %2 + dy?, we obtain the upper bound

~ Lo
2\vn(Gr, — o)l < ~ |55 — omllZx + dtsé%p va(t)

where B, = {t € S : Ht||frx < 1}. Finally, using Cauchy-Schwarz’s inequality leads to

. 2d «— 1~
62~ |2 < uazn—a?uinAa ZEEW AX) + 5 |35 - o2
+dbl;1py = H Uaner . (34)

|

on which the norms |[-||, x and [|-||,, are equivalent. We now act differently to bound the risk on
Q, and 2.

Let us set

2
[1£]]5,
2

1 <1}, (35)

-2
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Bound of the risk on 2,. On ,, it is
187, = omllx < 21[6% — omll, < 455 — o°[I; + 4 l” = o2

where in the last estimation we have used triangular inequality. In the same way we get
135 = onall, < 2135 — *, +2llo* = o],

Replacing them in (34) we obtain

n 1
H&\fn—azHi < oz, = _,_72142 Z EticpAg_(AiX))z—i-dts%p v2(t)
=0 " €Om

6

~ 2
|

+ 802 o

We need d to be more than 6. We take the optimal choice for d, which corresponds to d = 12,
obtaining

n 1
152, - o?||2 < 3|02 — |7 + § :A2 § (Bupnr (AiX))2+ 24 sup V(). (36)
1=0 " €bm

We denote as (¢;); an orthonormal basis of Sy, for the L2y norm (thus [ Vi (x)mX (z)dz = 1).
Each t € B,,, can be written

Dp, D,
t= Zalwl, with Za? <1.
=1 =1

Then
D
sup v2(t) = (Z CW/’I) < sup (Z 041) <Z va (i) ) Z va(tr). (37)
tEBy, ZDWf al2§1 SPma?<1 I=1

To study the risk we need to evaluate the expected value. From (36), (37) and using the first
and the third points of Proposition 3.3, we get

D"VL
E [Hﬁfn - agHi ]lQn:| <3E [Hafn — azHi] + AL 4 AT 24ZIE[V3L(¢1)]. (38)
=1

By the definition (33) of v, it is

1 n—1
- n Z Bt,-T/}l(Xti)-
i=0
As By, is conditionally centered, using the second point of Proposition 3.3, it is
D, ¢ =1 Dm , ¢ =1 Dm \ CUlD
;E n;;w (X4, )E[BE | 7] n;;alml (Xi)] <

Replacing the inequality here above in (38) it yields

~ _ iD
E|[5% - 0?2 10, | < 3E [[lo% —o||2] +capt— + L
As for any deterministic ¢ it is E[||¢]|,,] = ||¢]|,.x, it follows
4
B[[62 — o2 1a,] <3 jinf [t = 0% +ead? 1 4 00 (39)
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Bound of the risk on Qf. The complementary space € of €2, given in Equation (35) is

defined as:
> 1/2} .

Let usset e = (e4y, .., €, ,), Where e, := Ty ps .(AiX)—o*Q(Xti) = fltiJrBtﬂLEtigoAg (AX).

Moreover

117

-1
#4112 x

n

Qf = {w e, It* e S,\{0},

InTe = Hm(TtOSOAﬁ O(AOX) Ttn 1PAB (Anle)) = (azn(Xto)a s 787271(th71))7

n,n—1

where II,, is the Euclidean orthogonal projection over S,,. Then, according to the projection
definition,

65— = [T~ o2 = 0T~ ?]? 4 [MLo? — o2

< [T — |2+ [|o%2 = llel2 + [|o*||?

Therefore, from Cauchy -Schwarz inequality and the boundless of o2(x),

n—1 n—1
~2 2112 2 2112 1 2 1 4

E (|7 -l tas] < E[leltog] +E [0 105 ] = DB} ;] + - Y Bl (X010

=0 1=0
1 n—1 l o1 .
< 3Bl IR} + otB(@5),
i=0
From Lemma 6.4 in [19], if (IZgJ)Q — oo and N, < (l’ggA;LL)Q for [DP] and [W] and N? < (12?5)2
for the collection [T], then
€o
P < 5. (40)

In the hypothesis of our proposition we have requested that logn = o(v/nA,). As for n going to
oo we have % < \;‘% — 0, the first condition in Lemma 6.4 in [19] hold true. Regarding

the bound on N, we have required Assumption 5 and so we can apply the here above mentioned
lemma, which yields (40).
We are left to evaluate E[ef]. From Proposition 3.3 it follows

Elef] <E {Ai + B + E} ¢, A2, (AiX)] < eALF e eABPT3 < e AU8F3

Putting the pieces together it yields

, CA0A4ﬁ—— e cAME3
~2 2 n
E[[162 - | 1y < SAn oy 4+ G < SO0 (1)
From (39) and (41) it follows
4 0n4B—32
~92 2112 . 2112 ClO'le 45_1 CgA
B [J52 — o%] <6 inf fle— 0% + Al L gt Goln 7
O
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8.1.2 Proof of Theorem 3.5

Proof. For simplicity in notation we denote m, = m in the proof. We analyse the quantity
]E[H&%L — O'QHZ], acting again in different way depending on whether or not we are on €,. On
QF the proof can be led as before, getting

0n4p—3
cAn/\ =3

e R o e (42)

Now we investigate what happens on ,. By the definition of m it is
YoM (Oi) + pen(m) < yn ar(0m) + pen(m) < yn ar(om) + pen(m)

and so, acting as before (36), we get

n—1

48 ~ 48 §
E[|loz - o[> 10, ] < 3E{|oZ — o2 + — > BLAZ] + ZE (Buppp (AiX))?]
1=0 =0
+24E | sup v2(t)| + 12pen(m) — 12E[pen(m)],  (43)
tEBm’m

where v, has been defined in (33) and
B ={h € Sy + Sp : ||h] . x <1}.

We want to control the term E[supiep _ (vn(t))?] and, to do that, we introduce the function
p(m,m’) which is such that

plm,m') = 5 (pen(m) + pen(m')). (44)
It is
E| sup vu(t)*| <E[p(m,m)]+ > E ( sup (vu(t))? —p(m,m')> ] :
t€B . e t€B,y .

In order to bound the second term in the right hand side here above we want to use Lemma 7 in
[35]. We can remark that, for any p > 2, E[|B;,[P] < 57 ¢ E[Z} P+ co?. According to Proposition
4.2 in Barlow and Yor [8] there exists a constant ¢ such that, for any p > 0,

E (27| < cato??

It follows
E[| By, ] < co??

By Lemma 7 in [35] there exists a constant k such that, for any m,m’ € M,,

6_(Dm+Dm’)

E [( sup v2(t) — kcam(m,m’)) ] <e— . (45)
+

tEBm’m/ n

We have said, in the definition of the penalization function pen, given in Subsection 3.2,
that the constant x; has to be calibrated. In particular, we need it to be such that 5} > kcoq,
where o7 is the upper bound for the volatility provided in the second point of Assumptlon 1
and k and c are as in Lemma 7 of [35]. We underline that Lemma 7 in [35] has been proved
for a noisy diffusion. However, the same reasoning applies for a jump diffusion (see the proof of
Theorem 13 in [36]) and for our framework as well, as it is based on a projection argument and
on algebraic computations which still hold true.
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We remark that Assumption (iii) of Section 2.2 of [35], on the cardinality of the support of the
basis, holds true only for the collections [DP] and [W]. However, Lemma 7 of [35] still holds
true for the collection [T], up to add the condition NT’% < 1 as in the first point of Assumption
5. Indeed Lemma 8 of [35] (on which the proof of Lemma 7 relies) does not change considering
the collection [T]. Then 7, ,,,, as introduced in the proof of Lemma 7 in [35], is now bounded
by an extra D = max(D,,, D},), which implies an extra D in the definition of both ny and 7.
In particular now we have, using the notation in Lemma 7 of [35], n := 27%(,/e325, + caDy).
It follows, after having replaced x,

3
Now, 2—; < % as we have assumed % < 1 in Assumption 5. Then, following again the proof of

Lemma 7 in [35] but substituting the variable 7 with y such that 7 = ¢y?(% + DQZ—E), we get

2 —-D 1 > —y 2 > 2. —y
E =Cy%e 7 (- e Vdy+ — D*ye Ydy)
nJo n=Jo

2 Lﬂ
< cle_D(l +—).
n n

However, Assumption 5 implies %2 < 1 and so we get that the extra part due to the choice

D as in Lemma 7 of [35] and as we

of the collection [T] is negligible. We recover E < c%e*
wanted.

From (45) and the fourth point of Assumption 4 we get

S E ( sup u2<t>—p<m,m'>> ]sc S e PntDu) < E
n n
+

m/'EMy, LEB m/'EM,,

It provides us, using also (41) and Proposition 3.3,

2 2 c CAOA(M_% c
E[[62 -] < 3E[llof - 0[] + el + 5 + pen(m) + S 4 £
48-3
_ CsA, 2 Oy
< . . . 212 4[3 1 771 Ga
< o it {ng = o+ penton) |+ Congp 4 D0 €
]

8.2 Proof of results on estimation of g

In this section we prove the results stated in Section 4.

8.2.1 Proof of Proposition 4.2

Proof. The proof follows the same scheme than the proof of Proposition 3.4. We want to upper
bound the empirical risk E[||g,, — g”i] By the definition of 7}, we have that

n—1 n—1

ar(6) = - S () =T LA (X) = - S (H(X) ~ (X0, ~ (Ar, + Ba o Coy + B )PLa(Xs)
i=0 1=0
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n—1

1
Yum(t) = |t = gHi + n Z(Ati + By, + Gy, + Eti)QnA(Xti)
1=0
9 n—1
_; Z(Atz + Bti + Cti + Eti)(t(Xti) - g(Xti))]]'A(Xti)'
=0

As g, minimizes vy, ar(t), for any gn, € Sy it i Yo, (Gm) < Yn.m(9m) and therefore

n—1

1Gm — gl < llgm — gll2 + = Z (At, + By, + Cy, + Ey) (Gm(Xt,) — gm(Xe,))-
1=0

Using Cauchy-Schwarz inequality and the fact that, for d > 0, 2zy < Z- + dy?, we get

n—1

G — gl < llgm —alls + %d AL+ é G — gmll5 + 2dsup vaa(t)
1=0 m
g [ = g2 + 2 sup2,0), (16)
where B, = {t € S : HtHiX < 1} and
1 n—1
v () =~ ;(Bti + E)H(Xy,), vnalt Z Cyt(Xy,). (47)

We still denote £, the space on which the norms ||-||,x and [|-||,, are equivalent given by Equation
(35). We now act differently to bound the risk on €,, and .

Bound of the risk on €,. On €,, it is

G = gmllzx < 201G — gmllz < 41Gm — gll7 +41lg = gl

where in the last estimation we have used triangular inequality. Replacing it in (46) we get

n 1
G —gl2 < llgm —9l2 +—ZA2+2dsur> ()+2dsglp113,z(t)
1= O m

~ 2 2
+a 1Gm — gll;, + p ”9 — gmll;,
As before, we take d = 12. It yields

R 4 n—1
G — gll2 < 3llgm — g2 +— A} 448 sup vp | (t) + 48 sup v o(t). (48)
teB ten
Z O m m

We now need introduce a orthonormal basis of S,,. Hence, we consider (T/Zk) &, an orthonormal
basis of S,,, for the Ler norm, as before. Each t € B,,, can be written

Do o
t = Za,wl, with Za? <1.
=1 =1

Then, for j =1 and j = 2,

sup vy ;(t) = (Z Oél@bl) (49)
ZlD 2<1

teEBm

Dy, Dy, _ Dy, R
< sup (Za%> (Z vi,j(m)) = va (@), (50)

SPma?<1 =1 =1
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where we have also used Cauchy-Schwartz inequality. To study the risk we need to evaluate the
expected value. From (48), (50) and using the first point of Proposition 4.1, we get

D,

E[Hﬁm*g\\iﬂﬂn} <3E [Hgm*g’ﬂ +cALE+48) Elvy (d)] +482E[ 1#5)} (51)
=1 =1

By the definition (47) of v, 1 and the points 2 and 3 of Proposition 4.1, it is

D, n
<

1

!
3

(]
=
;tm
=
3w‘ o
(]

E [0 (X4, )E[B} + B} |72

N
Il
—
.
I
)
o~
Il
—

3
L

3{\_)‘ a
[~

< E |97 (Xe,)(

a3

@
I
)
o~
I

1

We observe that the first term in the right hand side here above is

o
*;ZZ G < 2
=0 [

Regarding the second term, we remark that, as Hi[}lH < D,;, and its norm 2 is bounded by 1,
[e.9]
it is

4 M
~ ca j C(I
HE A b DI = 1§jEw PP EIN (7
n,zj:1 n,
caf = e[, 72 ! (1
< XD DEEWR(X)IEEN | ]
n,z].zl
4
Ca1 2e
<
o An,iDm’

where we have used Holder inequality with p = 1 4 ¢, for ¢ > 0 arbitrarily small, and the
boundedness of the moments of \. It follows

n—1 Dy, 4 M 14+2¢ .4
c ca cD a
= X 1 )\ < ZZm 7l
n2zz wl ti AWZ‘ = nA,
=0 =1 ’ ]:1 ’
Hence,
D, 4 4\ 142
~ c(of 4+ a7)D
SR [v2, 0] < O e0Pn (52)
=1 NBn,i

In order to evaluate E[l/gg ()], the following lemma will be useful:

Lemma 8.1. Suppose that A1-A8 hold true. Then, for any € > 0 arbitrarily small,

n—1 D%f
( Zcm (Xi, )) <A

The proof of Lemma 8.1 is in the appendix. Lemma 8.1 yields

D, _ 142
D E [vhal)] < S (53)
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Replacing the inequality here above and (52) in (51) we get, using also that A, ; > cApy and
the fact that there exist ¢; and ¢y for which ¢; < AA"Zn < ¢9,

(of +a} +1)DLr?
(JANS '

~ _z C
E[I5m — 9112 1, | < 3E [lgm — g2] +cAL +

As the choice g, € S, is arbitrary, we obtain

c(of +af +1)DLF2

WA, (54)

E|[gn — 9ll% 10, <3 inf [t —gll2x + A} +

Bound of the risk on €. Let us set e = (et,,...,et, ,), where e, = Ty, — g(Xy,) =
Ay, + By, + Cy, + Ey,. Moreover

HmT - Hm(Tt07 oo )ﬂnfl) = (/gm(Xto)> oo 7/g\m(th71))>

where 11, is the Euclidean orthogonal projection over S,,. Then, according to the projection
definition,

-~ 2 2 2 2

1Gm —gll, = T —gll;, = [T T — gl + Tng — gll;,
2 2 2 2

1T —gll,, + llgll;, = llell;, + llgll;, -

IN

Therefore, from Cauchy -Schwarz inequality,

n—1 n—1

—~ 1 1
El|gm — g7 Taz] < Ellel} Log] + Elllgl; 1og] = - > Eleflog] + - > Elg(Xy,) 1]
=0 =0
1 A 411 eyt 1 = 471 cyi
< S EEEP@)F + - Y Elg(X,) ER(G)
=0 1=0

Moreover, using the boundedness of both a and o and the fact that E[|\;,|*] < oo, we obtain
Elg(Xy,)"] < co. We are left to evaluate E[ef ]. From Proposition 4.1 it follows

Elel] <E[A} + B +Cf + B < Aot ot o <
7 7 7 7 7 Anz A%
Putting the pieces together it yields
R c 1 c c
E[lgm — 9”721]1(2%] S—335t=s<——7= (55)
AT A2
From (54) and (55) it follows
- 1 0’4+CL4+1 Dl+2e = Cs
Ellin — o112) < 3Ellgn — gl2) + SHAF AT DD o pre g G
nan n2Az2
n
O

8.2.2 Proof of Theorem 4.3

Proof. For simplicity in notation we denote my = m in the proof.

We act again in different way depending on whether or not we are on €2,,. On Qf the proof can
be led as before, getting

c

n2Az2

E ||[gs — gl Tog | < (56)
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Now we investigate what happens on §2,. In particular, we analyse what happens on O C €,
a set which will be defined later (see (64)). By the definition of m we have

Tn, M(gm) + pen( ) < Tn, M(gm) + Pen( ) < ’Yn,M(gm) + pen(m)

and so, acting as to obtain Equation (48), we get

n—1
~ 48
E|lgn—gli1o] < SEllgn—gl2)+— Y E[A}] +48E sup Vﬁ(t)llo]
1=0 tEBm,m

+12pen<m) — 12E[pen(ﬁL)],

where
1 n—1
I/n(t) = g ZO(Btl + Cti + Etz)t<th)’
1=
and

B = {h € S+ Sy : ”h”ﬂ'X <1}.

In order to control the term Elsup;ep, v2(t)1p)], we introduce the function p(m,m’):

plm,m') < < (pen(m) + pen(m')).

It is

E[ sup v2(t)1 ]<]E Z E

tEBm,ﬁl m'eM,,

( sup u,%<t>—p<m,m’>> ]1(9]-
tEBm,m/ +

Replacing it in (43) and using the first point of Proposition 4.1 we get

E|lgn—gl210] < SE[lgn — gl +cAL +48Elp(m, )] + 12pen(m)

(tesl;lpA va(t) —p(m,m’)> 10] (57)
™, +

We have introduced the function p(m,m’) with the purpose to use Talagrand inequality on the
last term in the right hand side of the equation here above. We recall the following version of
the Talagrand inequality, which has been stated in [36] and proved by Birgé and Massart (1998)
[9] (corollary 2 p.354) and Comte and Merlevede (2002) [15] (p.222-223).

—12E[pen(m)] + 48 Z E
mEMn

Lemma 8.2. Let Ti,...,T), be independent random variables with values in some Polish space
X and vy : By — R such that

Z r(Ty)]].

Then,

E

2 M?
( sup |vp(7")|2 - ZHQ) ] <c (ve_cpf + — e_cljv}fl> , (58)
p
+

T‘GBm,m/

with ¢ a universal constant and where

1
sup |7l < M, E[ sup |u,(r)]] < H, sup — ZVar(r(Tj)) <.
TEB,, m! TEB,, r€B,, P
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We observe that in Talagrand lemma here above the random variables T7,..., T, are sup-
posed to be independent. Starting from our variables we can get independent variables through
Berbee’s coupling method. We recall it below, it is proved by Viennet in Proposition 5.1 of [38]
while an analogous statement in continuous time can be found in [3].

Lemma 8.3. Let (M;)i>0 be a stationary and exponentially 8 mizing process observed at discrete
times 0 =ty <t <...<t, =T. Let p, and g, be two integers such that n = 2p,q,. For any
j €{0,1} and 1 < k < p,, we consider the random variables

Urj = (Mt iy igyanins - Meroaiya,)-
There exist random variables My, ..., M such that
* * *
Uk = (Mt(z(k—1)+j>qn+1’ e t(2k—1+j)qn)
satisfy the following properties.
e For any j € {0,1}, the random vectors Uf’j, cen U;n,j are independent.

o Forany (j,k) € {0,1} x {1,....pn}, Uy; and Uy ; have the same distribution.

e For any (]7 k) € {071} X {L-"apn}: ]P(Uk,j 7£ U]:,j) < /BM(QnAmm); where ﬂM is the
B-mizing coefficient of the process (My).

We want to apply Berbee’s coupling lemma to the random vectors M;, = (By,, Cy,, B, Xt,),
that we write as a function of (Xy, A\¢), which is stationary and exponentially §- mixing, as
discussed in Section 2.3. We define the o algebra

]:—ti = U(Xsa )‘87 ERS (tivtiJrl])a (59)
completed with the null sets. Because of the exponentially S-mixing of (X, \;) we know it is
B(ﬁtivﬁt]‘) S Ce_’yltj_ti‘-

Writing the dynamic of A = (A, ..., X(9)) in the matrix form, d\; = —a(\; — ¢)dt 4+ ¢dNy, and
since c is invertible, we can get dN; as a function of dA\; and A;. Then, using the invertibility
of o with the second line of (2), we can write dW; as a function of dXy, X;,d\;, and ;. Now,
by the definition of By,, Cy, and E, it follows that (By,,Cy,, Ey,) is measurable with respect
to ﬁti' We can therefore use Berbee’s coupling on M;, = (By,,Ct,, Et,, X+,). Let g, be the
size of the blocks, which we will specify later. As it may happen that 2q, does not divide n,
we set p, = |n/(2¢,)] and remove from the definition of the contrast function (26) the data
corresponding to the indexes i € {2p,qpn,...,n — 1}. This modification avoids dealing with a
last block having a different size, and we can apply Berbee’s lemma to (Mti)i:07~--72pn(In' It yields
to the construction of variables (U]:j)ke{l,...,pn};jzo,l such that Uy ; has the same law as Uy j =
(Bttae-1)yam+1 Ctaeysiano Bty eiyant0 Xbai-1)4an+1)1€{1Lmgn}s a0d for j € {0, 1}, the
random variables (U} ;)1<k<p, are independent. Let us set

Q" = {w,Vj,Vk:, Uk = U,’;j} )
by Berbee’s coupling lemma it comes that

* n _ )
P(Q 7C) S 2pnBZ(anmm) S C—¢e€ ’anA’mzn'

dn
It is enough to take g, := \"YA?nin logn] in (60) to get
c
PO < ———. 60
(07 < ntlogn (60)
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For t € By, and (j, k) € {0,1} x {1,...,p,} we define both

1
* _ = * * * *
Uk, ) = q Z(Bt@(kflm)qnu T Ct(2(k71>+j)qn+z * Et<2<k71)+j>qn+z)t(Xt<2<k71)+j>qn+z)’ (61)

and t(Uy, ;) the analogous quantity based on Uy, ;.

We want to apply Talagrand inequality on v%(£) := vp:' () + vpe (£), where

Z (Uro), Z (Ura)- (62)
P4 Pz

With these definitions, we have on the set Q*, v} (t) = v, (t) for all t € B, ,,y. Now we want to
compute the constants M, v and H as defined in Lemma 8.2. The random variables ¢(U;; j) are
not bounded, hence, to compute M, we introduce the following set

Op = {w V4, Yk, Vt € Byt [HUT )] < emozﬁ} : (63)
with D := D,, + D,,, and some €3 > 0. The following lemma is proven in the appendix.
Lemma 8.4. Suppose that A1-A8 hold. Then there exists ¢ > 0 such that

() <

nt’

We introduce bounded version of the random variables t(Uy, ;) by setting for M > 0,
tM(U; ) = t(Uf ;) V —M A M.

With the choice M := EnEOD%, we have on the event Qg that t(M)(U,’;j) = t(U;;j) , Vi, VEk, Yt €
Bm- We set

0:=Q,N0pNQ% (64)

From (40), (60) and Lemma 8.4 it follows

. c
P(O°) < pve
We act on O° as we did on Qf, getting
A c
Ell[gm — 9ll7 Lo<] < ——- (65)
n2A2

On the other side, on O we are really going to use Talagrand’s inequality to control

Z E sup vp(t)? —p(m,m’) | 1o|. (66)
m/'EMn, tEBm,m’ .
On O, we have v, (t) = Upn *(t) + v;l,;*(t) and
1< & . ;
vJ7 - Z = Z <t( )(U,j’j) — E[t )(U;;j)]) + E[t¢ )(U(T,o)]
k=1 k=1

= v} (") + [ (U5 0)],

where v}* has been defined in (62).
Using E[t(Ug )] = 0, we deduce

1/2

ELCD U0l SE[I(¢ - (0N Usp)lta, | < E [1U50)%] 7 P2) 2.

We need the following Lemma whose proof is postponed to the Appendix.
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Lemma 8.5. We havesupyep  E [t(U{iO)Q] < cqf—zn, for d arbitrarily small and some constant
c.

D6/2
D) 20z =
. Hence to control the term (66) it is sufficient to get an upper bound,

Using Lemma 8.4 and Lemma 8.5, we deduce supycp |E[t(M)(U§,O)]| <
D5/2 p(m,m’)
W72 =€ n
for n large enough on

Cc

> EK sup v;;*<t<M>>2—flp<m,m’>> ]
;

meM, tGBmﬁn/

for 5 = 0,1. We can apply Lemma 8.2 to this term. To this purpose, we need to compute the

constants M, v and H appearing therein. By construction, we can use M = ¢n®° Dz, and by

Lemma 8.5 and stationarity we can take v = cqun. In order to compute H? we observe it is

E[ sup [vf* (") <E[ sup |of*(tM)[1o] +E[ sup [v}*(¢")|Loc],

tEBm,m/ tGBm’m/ tEBm,m/
<E[ sup [o)*()[Llo]+ sup [E[t™(Ugp)]| + MP(O%), (using [t" (Ujr)| < M),
tGBm‘m/ tEBm,m’
) Do/2 Dl/QnaO D1/2
<E J*(t < [E 52 ( :
o [tezljfm/ |Up Ol + C‘]nAan e n B \/ [tezlylnl,)m/(vp) O] +e n?

To find an upper bound for the right hand side here above we act similarly to how we did before
(50): we introduce the orthonormal basis (1), such that each t € By, can be written as the

following
D D
-3 aw ith 3 a7
t= Oélwl, with (7] <1
I=1 =1

Similarly to (50), we have

D D D _
P (0p)2(t) = zDsuPz (v3)? (Z@l‘/’l> < _sup (Z@lz> <Z<”;)2(¢1)>
s Dl:l l* ) —
= ) (W) (@),
=1

2

Acting exactly as we did in order to get (52) and Lemma 8.1 on v;; ;

(53)) we obtain

and v}, , (as for Equation

s (0"20] < oy D
E[ sup (v7)2(t)] <c .
\/ tEBm’m/ P nAn
In turn we have E[sup;es [l ()] < ¢y/ I;@Xff =: H.

We now use Talagrand inequality as in Lemma 8.2. It follows

D6 D1+2€ A 250D D%Jrs
E sup vi(t)? —2H?*| 1p| < ————exp (—c pnqg n) +Z 5 €xp e Pt
teBm,m n PnGnln nA, D Pn
cD? c _ en?0D c\/nD¢
¢ g WD (D)
nlA, 2 2 2qn vV Apng

where we used 2p+q" 270 1. We recall that g, = chﬁj. We observe that, as Ay, and

A, differs only from a constant, \/A—C‘fﬂ% > lf)g“ Zﬁ!},.

Moreover, it goes to oo for n going
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to infinity as we have assumed that (logn)n® = o(v/nA,) for some ¢ and the constant eg
can be arbitrarily small. Therefore, the second term here above is negligible compared to
the first one. It follows, using also the definition of p(m,m), the fact that for D > 1 it is

_cplt2e—s _cpl-é 1-4 . :
D3P <D% 2P < ¢e=¢DP "2 and the fourth point of Assumption 4,

> E

m'eMn,

/! /! /
( sup u;<t>2—p<m,m’>> ]s Y pleer <2
+

_ nA nA
t€Bm,m ™ m'eMy, "

Replacing it in the equivalent of (57), considering that we are now on O, it follows

E[lgn — gl o] < 3E[lgm — gl12] + AL + 48E[p(m, )

c
12 —12E m .
+12pen(m) — 12E[pen()] + -~
It provides us, using also (65),
. . _z c c
Ellgm — gl] < 3E[lgm — gll7) + AL + —— + cpen(m) + A
n2Az nen
: : e, Us Cy
< f f ||t — g Al :
< a inf {tg}gm 1t = gll7x + pen(m)} + 00, + 2ns | nA,
n
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A Appendix

For the following proofs, the lemma stated and proved below is a very helpful tool. It provides
the size of the increments of both X and .

Lemma A.1. Suppose that A1-A8 hold. Then, there exist c1 and co positive constants such
that, for all t > s, |t — s| < 1 the following hold true

1. For allp > 2, E[|X; — X|P] < et — s].
2. For allp > 2 and for any j € {1,..., M}, E[’Agj) - Aﬁ”\?] < colt — s|.

3 B[N — As||Fs] < eslt — s|(1+ |\s]), where A = AV, ... XM and | - | stands for the
euclidean norm.

4. Forany j € {1,.... M}, suppepo EINDL 7] < AP + clhl(1+ [Al).

Proof. We start proving the first point. From the dynamic (2) of the process X we have
t ¢

/ b(Xy)du / o(Xy)dWy,

From Jensen inequality, the polynomial growth of b and the fact that X has bounded moments
it follows

p

p
P t M
X — XsP <ec +e +c/a(Xu_)ZdN1(LJ) =L+ 5+ Is.
s .

E[L] < cft — 5P~ /tIE[|b(Xu)|p]du < cft — s]P. (67)

Using Burkholder-Davis-Gundy inequality, Jensen inequality and Assumption 1.2. on o it is

E[L)] < ¢E [(/t 02(Xu)du> g] <t —s|z! /:IEHU(XU)!p]du <collt—s2.  (68)

To evaluate I3, Kunita inequality will be useful. We refer to the Appendix of [29] for its proof
in a general form, while below (A7) on page 52 of [2] can be found an example of its application
in a form closer to the one we are going to use. For a compensated Poisson random measure
i = p— pand a jump coefficient I(z, z), indeed, Kunita inequality provides the following:

il 1<l o g]

12 fi(ds,dz)
We remark that, up to change the constant ¢ in the right hand side, the equation here above
holds with the measure p instead of the compensated one ji. In the sequel we will apply Kunita
inequality on the measure dNy U and the compensated one sz(Lj), for j € {1,....,M}. The
compensator is in this case AU (u)du.
Using on I3 Kunita inequality together with Jensen inequality and the boundedness of a we get

/|a )PAU du—l—(/: (Xu)Agﬁdu)ng(/:a(Xu)Agﬂdu)p]

f(ds,dz)

+cE

E[ls] < CZE

t
<3 o s o [ NG b= [ BN

S S

< Clal\”(\t — 5|+ |t —s]2) < clar Pt — 5],
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where we have used that A has the moment of any order because of Proposition 2.1. From (67),
(68) and (69), as |t — s| < 1, it follows E[|X; — X|P] < 1|t — s].

Point 2

Concerning the second point, for any j € {1,..., M} it is

A AP < e

/w() G|

/ z:c“dN(Z

Acting as in the proof of the first point, using as main arguments Jensen inequality, Kunita
inequality and the boundedness of the moments of A, we easily get the wanted estimation.
Point 38

We consider the dynamic of A gathered in (2) in matrix form and so we have

t t
At—/\sza/()\u—g)du+/ cdN, =: D, + G,

where Ay = ()\El), ey /\gM)), c € RM x RM . We start evaluating Ds. By adding and subtracting

As we easily get, denoting as E4[-] the quantity E[-|F],

t
E,[|Dy]] < clt — s|(1 4+ |A$y)+c/ B[ A — As[]ds.

On G4 we use compensation formula and we apply the same reasoning as before, getting

t t
E.[|G.]l <E. [/ c\)\u|du] < et — s|Indl +c/ Eoll M — Asllds.
Putting the pieces together it follows
t

Eallh — Asl] < clt — s/(1+ [A) + c/ Eq[| M — Asl]ds.

Finally, Gronwall lemma yields
Eq[| A — Asl] < cft — s|(1 + |As])ef

Point 4 We observe that, for any h € [0, 1],

B[N, ] < D]+ B [AY, = A < D[+ elal(1 + M),
where we have used the just showed third point of this lemma. O

A.1 Proof of Proposition 2.1

Proof. We write V(z,y) = Vi(x) + Va(y), where Vi(z) = [z|™ for m arbitrarily big and Va(y) =
eZii ™l From the definition (5) of A* we have

AZV = A%y 1 AZv,

where

M M
ATV () = 0V y)ble) + 30X @OV () + D fy (ZM) [Vi(z + a(@) - Vi(a)
j=1

k=1

= m|$,m—1b(x)+%02() (m = D)™ 2Jer (Zyw> [l + a(z)[™ — []™]

7=1
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is the jump-diffusion part and

AV (wy) = APV (z,y) - ATV (zy)
= —a Y Do, Vie,y) + Y Oy Valy + 4;) = Vay)),
i,j=1 Jj=1 k=1

is the Hawkes part of the generator. The arguments of the proof of Proposition 4.5 in [11] imply
that

AV (2,y) = AGValy) < —e1Valy) + e2li, (y), (70)

with ¢; and ¢y some positive constants and K; some compact of RM*M = Moreover, denoting
fly) = Zj 1 f](zk LyU*)) the total jump rate, it is

_ . 1 — m
ATV (2, y) = m|z[" " b(z) + 502(33)77%( = D22 + fy)lle + alz)[™ — |2™].
From the drift condition on b gathered in the fourth point of Assumption 1 and the boundedness
of both o2 and a it follows

ATV (2,y) < —dmlz[™ + clz[" 72 + f(y) (el + ...+ ). (71)

We observe that, for any x such that |x| > r, |2|™~2 is negligible compared to |z|™ = Vi (z). To
study the last term in the right hand side of (71), we choose 1 < p < 2 and ¢ > 2 such that
p(m—1) <m (iep <14 ;l7) and § + 2 = 1. Then,

F)(elz™ " + . 4 o) < ;i(clra:\m* +oem)P §f<y>q.

The first term is again negligible compared to |z|™ = Vi(x), being p(m — 1) < m. To estimate
the second one we observe that, for each y € RM the total jump rate f(y) can be seen as
MG+ 2.5y (7)) (see page 12 in [20]). Therefore, it is

M
<ot Z ly)| < &+ & log(Va(y)),

which is negligible with respect to the negative term of (70) —c1Va(y). The same reasoning
applies for g f(y)4. It follows that

AjV(z,y) < —dml|z|™ + o(Vi(2)) + o(Va(y))

which, together with (70), conclude the proof of the first part. Regarding the boundedness of
the moments, we use that the Lyapunov function V' admits a finite integral with respect to the
stationary probability of Z = (X,Y). As the process A can be recovered as a linear function of
Y, the ergodicity Z of implies the ergodicity of Z = (X, ) as well, and we have existence of
bounded moments of any order for both X and A under the stationary law. O

A.2 Proof of Lemma 2.2

Proof. We first recall the representation of 7* (z) given in the proof of Proposition 3.7 in [20].
For ¢t > 0, let L; = sup{s <t | 37, ANS(]) = 1} be the time of the last jump before ¢, with L; = 0
if there is no such jump. Then, we have for all x € R

@)= [ R e (),
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where (ps)s>0 is the family of transition densities associated to the stochastic differential equation
dX; = b(Xy)dt + o(X;)dW;. From Proposition 1.2 of [24], we know that there exist constants c,
C such that for all s > 0, (u,z) € R?,

_1/p _@mw? 2
ps(u, ) < cs™V2e s O

(z— u)

We deduce that ps(U,SU) < cs— /26— 2Cs(z— u)?4+2Csz? < cs—1/2¢ 4) 2Cs:r

than 1/(2C). Choosing t < 1/(2C), it yields

X (2) < e /R oy TA)ES [ \/tl—iLt] (200 (72)

, if s is smaller

We now give an upper bound for E, [ﬁ} Writing (t — L)~ V2% = (f 1({;<7L)g}/d25 + 712 we
have b |
1 1 P.(Li > s 1
E, | ——| <= A= 0 =
[M] -2 /0 (t — s5)3/2 5+ 172 (73)

From the definition of Ly, it is P,(L; > s) = P,(3u € [s,t],3j : ANY) = 1) which implies

P.(Ly > 5) < P Z AN >1| <E. Z

[s,t] [st

M t ' M t
<E, Z/ A9 du, _Z/ E.[AD]du
j=1"° j=1"°

Using Lemma A.1 we get that if u <1, E, [)\( )] < ¢(1+ |Xo(2)]), where )\6(2) = fj(Zf\il y*) for
z = (x,y). Thus, if ¢ is chosen smaller than 1, we have P,(L; > s) < ¢(1+ |A\o(2)])(t — s). Using
this control with (73) we deduce,

1 c [P (1+|X(2)]) c
Z[\m]§2/@—sgl/2d+7ﬂ/2‘x/

From (72), we obtain 7% (z) < Ce\/ fRXRMXM m(dz)(1+ |Xo(2)|). By Proposition 2.1, we know
that the intensity A has finite moments of any order under the statlonary measure, and thus
Jrwgarxar T(d2)(1 4 [Ao(2)]) < ¢ < co. This gives 7% (z) < Ce\/{ for any sufficiently small ¢,
and the lemma follows. O

(1+[Xo(2)])-

Remark 2. The proof of Lemma 2.2 heavily relies on the integrability near zero of the supremum
of the heat kernel and is thus limited to the dimension 1. We do not know if it is possible to
extend this result to higher dimension for the process X. However, it is certainly possible to
extend this proof to more general situations, as for instance the case where the jump intensity
depends on X.

A.3 Proof of Lemma 3.1
Proof. By the definition of ¢, for any k > 1 [¢,s (A;X) — 1|* is different from zero only if
1A X] > Agl Therefore,

Ellps (AX) - 117 < LYY

n,i? n,i?

= (E |1 A |+ |1 2 ]9
{|AX|>A |, | < 2} {|AX|>A |z, |> }
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We denote as A; X¢ the increment of the continuous part of X, which is

AXC = X¢

i+1

tit1
- Xi = / b(Xs)ds + Zs,.
t;
The first term in the right hand side of (74) is

AP

2

E[]A:iX|"]
— n,t ’
A

cE |1 AB = CP(’AiXC| >
{ |AXe[>—5= }

where we have used Markov inequality and a classical estimation for the continuous increments

of X (see for example point 6 of Lemma 1 in [4]). In order to evaluate the second term in the

right hand side of (74), instead, we have to introduce the set

B

. 4A” .
ZIANUI—ZINH; P —n

a

We observe that, on N¥

,n?

there exists j € {1,..., M} such that |A;NU)| # 0. Therefore,

M
< SR(AND)| = 1) < Z AN < cMA,,. (76)

On Nj,, instead, Vj |A;NU)| =0 and so (N;,,) N {|Jt | >
term in the right hand side of (74) is

} (. Tt follows that the second

|AX[SAD i[> =2 Ni 75 NE,

cE |1 AB + cE[1 N ] < P(Nf,) < cAng
{ } {A X[>AP T > }

Putting the pieces together, as r is arbitrary, it follows

E [WAQJ_(AZAX) - 11’?} < A,

A.4 Proof of Lemma 3.2

Proof. Again, we act differently depending on whether the jumps are big or not:

Bl (A= |1l (AXDLp, o

7Ll

k
:| +E |:’Jti‘q<pA’€*i(AiX)]l{Jti|<3A£7i}:| .
(77)
By the definition of ¢ it is different from 0 only if |A; X | < 2A57i. As AX = AjXC+ Ty, it s

1

L P2
q ap1] py
B [l (A0, o] SE[|Jti|qn{AiXC>Ag,iﬂ <EAIE L e ]

1 il
< eait AR pTEO

where we have used first of all Holder inequality and then Kunita inequality and (75). We
remark it is possible to use Kunita inequality only for ¢gp; > 2. However, as in the estimation

41



here above the power of A is arbitrarily large, we can always choose p; such that, for any ¢ > 1,
gp1 is bigger than 2. In order to evaluate the second term of (77), we introduce again the set
N; , defined in the proof of Lemma 3.1. On N;, the increments A;NY) are null and so || = 0.
On N, instead, using also (76), we have

E || iu|"ehs (AiX)1 e cANIP(NE,) < cAH.

{19134 g,

By the arbitrariness of r it follows

1
B[l T, "0k (AiX)] < A5,
as we wanted. O

A.5 Proof of Proposition 3.3

Proof. As the second point is useful in order to prove the first one, we start proving point 2.
Point 2
By definition we know that By, is centered. In the sequel we denote as E;[] the conditional

expected value E[-|F,]. Regarding the second moment, it is
tit1 2
</ UQ(XS)ds> < coi
t;

where we have used, sequentially, BDG inequality, Jensen inequality and the boundedness of o.
Using the same arguments we show the following;:
tit1 4
< / JQ(XS)ds>
ti

8 i, ! c
Point 1

We analyse the behaviour of

2 1 4 fit1 2 9 C

i n,%

1

< — 8
— A4
An,i

E;[B}] E; < cob.

At' - UZ(Xti)((pAﬁi<AiX) - 1) + Ati(pAg Z(AZX) + Bti(SDAZ Z(AZAX) - 1)'

3

From Holder inequality, the boundedness of ¢ and a repeated use of Lemma 3.1 we get

- 1
E[A}] < cotln + E[43 0%, (AX)] +E[BY]7eAl

n,i

We evaluate the moments of B;, acting as in the proof of the first point and we choose p big
and ¢ next to 1, getting
n,a ?

E[A7] < cotDni +E[A] %5 (AX)] + cofALF (78)

for € > 0 arbitrarily small. We are left to study A%i gpiﬁ . From its definition, recalling that ¢

is a bounded function, we obtain

c tit1 4 c tit1
]E[Afi@zgi(AiX)] < = E < /t | b(Xs)ds> + 17 E (Zy, + Jp,)? < /t | b(X,) — b(Xy,)ds
tiv1 2 4
+AL2E (/ o?(Xs) — ag(Xti)ds) HARD (X)) Z2) = > ;.
. . :
n, 7 ]:1
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Using Jensen inequality, the polynomial growth of b and the existence of bounded moments of
X we get
tit1
I < A—QA?’ /t E[b*(X,)]ds < cAZ ;. (79)
On I we use first of all Holder inequality. Then, on the first we use B.D.G. and Kunita inequal-
ities, as in (68) and (69), while on the second the finite increments theorem, the boundedness
of b’ and the first point of Lemma A.1:

Jun

( /;M b(X,) — b(th.)ds) 4] 2

3 tit1 A %
< A—QAQ A [/t ol Xs — X4, ds} < cAp,. (80)

L < - 5E[(Z, +J,)"E

IN

A2

In order to study the behaviour of I3, Jensen inequality, the finite increment theorem, the
boundedness of the derivative of o2 and the first point of Lemma A.1 will be once again useful.

tit1
I3 AQ A, R [/ c]Xs—XtiPds} < Ay (81)
123

From Holder inequality, the polynomial growth of b, the boundedness of the moments of X and
BDG inequality we obtain
1 1
Iy < cE[b(Xy,)'2E[Z}]2 < ey (82)

Putting the pieces together it follows that, for any & > 0,
E[A7] < cALE.
We now evaluate ]E[fli] Acting as above (78) it easily follows

E[A}] < AL +E[Af g, (AiX)).

Replacing the definition of Ay, we get that E[A} ¢* A% (A;X)] is again the sum of 4 terms, that we

now denote as Iy, ..., I;. Using exactly the same arguments as in the study of E[A} SDAB (A X)]

we easily get

= C AT bt 8(x 4
I < AL An,z E[b ( )]ds < CAn i

n,i ti

1

- 1 tir1 871 2
ho< grEe ) ([ s - sexias)
t;
1
c 1 7 lit1 2
< A4 (An,z + Ai,l)AZ,zE [/ C’XS - Xti‘8d5:| < CAn,ia
n,i ti

- c 3 tit1 B A '
I3 S 7A4 An,zE C|XS th’ ds § CAnﬂ,
t;

L <E[b(X,,)*2E[Z}]7 < A2,

The four equations here above provide the wanted result.
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Point 3
To prove the estimations on the jumps gathered in the third point of Proposition 3.4 we repeat-
edly use Lemma 3.2. Using also Holder inequality with p big and g next to 1, BDG inequality,
the polynomial growth of b and the boundedness of the moments of X it is

Cc

Bl Erlopye (AiX)] < B[0(Xe)[| Sl pp (AiX)] + EllZe[| Tl pr (AiX)]

n,t

_l’_

¢ 2
5B [Py (8:X)

1 1 C 1 1
< E[BX) PP E ] (AiX)] + Bl Z6 Pl B[] (AiX)]s
C  A1428
AT
TA

)

thus, because, as € (0, %), we can always find an € > 0 such that % + 8 — e > 25. Hence, we
set 1/¢g =1—e. It comes

1.3 c 1 l.p
B[l Eulpns (AiX)] < Al + =A% A
n,t TL,i

1
_ Lipg-
+cA¥ = AV A2 e 4 cAZ = A%,

q .
n,t

In analogous way we obtain

1 C

1 1 1 1
E[[Ey[Pops (AiX)] < cBIb(Xe)IPIPE[TL[P90% 0 (AiX)]e + S5 El Ze, PP El 2708 5 (X))

5 5
Ani A7 Ani

¢ 4
+ATE[|JM| QOAQZ(AZX)]
n,. ’
142 142
< Al A S AL

2 2 n,
An,i An,z’
_ 14+28—¢ 2B—¢ 48-1 48-1
= cAm- + cAm. + cAm. = CAM

)

where the last inequality is, again, consequence of the fact that we can always find € > 0 for
which 28 — ¢ > 45 — 1. Finally, acting as before,

— C — Cc —
E[|Bul*ons (X)) < D370+ o ALAYT 4 o AT = AT,

n,t n,i

A.6 Proof of Proposition 4.1

Proof. Point 1

Regarding the first point, we first introduce b(X,) := b(X,) + a(X,-) Zjﬂil AP ds. We observe
that, as b has polynomial growth, a is bounded and both A and X have bounded moments of
any order, then b has bounded moments of any order as well. Recalling that A;, is given as in

(20) we can denote

Replacing b with b, we already know from (79), (80), (81) and (82) that
E[I} + I3 + I3 + I§] < cAns. (83)

We now consider I,. From Assumption 1 we know the function a is Lipschitz and with bounded
derivative. Therefore, we use the finite increments theorem followed by the first point of Lemma
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A.1. Tt provides us, using also Jensen inequality and Holder inequality with ¢ big and p next to
1

)

2

tit1 )
BE < 58w [ B0 -2 (A0 | as
n,0 i j=1
1
c tit1 L Mo 2
< E[(a®(Xs) — a®(Xe,)?]PE | [ DAY ds
n,t t; .
) 3 ]21
c tir1 1
< Al ds < cA) (84)
— An,i : n,t

where we have also used the boundedness of the moments of A and set 1/p =1 —¢&. On I we
use that a(z) < a; and the second point of Lemma A.1, getting

_ tit1
E[[?] < A%Am ZE UNds < eA, ;. (85)

n,i

To conclude the proof of the bound on E[Ai] we are left to evaluate I;. We do that through
Holder and Kunita inequalities. It yields

E[Z] < cE[b(Xy,)2 2] < E[b(Xy, )2p]pE[J ]q < cALE (86)

n,a ?

where in the last inequality we have chosen p big and g next to 1. In particular, we have taken
1/q¢=1—¢&. From (83), (84), (85) and (86) it follows

BAZ) < cALE

Concerning the fourth moment of Ay, as before we know from Proposition 3.3 that

B[} 4 I3 4+ I§ + I§] < cAp,. (87)
Acting as in (84) we get
4
_ c tit1 M '

B < A% [ B @) - ) | 0] s 9

. . :

n, (2 j=1
4,
c tit1 9 9 Ayt M ) e 1
< Al E[(a*(X,) — a®(Xy,)) )7 E ZA@ ds < cA)F,

where we have chosen 1/p =1 — £. In the same way, acting as in (85) we obtain

We conclude the proof of the point 2 by observing that
E[I7] < cE[b(X, )4p}pE[J Ui < cALE (90)

n, ?

by the boundedness of the moments of b and Kunita inequality.
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Point 2
We observe that By, is defined in the same way in Section 3 and Section 4. Therefore, the second
point has already been showed in point 2 of Proposition 3.3.

Point 3
By the definition of Ej, it clearly follows E;[E;,] = 0. We now analyse
2
2 2 4 b ~ )
E;[E}] < A—QE 22 Jt]+A—2E [T + /t a*(X-) Y Ads | . (91)
i j=1

We show that the first term in the right hand side of the equation (91) is negligible if compared
to the second one. By a conditional version of Holder, BDG and Kunita inequalities we get

Cc

AQ R (2P E[I2)e < —An AL < A (92)

for any € > 0, setting 1/¢ = 1 —e. To study the last term in the right hand side of (91) we recall
it is Jy, = j;ii“ a(X,-) Z]Nil dNY). Therefore, from conditional Kunita inequality, we have

2
tit1 M c i+1
5 .
A2 B | JE + /t a (Xs*)ZAg])dS < FEi /t Z)\(J
1 le n,r 7
tit1 M ) ‘]
+2 / a*(X,-) Y APds
t; j=1 |
4 z+1
< 2‘31( + Api) / Z)\ ds,

where we have also used Jensen inequality on the last term here above, which is the reason
why we get an extra A, ;. From the fourth point of Lemma A.1 it follows that the equation

here above is upper bounded by % Cal E;‘il )\g ), plus a negligible term. Replacing it and (92) in
(91) it follows

4 M ]
E,[E2] < Cal Z)\])—FCA_a < Cal{ S,
n,i AV 1

where the last inequality is a consequence of the fact that A is always strictly more than zero.
Regarding the fourth moment of E;,, from Kunita, Holder and Jensen inequality we have

4

E[E}] <

tit1 M )
ZE[Z;P]%E[J;?]ﬂﬁEi IS+ /t (X, )Y ADds

n,t j=1

c 9 Al c

1 (An iAn ie + An,i + Ai z’An,i) < 3 -
) ’ ) ) AS .

n,i n,i

Point 4
The result follows directly from the definition of C;; and the boundedness of a and of the
moments of A.

O]
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A.7 Proof of Lemma 8.1

Proof. 1t is
M
C'tﬂbl(th th Z )\(j ’th])wl(Xt ) f(Xtm)\tl)
7=1
Since
1 n—1 n—1n—1
ar (an(Xtia)\t ) ZZCOV Xti’)\ti)’f(th7)\tj)),
1=0 =0 j=0

we need to estimate the covariance.
As explained in Section 2.3 we know that, under our assumptions, the process Z := (X, \) is (-
mixing with exponential decay. It means that there exists v > 0 such that

Bx(t) < Bz(t) < Ce .

If the process Y is 8- mixing, then it is also a-mixing and so the following estimation holds (see
Theorem 3 in Section 1.2.2 of [21])

[Cov(Yi,, Vi)l < e Y, 1, [, @7 (Vs ¥2,)
with « the coefficient of a-mixing and p, ¢ and r such that 1% + % + % = 1. Using that
a(Zy,, Zy,) < Bz(|ti — t;]) < ce M0,
in our case the inequality here above becomes
[Cov(F (X o)y (X M) < ellF (X Al (1 (s Ay )] =7 7150,

From the definition of f and the boundedness of a and the existence of moments of A\ we have

TERWINED » RIS I T

‘Pp2

SCZH?/;Z(XQ) )
j=1

‘Pp2

with p; and po such that p% + p% = 1. We remark that, as we are going to bound both the LP
and the L? norm of f(Xy,,\,), it seems natural to chose p = ¢, in order to repeat twice the

same estimation. Then, as % + % + % =1 and we need r > 0, we obtain p = ¢ > 2. We can then

2+e
2+4+e—p>

2<p=2+4+¢E<2+e¢, for some ¢ < e. Then, using that the L? norm of 1/?1 is smaller than 1 and
that we can bound ;(x) by D,,, we obtain

which leads us to chose

chose, for € > 0 arbitrarily small, pps = 2 4+ . It implies p; =

H@;I(Xti)

< e|uxa)|

o], <o
2+€ (tz)Q—cm

which provides
1 (Xt M), < eM Dy,

In a similar way, it is easy to see that

1 (X, M), < eM Dy,
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We now introduce a partition of (0,7},] (where T), is the time horizon) based on the sets
Ay = (kIn (k + 1)I2], for which (0,T,] = UyZ} Aj,. Now each point #; in (0,7},] can be seen as
tk.n, where k identifies the particular set Ay to which the point belongs while, defining M}, as

|Ag|, h is a number in {1,..., My} which enumerates the points in each set. It follows
n—1n—1 n—1 n—1 Mkl ng
SES b < 555 S S ettt
n2 £ ¢ = 2
=0 _]ZU 0]62 Ohl 1h2 1
JinnlnthMkQ
e S
k1=0ko=0 h1=1 ho=1
where the last inequality is a consequence of the following estimation: for each k1, ke € {0,...,n — 1}
o Tn _ 2T,
138 [try by =ty | 2 (K1 — ko T2 — 52

We remark here that, as we are considering the general case where the discretization step is not
necessarily uniform, we can not replace % with simply A,: we have to keep it like this and
compare it with A, and Az, which is equal to A, by definition.

Now we observe that the exponen‘g c}roes not depend on h anymore, hence the last term here
above can be upper bounded by < : D 0 Zk2 —o My, My,e™ ke —ka| T

Moreover, remarking that the length of each interval Ay is 77;", it is easy to see that we can
always upper bound M), with %ﬁ, with T,, = >, ' Ani < nA, and so Mj, <
we have assumed bounded by a constant c;.

Y Tn
Furthermore, still using that T;, < nAn, we have e+ = < e An <c.

To conclude, we have to evaluate Zkl -0 ZkQ -0 e~ k= k2‘TTn. We define j := k1 — ko and
we apply a change of variable, gettlng

c n—1 n—1 =~ c n—1 n—1
1 10
— E § 6—;7|k1—k2|7" < — E e—,ﬂm |TL fj| < = E 6—;V|J|Amz‘n
n2 n2 n
k1=0 ko=0 j=—(n-1) j=—(n—-1)
C

IN

C
YN < T77
n(l —6 T’y mln) n

as we wanted.

A.8 Proof of Lemma 8.4

Proof. In order to estimate the probability of the complementary of the set Qp, as defined in
(63), we first of all observe that Q% C U; {suptegm U = EnEOD%}. Now we find an
upper bound for the probability of {2 focusing on what happens for j = 1 and k = 0. Recalling

the definition of U7, in (61) and using that, as ¢t € By, ;,v whose dimension is D, |[¢[|,, < Dz,
we can write, for any € > 0 arbitrarily small,

1 qn
P( sup [t(Ug,)| > enD3) <P | — > |Bj +Cf + Ef| > én®™
teB ’ dn el

mm

1 & é 1 & ¢ 1 & ¢
<Pl — Bf|>=no|+P| — Crl>=n" | +P— Ef|>=n]|. 93
(qng B ) (anzlw A ) (qng T 93)

From the definition of B it is
1 qn c dn
" 2
- ; Bl < %~ ; Z; +ec. (94)
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Moreover, using Markov inequality and the boundedness of o,

1Z¢, |
601\/An

nC

1 1
P <|Ztk| > co1Ap logn> = P <e“1m > nc> < —E

1
—E < =
— e < (95)

nC

< ptet1 2
Ano? ftk o?(Xs)ds d

Therefore, as the constant ¢ in (94) can be moved in the other side of the inequality in the first
probability of (93) and so it turns out not being influential, the first probability of (93) is upper
bounded by %%, which is arbitrarily small. Concerning the second term of (93), we use Markov
inequality and the fact that C' has bounded moments. We get, Vr > 1,

1 &, @
P (2ol ) < 3op 61> o) <3 AT < o
" k=1

Regarding the third term of (93) we observe that, replacing the value of ¢, we get

1 & ¢ . N ¢ . logn
P( L35> Eun) (311> SoleE). -
k=1 k=1

We now recall that, from the definition of Ej, it is

qn 2 qn 1 qn ) 1 tan M ‘
Z’E:k’ < EZZthtk + IZth + A/0 a(XS,)Z)\(J)(S)dS

=L+ 1L+
The right hand side of (96) is upper bounded by

¢ . logn ¢ . logn ¢ . logn
Pl >=n P( I > —n®° P (I3 > —n .
( 9 An>+ <2—9” An>+ (3—9” A,

Concerning the first one, we observe it is

qn

1
L < A (Z; +J2)=Ti1+ o
" k=1

The probability that I3 is bigger than $n® loAg" is arbitrarily small as a consequence of (95).
I 5 is instead equal to I and so it is enough to study such a term. From Markov, Holder, BDG
and Kunita inequalities we have

~ r A*?"tT‘
P (IS Z ETLEO logn> < E[(I3) ] 1 S Cn an 1 S ¢ )
Ap (nfolognA, )" = (nfolognAy, ) — nfor

where we underline that the order of ¢y, is cg,A, = ¢ Aog n

A, < clogn. It is arbitrarily small.

min

Concerning Iz, we want to estimate P( q“_l th > gn°°logn). We now consider two different
possibilities, starting from the definition of the following set

A= {3]26{0,...,%—1} such that Jfl~C Zn%o}.

Then
n—1 c gn—1 ¢ gn—1 ¢
P <Z Jfk > §n50 logn) =P (Z Jtzk > §n80 logn,A> +P (Z JtQk > §n5° logn,Ac> .
k=0 k=0 k=0
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We observe that Markov inequality and Kunita inequality yield

Qn_l q’n_l 2r
c E[(Jt") ] AnQn clogn
P < E Ji > §n€° log n,A> <P(A) < § o < = s

k=0 =0 nz n 2z n 2

which is arbitrarily small by the arbitrariness of r. We remark that on A¢, for every k €
{0,...,qn, — 1}, it is Jfk < ns. Therefore, to have the sum of them bigger than §n®logn we
should have at least §log nns jumps. Hence, denoting as AN, the number of jumps in [0, ¢4, ],
we have

qn—1
. E[(AN,)"
P Z Jfk > Enso logn, A€ < P (ANq > EnTO logn> < CM
o 9 9 (n2 logn)"
¢ (ty, +tw) _ cl(logn)” +logn) _ o

EQT )

(n%o logn)" (n%o logn)”  n—2

where again we have used Markov inequality and we got a quantity arbitrarily small choosing
r > 1 large enough. We put all the pieces together and we observe we can choose in particular

r for which
( §:| ‘> n><c5
n

In the same way it is possible to choose r and ¢ such that

P(Q3) < > P ( sup [t(Uf ;) > 5n€opé> < P o %

5
n
J=01k€ (L pn}  \PBomm

A.9 Proof of Lemma 8.5
Proof. We observe that for any t € B,;, v, by (61) and Proposition 4.1, it is
4 - 2 *,2 *,2 1 =
E[1(U50)") = Var(Uo) < Z (X[, + E;?)| + 4var 2 HXC

=1
=1+ V.

By the second and the third points of Proposition 4.1, we can upper bound Vj as

In
Vi< %ZE t2(th iz

G = —

M
C " 1
< SY E[(X))E iZAﬁf 7

where we have used Holder inequality with ¢ big and p next to 1. We can see t?” (Xfl) as

24+(2p—2) [ y* 20y ¥\ 4 (2p—2) ( Y 2p—2 42/ yr*
t +@p )(th) =1 (th)t( P )(th) < ||t||o§ t (th)-
2p—2 2p—2
From Assumption 4, ||t||o < ¢Dp2 < eD? | for any § arbitrarily small, as p has been chosen
next to 1. Using also the boundedness of the moments of A it follows that
D‘S c eD?,

< —= = .
s A qTLATL
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Using the same arguments as in the proof of Lemma 8.1, remarking that the sum over n is
now replaced by the sum over ¢, and that ¢ now plays the same role as 1, being such that its
L? norm is smaller than 1 and it is bounded by D,,, we can show

c c
Vi < t|¥ < ——D¥,
< I < D3
for any § > 0. It concludes the proof of the lemma. O

Acknowledgements

The authors would like to thank the anonymous referees for their helpful remarks that helped
to improve the first version of the paper.

References

[1] Abraham, K. Nonparametric Bayesian posterior contraction rates for scalar diffusions with
high-frequency data. Bernoulli 25 (2019), no. 4A, 2696-2728.

[2] Amorino, C. and Gloter, A., 2020. Contrast function estimation for the drift parameter of
ergodic jump diffusion process. Scandinavian Journal of Statistics, 47(2), pp.279-346.

[3] Amorino, C. and Gloter, A., 2021. Invariant density adaptive estimation for ergodic
jump—diffusion processes over anisotropic classes. Journal of Statistical Planning and In-
ference, 213, pp.106-129.

[4] Amorino, C. and Gloter, A., 2020. Unbiased truncated quadratic variation for volatility
estimation in jump diffusion processes. Stochastic Processes and their Applications, 130(10),
pp-H888-5939.

[5] Ait-Sahalia, Y., Cacho-Diaz J. and Roger J.A. (2015) Modeling financial contagion using
mutually exciting jump processes. Journal of Financial Economics. 117(3) 585 - 606.

[6] Bacry, E., Delattre, S., Hoffmann, M., Muzy, J.-F. (2013). Some limit theorems for hawkes
processes and application to financial statistics. Stochastic Processes and their Applications
123, 2475-2499.

[7] Bacry, E., Mastromatteo I. and Muzy J.F. (2015) Hawkes processes in finance. Market Mi-
crostructure and Liquidity. (1) 1550005.

[8] M. T. Barlow and M. Yor. Semimartingale inequalities via the Garsia-Rodemich-Rumsey
lemma, and applications to local times. J. Funct. Anal., 49(2):198-229, 1982.

[9] Birgé, L. and Massart, P. (1998) Minimum contrast estimators on sieves: exponential bounds
and rates of convergence. Bernoulli , 4 (3) pp. 329-375.

[10] Brémaud, P. Massoulié, L. (1996). Stability of nonlinear hawkes processes. The Annals of
Probability pp. 1563-1588.

[11] Clinet S. and Yoshida N. (2017) Statistical inference for ergodic point processes and ap-
plication to limit order book. Stochastic Processes and their Applications, 127(6):1800 —
1839.

[12] Comte, F., Genon-Catalot, V. and Rozenholc, Y., 2007. Penalized nonparametric mean
square estimation of the coefficients of diffusion processes. Bernoulli, 13(2), pp.514-543.

o1



[13] Comte, F. and Genon-Catalot, V. 2020 Nonparametric drift estimation for iid paths of
stochastic differential equations. The Annals of Statistics, 48 (6), pp. 3336-3365

[14] Comte, F. and Marie, N. (2020) On a Nadaraya-Watson Estimator with Two Bandwidths.
Preprint HAL hal-02457079.

[15] Comte, F. and Merlevede, F. (2002) Adaptive estimation of the stationary density of discrete
and continuous time mixing processes. ESAIM Probab. Statist., 6 pp. 211-238 (electronic).
New directions in time series analysis (Luminy, 2001).

[16] Daley, D. J. Vere-Jones, D. (2007). An introduction to the theory of point processes: volume
II: general theory and structure. Springer Science and Business Media.

[17] Delattre, S., Fournier, N., Hoffmann, M. (2016). Hawkes processes on large networks. The
Annals of Applied Probability 26, 216-261.

[18] DeVore, R. and Lorentz G. (1993). Constructive approximation. Springer Science & Busi-
ness Media.

[19] Dion, C., Lemler, S. (2019). Nonparametric drift estimation for diffusions with jumps driven
by a Hawkes process. Statistical Inference for Stochastic Processes, 1-27.

[20] Dion, C., Lemler, S., Locherbach, E. (2019). Exponential ergodicity for diffusions with
jumps driven by a Hawkes process. arXiv preprint arXiv:1904.06051.

[21] Doukhan, P. (2012). Mixing: properties and examples (Vol. 85). Springer Science and Busi-
ness Media.

[22] Embrechts, P., Liniger, T. and Lu Lin. (2011) Multivariate hawkes processes: an application
to financial data. Journal of Applied Probability. 48(A) 367-378.

[23] Genon-Catalot, V., Jeantheau, T., and Larédo, C. (2000). Stochastic volatility models as
hidden Markov models and statistical applications. Bernoulli, 1051-1079.

[24] E. Gobet. (2002). Lan property for ergodic diffusions with discrete observations. Ann. Inst.
H. Poincaré Probab. Statist., 38(5), 711-737.

[25] Goldenshluger, A. & Lepski., O. (2011). Bandwidth selection in kernel density estima-
tion: oracle inequalities and adaptive minimax optimality. The Annals of Statistics, 39(3)
1608-1632.

[26] Gomez-Valle, L. and Martinez-Rodriguez, J. (2016). Estimation of risk-neutral processes
in single-factor jump-diffusion interest rate models. Journal of Computational and Applied
Mathematics. 291, 48-57

[27] Hoffmann, M. (1999). Adaptive estimation in diffusion processes. Stochastic processes and
their Applications, 79(1), 135-163.

[28] Jacod, J., Todorov, V. (2009). Testing for common arrivals of jumps for discretely observed
multidimensional processes. The Annals of Statistics, 37(4), 1792-1838.

[29] Jacod, J., Protter, P. (2011). Discretization of processes (Vol. 67). Springer Science and
Business Media.

[30] Krell, N., Schmisser, E. (2019). Nonparametric estimation of jump rates for a specific class
of Piecewise Deterministic Markov Processes. arXiv preprint arXiv:1901.10166.

52



[31] Lacour, C., Massart, P. and Rivoirard, V. (2017). Estimator Selection: a New Method with
Applications to Kernel Density Estimation. Sankhya A 79, 298-335.

[32] Le Gall, J. (2010). Calcul stochastique et processus de markov. Notes de cours .

[33] Mancini, C., and Reno, R. (2011). Threshold estimation of Markov models with jumps and
interest rate modeling. Journal of Econometrics, 160(1), 77-92.

[34] Neumann, M. H. and Rei8, M. (2009). Nonparametric estimation for Lévy processes from
low-frequency observations. Bernoulli, 15(1), 223-248.

[35] Schmisser, E. (2012). Nonparametric estimation of the diffusion coefficient from noisy data.
Statistical inference for stochastic processes, 15(3), 193-223.

[36] Schmisser, E. (2019). Nonparametric estimation of the diffusion coefficients of a diffusion
with jumps. Stochastic Processes and their Applications, 129(12), 5364-5405.

[37] Strauch, C. (2018). Adaptive invariant density estimation for ergodic diffusions over
anisotropic classes. The Annals of Statistics, 46(6B), 3451-3480.

[38] Viennet, G. (1997). Inequalities for absolutely regular sequences: application to density
estimation. Probability theory and related fields, 107(4), 467-492.

93



