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ABSTRACT

Graph neural network (GNN) is an advanced machine learning
model, which has been recently applied to encode Ethernet config-
urations as graphs and predict their feasibility in terms of meeting
deadlines constraints. Ensembles of GNN models have proven to be
robust to changes in the topology and traffic patterns with respect
to the training set. However, the moderate prediction accuracy of
the model, 79.3% at the lowest, hinders the application of GNN to
real-world problems.

This study proposes improvements to the base GNN model in
the construction of the training set and the structure of the model
itself. We first introduce new training sets that are more diverse in
terms of topologies and traffic patterns and focus on configurations
that are difficult to predict. We then enhance the GNN model with
more powerful activation functions, multiple channels and imple-
ment a technique called global pooling. The prediction accuracy of
ensemble of GNNs with a combination of the suggested improve-
ments increases significantly, up to 11.9% on the same 13 testing
sets. Importantly, these improvements increase only marginally
the time it takes to predict unseen configurations, i.e., the speedup
factor is still from 50 to 1125 compared to schedulability analysis,
which allows a far more extensive exploration of the design space.

KEYWORDS

Machine learning, Graph Neural Network, Schedulability analysis,
Design Space Exploration, Time-Sensitive Networking.
ACM Reference Format:

Tieu Long Mai and Nicolas Navet. 2021. Improvements to Deep-Learning-
based Feasibility Prediction of Switched Ethernet Network Configurations.

In 29th International Conference on Real-Time Networks and Systems (RINS’2021),

April 7-9, 2021, NANTES, France. ACM, New York, NY, USA, 11 pages.
https://doi.org/10.1145/3453417.3453429

1 INTRODUCTION

Context. Ethernet is becoming the prominent wired high-speed
network technology, be it in the automotive, aerospace or industrial
domains. One of the reasons is that Ethernet has been constantly
evolving and adapting to successfully address the needs of the
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new systems being developed. In particular, the IEEE802.1 TSN TG
(Time Sensitive Networking Task Group), develops the technologies
to address QoS requirements pertaining to timing, reliability and
security. This work focuses on the basic timing requirement, which
is to ensure that communication latencies are below the deadlines
in any possible circumstances.

Deep learning in the design of critical systems. Two well identified
use-cases of deep-learning, and machine learning (ML) at large, in
the design of critical systems are 1) fast prediction techniques that
can replace, at the design-space-exploration stage of the design,
exact approaches, and 2) technology-agnostic configuration algo-
rithms, i.e. algorithms not relying on extensive domain knowledge.
This study proposes a contribution to the first use-case.

Previous works [18] have explored the use of Graph Neural
Network (or GNN for short, see [3]) to predict the feasibility of
priority-based TSN configurations. The interactions between flows,
links and queues at egress ports of the switches are embedded
into a graph neural network model. The GNN model is effectively
able to predict the feasibility of unseen TSN network configura-
tions and generalize to different topologies and traffic patterns. The
experimental evaluation on 13 independent sets of realistic auto-
motive TSN configurations clearly shows the advantage of GNN
over traditional ML algorithms: all sets achieve prediction accuracy
higher than 79% with a speedup factor above 70 times compared to
schedulability analysis.

Contributions of the paper. In this study, we improve upon [18] by
progressively introducing several enhancements. First, we build the
training set in such a way that, statistically, it contains more con-
figurations that are known hard to predict from prior experiments
in [18]. We also increase the size of the training set as classically
done to boost prediction accuracy, which comes with some draw-
backs discussed in the paper. We then improve the GNN model with
more expressive activation functions and a mechanism called global
pooling, and increase the size of the model e.g. with multiple chan-
nels, which leads to better performance. Importantly, the execution
overhead of these enhancements is modest since the speedup factor
remains from 50 to 1125 times compared to network-calculus based
schedulability analysis.

Organization of the paper. The remainder of this paper is or-
ganised as follows. Section 2 presents the TSN network model. In
Section 3, we describe the base GNN model that will serve as a basis
for comparison with the successive models. In Section 4, we intro-
duce an improved GNN model, that is trained with an enhanced
training set and that embeds advanced ML techniques. In Section 5,
we explore the interest of expanding the GNN model. The advan-
tages and drawbacks of a larger training set are also discussed in
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Table 1: Characteristics of the four types of streams used in [18] to create the TSN networks belonging to the training set.
Frame sizes indicated here are data payload only. Each stream possesses one to three receivers. In this study, we re-use these
characteristics for the training in Experiment 0. In later experiments, more diversity is introduced in the training sets: propor-
tions are random in range 20% to 40%, size frame is chosen with a granularity of 1 byte and deadlines are chosen in a broader
range (from 40% to 100% of periods). The traffic patterns in the testing sets is specific to each case-study and remains the same

as in [18].

Command & Control

from 50 to 150 byte frames, with a step of 10 bytes
periods: one frame each [10,20]ms

deadlines constraints: 20ms

proportion: 20/100

Audio Streams

from 300 to 500 byte frames, with a step of 100 bytes
periods: one frame each 1ms

deadlines equal to 90% of periods

proportion: 20/100

Video Streams

either 1000 or 1500 byte frames with burst size in [15, 30]
period: one frame every 30ms

deadlines equal to 90% of periods

proportion: 30/100

Best effort Streams

from 100 to 1500 byte frames, with a step of 100 bytes
period randomly chosen in [100, 200, 250, 500, 750, 1000]ms
deadlines equal to 90% of periods

proportion: 30/100

this section. Relevant studies about the use of machine learning in
real-time systems and Ethernet networks are presented in Section 6.
Finally, Section 7 summarizes the main findings of the study and
highlights a number of possible research directions.

2 SYSTEM MODEL

We consider switched Ethernet networks comprising switches, full-
duplex links and end-nodes. The networks support unicast and
multicast communications. In the following, the term traffic flow
and traffic stream refer to a sequence of frames sent from one sender
to one or several receivers (i.e., unicast or multicast flows).

2.1 Assumptions on the network

In this study, a number of assumptions about the networks are
made:

e The routing in the network is static, as it is the norm in
critical systems.

e There is no transmission errors and buffer overflows that
would lead to packet losses.

e Streams are either periodic, sporadic or sporadic with bursts
(e.g., video streams from cameras).

e An upper bound on the packet switching delay is known. It
is set to 1.3us in the experiments, which is in line with [28].

o The maximum size of frames belonging to a stream is known,
as required by the schedulability analysis.

e The network topology and links’ speed have been decided
before the communication needs are entirely known, as it is
typically the case in the aerospace and automotive domains.

2.2 Feasibility of TSN configurations

A configuration is a TSN network whose parameters have been all
set. A configuration is feasible if all timing constraints on the flows
are met, which are assumed here to be deadline constraints.

The configuration problem in TSN networks involves two main
sub-problems: 1) priority assignment: grouping streams into traffic
classes and setting the relative priorities of the classes, and, beyond
the priorities of the streams, 2) optionally selecting additional QoS
mechanisms: Frame Preemption [14], shaping with the Credit-Based
Shaper (CBS [12]), time-triggered transmission using the Time-
Aware Shaper (TAS [13]), etc.

This work focuses on priority assignment, which is the funda-
mental QoS mechanism. The Optimal Priority Assignment (OPA)
algorithm for mono-processor system [2] has been proven to be
optimal for many scheduling problems [5, 6]. Although OPA has
not been shown to be optimal with the network calculus-based
Worst-Case Traversal Time (WCTT) used in this study, preliminary
experiments suggest that it is still very effective. In the experiments,
to derive the feasible priority assignment of TSN configurations,
we rely on a variant of OPA called "Concise Priorities" !, available
in the RTaW-Pegase software [1].

2.3 Network Topology

The base experimental setup, denoted "experiment 0" in the follow-
ing (see 3.3), uses the same patterns for topology and traffic as used
in [18] for building the training set of the GNN model:
e Star topology: each network has a central switch and two to
five switches connected to the central switch.
e Each switch is connected to two to five end-nodes.

I"Concise Priorities" differs from OPA only in how unfeasible configurations are
handled, which is not relevant in the context of this work.
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o The speed of each link is either 100 or 1000Mbit/s.

o The characteristics of the traffic for the base training set are
shown in Table 1. This is a typical simplified automotive
traffic as used in [4, 21, 23, 26].

To allow for comparison, we re-use the exact same testing sets as
in [18] but the training sets may differ in terms of traffic character-
istics and shape of the topology. These differences are highlighted
where appropriate.

3 SUMMARY OF GRAPH NEURAL NETWORK

This section summarizes the graph neural network (GNN) model
for TSN proposed in [18] that is the base model in our study. Over
the successive experiments, we introduce several improvements to
the model but the encoding of TSN configurations and the learning
process remain identical.

3.1 The GNN model

Encoding of TSN configurations. The GNN model considers a TSN
configuration as structured data comprised of physical and logical
components that affect the feasibility. These are the flows, links and
egress queues in the switches, which are connected by the topology
and routing. A configuration is encoded as a graph made up of
nodes and connections between them. To each node in the graph is
associated a vector called the embedding that captures some if its
characteristics, while the whole graph is characterized by a global
attribute, which is a vector of the same size as the embeddings. The
initialization of embeddings is as follows:

e Each traffic flow, be it unicast or multicast, is encoded by
one node with the initial embedding capturing the packet
payload size, burstiness, transmission period, and deadline.

o the two directions in a bi-directional link between a switch
and an end-node are represented by two separate nodes
whose initial embeddings are the link speed.

o Any waiting queue at an egress port of a switch corresponds
to a node with the initial embedding set of 0 to indicate that
it is empty when generating the configuration.

o The initial values of the global attribute is set to 0.

An example of TSN configuration is shown in Figure 1(a) and the
graph that encodes this configuration is in Figure 1(b). A connection
matrix contains the connections, i.e., non-directed edges between
nodes, in the graph. The matrix is initialized with 0s, while the
elements set to 1 indicate the existence of connections between
a queue and a link, a queue and a flow, and a link and a flow. As
a special case, to know the direction of a flow, the flow and the
link connected to the flow’s source end-node is marked by the
value 2 in the matrix. It is worth noting that the values in the
connection matrix are permanent for a TSN configuration, while
the embeddings of nodes and the global attribute are updated during
the learning process described in the following.

GNN model structure. The inputs of the GNN model are the em-
beddings initialized with the raw features of the topology and traffic,
and the output is a prediction about the feasibility of the configura-
tion. The GNN model is depicted in Figure 2(a) as a collection of
consecutive layers. Each layer in the base model is comprised of

a channel, which has two neural networks (NNs). The first NN f,
takes the embeddings and the global attribute from the previous
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layer and updates the embeddings with a learning algorithm. The
second NN f;, uses the aggregation (i.e. the mean is used as in [3])
of all embeddings (a single vector) as input and produces the global
attribute of that layer.

It has to be noted that for each layer, there is only one neural net-
work f, that processes each embedding independently. The global
attribute of the last layer is then taken as input by another neural
network fp,eq that predicts the feasibility of the configuration. The
output of this final neural network is the prediction expressed in
terms of a probability.

(a) A topology with 3 end-nodes and 2 switches. lfll denotes the link from switch S1
to end-node E1.

flLE1>S1>E2

S1>S2>E3
f2:E2>S1>E1
f3:E3>S2>S12EL—

1->E2
- Ielﬂ
/ -

[

R

(b) Adding three flows f1 and f3 (multicast), and f2 (unicast). Yellow is used for
links, blue for queues and green for flows.

Figure 1: Encoding a TSN configuration as a graph.

The base GNN model depicted in Figure 2(a) was first proposed
in [18]. It features three layers each with a single channel. The four
neural networks involved (one for each layer and a final one for
the actual feasibility prediction) share the same structure: they are
fully-connected feed-forward networks and possess three layers 2.

The learning algorithm. The GNN is trained with a set of TSN
configurations with labels, i.e., the feasibility of the configurations.
At each layer in the GNN model, the embedding of each node in
the graph is updated with the information aggregated (i.e., the sum)
from the other connected nodes and the global attribute provided
by the previous layer. The neural networks in the GNN model will
synthesize features that consider the interferences between flows,
the expected delays on links and queues, and the interactions be-
tween flows, links and queues. After each mini-batch of 32 training
21t should be noted that the term layer has two distinct meanings depending on the

context: layers in the GNN model, which are consecutive blocks of the model, and
layers in a neural network.
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Figure 2: Improvement of the base GNN model (a): global pooling layer (b), and multiple channels (c).

samples, all neural networks in the base model are updated to min-
imize the difference between predictions and true labels. As it has
been shown effective to enhance the robustness of the prediction
in [18], the final prediction is obtained from an ensemble of 32 GNN
models trained individually.

3.2 Training and testing sets

The base training set contains 10000 TSN configurations with ran-
dom star-shaped topologies, while the traffic is generated with the
patterns in Table 1. All training configurations are labeled by the
feasibility derived from a network-calculus based schedulability
analysis, which is considered as 100% accurate.

There are overall 13 testing sets re-used from [18] for the sake of
comparison. Three sets contain configurations with random topolo-
gies and 10 sets with specific topologies. The random topologies are
star-shaped while the others are either ring, backbone or "dumbell”
topologies. The non-random topologies come from studies with
automotive OEMs: Renault topology in [25], FACE topology from
Renault group as well in [26], Volvo topology in [21] and a early

prototype TSN network from Daimler [24]. Finally, some topolo-
gies are modified, yet realistic, versions of the OEMs’ topologies. It
should be noted that all training and testing sets do not contain any
overloaded configurations, i.e., configurations that have at least one
link whose load is larger than 1. Overloaded configurations have
been discarded since they are with certainty non-feasible.

The goal of having multiple test sets is to check whether the
GNN model is able to generalize to a wide range of topologies
and traffic, i.e., that it is able to predict the feasibility of unseen
configurations significantly different from the ones in the training
set. Further information about the testing sets can be found in [18].

3.3 Experiment 0: The base GNN model

The first experimental setup considered, Experiment 0, is very sim-
ilar to the one in [18]. The GNN model has 3 layers with single-
channel and the length of the embedding vector is 16, as it was
shown to best value during the development of the model [18].
The identity neuron activation function is used. We introduce two
changes compared to [18]. First, the maximum number of nodes in
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Figure 3: Experiment 1 (E11) and Experiment 2 (E21) use two
different training sets that are not star topologies, unlike the
training set of the base model. This leads to an improvement
of the performance in some testing sets but is detrimental in
star topologies (i.e. test sets #1 to #5).

the graph is reduced from 500 to 350 to decrease the training time
and allow for an efficient parallelisation given memory constraints
on GPUs. All in all, less than <1% of the training samples with more
than 350 nodes are discarded. Second, we train the models over
20 epochs and all training samples are used at each epoch unlike
in [18] where random sampling is used.

4 IMPROVING THE TRAINING SET AND THE
GNN MODEL

In this section, we try to enhance the overall performance with
incremental changes in the training set and the model. These new
experiments are motivated by insights gained into the training data
and recent advances in the field of deep-learning.

4.1 Experiments 1 and 2: Improving the
training set

The experiments in [18] show that the GNN model has a low predic-
tion accuracy on several testing sets with non star-shaped network
topologies presumably because all samples in the training set were
star-shaped. Therefore, to introduce more diversity, this experiment
denoted as experiment 1, or E11 for short (meaning experiment 1 -
step 1), introduces two changes in the training set: the topologies
are totally random in terms of shapes, and the packet payload sizes
and deadline constraints are chosen at random in a broad range
(see Table 1).

We also observe that the wrong predictions of the GNN model
mostly happen on a certain range of traffic intensity. Typically,
when the load is such that above 40% of the configurations are
overloaded (i.e., the load of one link is above 1), the configurations
are almost all non-feasible, which the GNN model is able to pre-
dict correctly. On the other hand, when no randomly generated
configurations are overloaded, the problem is easier as well for the
GNN as, by far, most configurations will be feasible. Therefore, we
introduce in Experiment 21 (E21) a focused training set that is based
on the random data set in E11 but focuses on the region between 0
and 40% of overloaded configurations. Precisely, two third of the
training samples are taken at random in this interval.
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The GNN model in E11 and E21 has the same hyper-parameter
setup as the base GNN model. The results are shown in Figure 3. In
the figure, the red curve with dots is the base model, the blue curve
with triangles is the result of E11, and the green line with diamonds
is the result of E21. Compared to the base model with star-based
topology, the training set with random topology (E11) improves the
prediction accuracy in some testing sets that are not star-shaped
(#6, #9 and #11). With the focused training set (E21), the prediction
accuracy is better than with the random data set (E11) in general.
However, the focused training set lower the performance of the
GNN model in many testing sets made up of star-shaped networks.

Since the star and focused training set have advantages and
drawbacks, we use both in the next experiments.

4.2 Experiments 3, 4 and 5: Improving the GNN
models

Experiment 3: Using a more expressive neuron activation function.

Although the identity activation function facilitates the training
of the GNN model, it hinders the learning of complex non-linear

relationships in the graph. In experiment 3 comprising E31 and
E32, we use a more expressive neuron activation function for all
the neural networks. In the development of the model, we have
tested several non-linear activation functions namely sigmoid, tanh,
Exponential Linear Unit (ELU), and Scaled Exponential Linear Unit
(SELU). The sigmoid and tanh functions do not allow the training
to converge, while the SELU function shows a performance that is
similar to the ELU function. In all following experiments, we use
the simpler ELU activation functions.
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Figure 4: Experiment 3 (E31 and E32) evaluates the influence
of using ELU activation function. E31 is the base model but
using ELU. E32 is equivalent to E31 but trained with the fo-
cused training set. E21 (focused training set, not using ELU)
is shown for comparison purpose. E31 and E32 outperform
the models without ELU except on test cases #6, #9 and #11.

The experimental results are shown in Figure 4. The red curve
with dots is the base model (identity function and star topology
training set). The orange curve with diamonds (E31) is the base
model that uses ELU activation function. The blue curve with trian-
gles (E21) and green line with squares (E32) show the results of the
model trained on the focused training set but respectively using
identity and ELU activation functions. Overall, the models using
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Table 2: Summary of all experimental conditions. 19! and 49! mean global pooling at the last layer and resp. 1 and 4 channels.
Exp. and Abbr. resp. mean Experiment and Abbreviation. Imp. and Ext. resp. mean Improved and Expanded model. Abbre-
viations E31 and E32 correspond to Experiment 3 at step 1 and step 2. This naming convention is also applied to the other

experiments.
‘ GNN model ‘ Training
Exp. A Acti- # chan- Emb. . # - Traini
Xp bbr. # nodes c.tl # layers chan fnb # iters sam: raining
vation nels size ples set
Exp.0 | Base | 350 identity 3 1 16 | 20 10000  Star-shaped
Exp. 1 ‘ E11 ‘ - - - - - ‘ - - Random
Exp. 2 ‘ E21 ‘ - - - - - ‘ - - Focused
E31 - ELU - - - - - Star-shaped
Exp.3 E32 - ELU - - - - - Focused
E41 - - - 19! - - - Star-shaped
Exp. 4
P E42 - - - 19! - - - Focused
E51 - - - 49! - - - Star-shaped
Exp. 5 E52 - - - 49! - - - Focused
Imp. 350 ELU 3 19! 16 20 10000 focused
E61 - - - - - 50 - focused
E62 - - 5 - - 20 - -
Exp. 6 E63 - - 3 - 32 - - -
E64 - - 3 - 32 50 - -
Ext. 350 ELU 3 19! 32 50 10000 Focused
Exp. 7 E71 - - - - 16 20 20000 -
P E72 - - = - 32 50 - -

ELU provide a clear boost in prediction accuracy. Nonetheless, the
ELU activation function is detrimental on testing set #9 and #11.

This experiment also shows the benefit of the focused training
set as E32 outperforms or matches E31 on all test cases.

Experiment 4: Using neural network with global pooling. The GNN
model, shown in Figure 2(a), learns the relationships between the
components of the graph and aggregates them into a global attribute.
This vector, whose size must be equal to the size of the embeddings,
is provided as input to a neural network that predicts the feasibility
of the configuration. This raises the question of whether the final
neural network is essential or whether it could be replaced by a
global pooling layer, a technique commonly used in Convolutional
Neural Networks (CNN), as shown in Figure 2(b). Here average
pooling is used, which means taking the average of the global
attribute vector. There are two global attributes generated by two
channels of the third layer, which are two independent sets of neural
networks sharing the same input from the previous layer. The global
average pooling layer provides two values corresponding to the
prediction of feasible and non-feasible probability. It should be
noted that the GNN model does not decide which value is feasible
and non-feasible probability, it only tries to predict the true label
provided in a predefined order [feasible, non-feasible].

The experimental results of using global pooling are shown in

Figure 5, with a comparison to Experiment 3. The red curve with
dots (E31) and orange curve with diamonds (E41) are the GNN

model trained with the star topology, respectively without and
with the global pooling layer. The blue curve with triangles (E32)
and green curve with squares (E42) are the GNN model trained with
the focused training set, while only E42 uses the global pooling
layer. The results with the global pooling layer almost overlap the
results without using it, which suggests that removing the final
neural network and replacing it with the global pooling layer does
not affect the performance of the model overall. In the rest of the
experiments we will always use global pooling as it reduces the
overall complexity of the GNN model’s structure by removing the
final neural network used for prediction, therefore facilitating the
development and maintenance of the model.

Experiment 5: Using multiple channels. In this experiment, we
exploit the same approach as in the previous experiments by intro-
ducing multiple channels but this time at the two first layers of the
GNN model. For each layer, the number of channels is increased
from one to four, as illustrated in Figure 2(c). The purpose is to
answer the question of whether with multiple channels, the GNN
model would be able to explore the graph with more perspectives.
As in Experiment 4, each channel in a layer is an independent set
of neural networks: one neural network f;, to update embeddings
of nodes in the graphs, and one neural network f;, to update the
global attribute. All channels in the same layer share the same input
provided by the previous layer.
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Figure 6: Experiment 5 evaluates the influence of using mul-
tiple channels at the first two layers of the GNN model as
done for E51 (star topology training set) and E52 (focused
training set). E41 and E42 that use a single channel and the
same two different training sets are shown for comparison.
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Figure 5: Experiment 4 evaluates the influence of using a
global pooling layer, as implemented in E41 trained with
star topologies and E42 trained with the focused training set.
E31 and E32 from Experiment 3 are shown for comparison
purpose. The use of global pooling does not lead to signif-
icant changes in accuracy but simplifies the GNN model’s
structure as the final neural network is suppressed.

The experimental results are shown in Figure 6. The red curve
with dots (E41) is the GNN model trained with the star topologies
and using a single channel, while the orange curve with diamonds
(E51) is identical to E41 but with multiple channels. The blue curve
with triangles (E42) and the green curve with squares (E52) are the
results with the focused training set, respectively without and with
multiple channels. The use of multiple channels does not lead to
noticeable improvements, on the contrary a slight loss in accuracy
is usually observed, while it requires additional training time. In
the following experiments, all GNN models have a single channel
at their first two layers.

In summary of this Section, Experiments 3 and 4 have shown
the positive effect of the ELU activation function and the global
pooling layer on the GNN model, resp. in terms of accuracy and
reduced complexity. On the other hand, the approach with multiple
channels does not bring benefits as observed in Experiment 5. In
all these experiments, the GNN model trained with the focused
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training set outperforms the model trained with star topologies
only. As a result, we define an improved model that includes ELU
activation, global pooling, and is trained with the focused training
set.

5 EXPANDING THE GNN MODEL AND THE
TRAINING SET

The improved model, as derived in Section 4 does not increase
the size of the GNN model, on the contrary since the final neural
network has been suppressed. This section explores the possibility
of improving the prediction accuracy with a larger GNN model and
a larger training set.

5.1 Experiment 6: Expanding the GNN model

Based on the improved model, Experiment 6 progressively intro-
duces modifications to the GNN model and the training step:
e E61 increases the number of training epochs from 20 to 50.
e E62 increases the number of layers in the GNN model from
3to 5.
e E63 expands the size of the embeddings from 16 to 32 to
allow the neural network to capture more information.
e E64 combines the expansion in size of the embeddings and
an increase in the number of training epochs.

The results are shown in Figure 7. An increase in the number
of training iterations (E61) from 20 to 50 yields a positive impact
on the overall performance. In contrast, adding more layers in the
GNN model (E62) is detrimental to the prediction accuracy®. An
increase of the embedding size from 16 to 32 (E63) also enhances the
generalization ability of the model. A combination of more training
iterations and larger embeddings (E64), i.e. what we will call the
expanded model in this following, brings the most benefits.

5.2 Experiment 7: Expanding the training set

We now explore the possibility to improve the performance by
enlarging the training set. The number of training samples in the
focused training set is increased from 10000 to 20000. The expanded
training set is used to train the improved GNN model and the ex-
panded GNN model separately. The questions we want to answer
is whether 1) the GNN model is able to take advantage of a larger
training set and, if yes, 2) whether the improvements to the GNN
model introduced in the previous section are actually needed with
the larger training set.

The results of the experiment are shown in Figure 8. In E71, the
improved model trained over the expanded training set (the orange
line with diamonds) yields an improvement in generalization ability:
indeed, there is no testing set that has a prediction accuracy lower
than 84.4%. This result is consistent with many other studies in the
field of machine learning, e.g. [10], that show the benefits of larger
training sets.

In E72, the expanded GNN model trained with 20000 samples
has a high prediction accuracy in all testing sets except testing set
#13 with Volvo topology. On the one hand, a combination of both
3The reason is that additional layers make a phenomenon called gradient vanishing
more severe here and training the GNN model becomes more difficult (it may take

much longer or even fail). A popular approach to mitigate this problem is the residual
network, which is out of the scope of this study.
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Table 3: Summary of the experimental results obtained with the different GNN models in terms of prediction accuracy ex-

pressed in %. Baseline is the feasibility ratio of the samples in the testing sets as derived by schedulability analysis.

Base GNN Improved | Expanded | Expansion of training set
Testing sets | Baseline GNN GNN Improved Expanded
model
model model model model
Testing set 1 57.9 86.9 91.0 92.3 91.4 92.6
Testing set 2 53.9 85.6 90.2 91.5 90.7 90.0
Testing set 3 47.5 90.0 94.3 95.4 93.3 94.6
Testing set 4 62.2 89.5 93.7 94.5 93.0 94.4
Testing set 5 73.3 87.2 91.7 91.0 90.5 89.0
Testing set 6 36.0 88.2 89.0 88.7 90.5 91.8
Testing set 7 51.4 82.5 92.6 93.6 93.4 94.5
Testing set 8 41.6 87.6 92.1 95.3 93.3 94.0
Testing set 9 22.7 79.5 81.9 81.1 84.4 87.1
Testing set 10 39.1 88.7 91.9 92.7 91.7 92.0
Testing set 11 22.0 82.3 83.8 83.9 86.0 88.1
Testing set 12 48.0 90.7 92.9 93.9 92.7 93.7
Testing set 13 57.8 89.4 89.4 ‘ 88.9 91.2 82.2
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Figure 7: Experiment 6 evaluates the influence of scaling up —_— ,
1 2 3 4 5 6 7 8 9 10 11 12 13

the size of the GNN model: increasing the number of train-
ing epochs from 20 to 50 (E61), increasing the number of lay-
ers in the GNN model from 3 to 5, E63 (E62), expanding the
size of the embeddings from 16 to 32 (E63) and combining
the expansion in the embeddings’ size and the increase in
the number of training epochs (E64).

a larger model and training set improves the generalization of the
expanded GNN model, as 12 testing sets out of 13 have a prediction
accuracy higher than 87.1%. On the other hand, the larger model
can learn more from a larger training set, which is a drawback to
testing set #13 as it has a very distinctive traffic pattern, namely
AVB-shaped streams, that does not appear in any sample of the
training set. Actually, the GNN model should be extended to capture
the characteristics of the streams in terms of whether they are AVB
streams or not. It is worth noting that except for the special case
of testing set #13, the expanded GNN model trained with more
training samples (i.e., E72) is better than trained with less training

samples (i.e., expanded model). Although E72 may be slightly less
accurate for some testing sets, it is more consistent in the sense

Testing set

Figure 8: Experiment 7 evaluates the influence of larger
training sets made up of 20000 samples instead of 10000,
which are used to train the improved GNN model (E71) and
the expanded GNN model (E72). A larger training set allows
both models to generalize significantly better (e.g., test sets
#9 and#11). The special case of test case #13 is discussed in
§5.3

5.3 Summary of the experimental results

Table 3 presents the prediction accuracy of the GNN models exper-
imented in this study. The baseline is the prediction accuracy of a
trivial model that invariably predicts feasible for all testing config-
urations. While the base GNN model has a prediction accuracy in
the range [79.5%, 90.7%], the improved and expanded GNN models
range between [84.4%, 93.3%] and [82.2%, 94.6%] respectively. The
improvement of the GNN models by comparison with the base
model is summarized in Figure 9.
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Figure 10: Test-case #13 (Volvo topology): Histogram of the
number of GNN models predicting feasible (among the 32
models in the ensemble of GNN models) for each of the 1000
test configurations. The bins 0 and 32 correspond to the case
where all GNNs in the ensemble return the same prediction.

It is noteworthy that although the GNN models are trained with
random topologies in the focused training set, they still improve
the prediction accuracy on the testing sets that have star topology,
i.e., testing set #1 to #5. There is a steep increase in the prediction
accuracy for testing set #7 (Renault topology) with more than 10%
improvement in all four models. In general, the prediction accuracy
of all testing sets increases considerably with the exception of
testing set #13.
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The more training data, the more a machine learning model will
learn about it and becomes specialized and efficient on data similar
to the one is the training set. The consequence is that on unseen
data very dissimilar to the training set an expressive model may be
outperformed by simpler models, models trained with less data or
models trained for a shorter duration. The decrease in the prediction
accuracy of testing set #13 suggests to us that this phenomenon
may be happening.
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Figure 9: Variations in prediction accuracy (%) of the differ-
ent GNN models compared to the base model.

We further analyze the predictions for testing set #13 in Figure 9.
For each testing configuration, we count the number of GNN mod-
els that predict "feasible” among the ensemble of 32 models. Ideally,
when a configuration is feasible, the prediction of all 32 models
should be "feasible" and the bin 32 is incremented by one. We ob-
serve that the larger the model, the larger the training set, the more
spread the empirical distributions in Figure 9. This suggests that big-
ger models necessitate ensemble techniques because there is a high
risk that an individual model is wrong. It also suggests that larger
number of models in the ensemble could lead to better accuracy,
at the expense of execution times. An hybrid approach explored
in [16] for conventional ML algorithms is to rely on schedulability
analysis when the uncertainty is too high, which could be mea-
sured here by the proportion of GNN models returning conflicting
predictions.

5.4 Execution times of training and testing

All experiments in this study have been conducted on the High-
Performance Computing (HPC) cluster [30] of the University of
Luxembourg. The predictions are obtained with ensembles of 32
GNNg, trained in parallel on 32 GPUs (NVIDIA V100).

The training, evaluation and test configurations have been gen-
erated with a Java program using the library of the RTaW-Pegase

3.7.5 software [1] on Java JDK-13. The labels (i.e., the feasibility
of the configurations) have been derived with the version of the

OPA algorithm available in the Pegase library. RTaW-Pegase im-
plements a network-calculus based schedulability, which takes on
average 470ms for a 500-stream TSN configuration (see measure-
ments in [22]).

The execution time of the GNN models on a testing set with
1000 TSN configurations is shown in Table 4. The execution of a
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Table 4: Testing times of the GNN models by comparison with schedulability analysis. The first row gives the testing times (i.e.,
absolute values) of 1000 configurations on a single GPU, which is at most 32 seconds. It is important to note that the execution
time of schedulability analysis depends on the complexity of the configurations, while a GNN model predicts the feasibility
of any configuration in almost constant time. The speedup factor of the GNN models over schedulability analysis is given in
the first column of the second row. The first value is the smallest speedup factor, while the second value is the largest speedup
factor, as observed over the entire 13 testing sets. The rest of the cells shows the speedup factor with respect to the base GNN

model (i.e, value 1.0).

Schedula Base GNN Improved | Expanded ‘ Expanded training set
Testing time -bility GNN GNN Improved Expanded
. model
analysis model model model model
single GPU - 0m21s 0m24s 0m32s 0m24s 0m32s
Relative time 77/ 1715 1.0 1.14 1.52 1.14 1.52

GNN model does not depend on the size of the configurations, as
the maximum number of nodes in the graph is always assumed *.
The execution time needed to encode TSN configurations as graphs
is ignored since it is in the milliseconds order and since this step
can be executed in parallel.

The base GNN model performs the best in terms of testing time
with 0m21s for 1000 samples, but the more sophisticated GNN
models do not lead to a considerable increase in execution time in
absolute value (less than 11 seconds). An expansion of the GNN
model has a modest effect on the execution time while the improve-
ment on the prediction accuracy is significant as discussed in §5.2
and §5.1. Overall the speedup factor of using GNN models over
conventional schedulability analysis ranges from 50 to 1715.

6 RELATED WORKS

Machine learning for networking. Machine learning techniques [10,
11] have already been used in wide range of applications includ-
ing networking [31]. For instance, ML is used in [32] to create
application-specific variants of the TCP protocol, and in [27] to
improve the prediction of the TCP round-trip time. Deep learning
is utilized for dynamic packet routing in [19] and evolutionary
algorithms are used in [15] to balance workload on edge servers.

Recently, GNN has been shown to be a powerful tool to encode
graph-based relationships in networks. Important contributions in
that line of work have been done by Geyer et al., which for instance
use GNN to predict the throughput of TCP flows [7], and, in [9], to
create routing protocols used in network management. The GNN
model is also applied to Software-Defined Networking [29] and
to predict the interference between flows in Network Calculus
analysis [8].

ML for Ethernet TSN network design. Conventional ML algo-
rithms have been applied to predict whether a TSN configuration
is feasible [16, 17, 22]. Although these studies show positive results
for four distinct QoS mechanisms, they have an important limita-
tion: prediction in only efficient on the specific topologies used for
the training. These conventional ML algorithms do not generalize
well beyond the training set.

A recent work [18] uses GNN to encode TSN networks as graphs.
This GNN model, which is referred to as the base model in this paper,

10

4 As classically done in neural networks, zero-padding is used for empty nodes.
can effectively predict the feasibility of a wide range of network

topologies that are not part of the training set. An ensemble of 32
GNN models has been shown effective at reducing the risk of wrong
predictions. This paper is a follow-up work of [18] that explores
the possibility of improving the prediction accuracy with better
training sets and more sophisticated GNN models.

7 CONCLUSION AND FUTURE WORK

This study is a contribution towards making the graph neural net-
work model more practical for the verification of Ethernet TSN net-
works by improving its prediction accuracy. A practical advantage
of deep learning is that the feature engineering step is automated
and no domain expertise is required. In that regard, the same model
could potentially be efficient in other areas of real-time computing.

In this paper we first introduce a new training set that goes
beyond star topologies with more diverse traffic patterns. Over
successive experiments, more advanced techniques have been in-
troduced: more powerful activation functions, multiple channels,
global pooling and increased embeddings’ size. A combination of
some of these techniques proves to have a strong positive effect on
the performance of GNN, with an accuracy higher than 90% on 10
out of 13 testing sets, and never less than 80%. The drawback is a
limited increase in the execution time of the prediction on unseen
configurations, while the structure and learning process of the GNN
remain identical. Recent studies [20, 33] suggest that some machine
learning techniques such as manual batch normalization and focal
loss can help with the calibration of deep learning models. Adapting
and integrating these potential improvements in the GNN model
for feasibility prediction is our ongoing work.

In our experiments, the use of ensemble GNN models provides a
speedup factor ranging from 50 to 1715 compared to schedulability
analysis. Such speed-up factors open new possibilities for design
space exploration like the development of "near-interactive" design
tools that would enable designers to observe in real-time the effects
of their choices. In design space exploration the risk of configura-
tions deemed feasible while they are not is avoided, as long as the
retained solutions, the ones presented to the designer, are verified
by conventional schedulability analysis.
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