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INTRODUCTION

"ilais dirigé ou non, et surtout dans le
second cas, l'espace lisse est occupé par
des €événements ou heccéités, beaucoup plus
que par des choses formées et percues.
C'est un espace d'affects, plus que de
propriétés. C'est une perception haptique,
plutdt qu'optigque. Alors que dans le
strié les formes organisent une matiére,
dans le lisse des matériaux signalent
des forces ou leur servent de'symptﬁmes.
C'est un espace' intensif, plutdt qu'ex-
tensif, de distances et non pas de mesu-
res. Spatium intense au lieu d'Extensio.
Corps sans organes, au lieu d'organisme
et d'organisation. La perception y est
faite de symptOmes et d'évaluations,
plutdt que de mesures et de propriétés.
C'est pourquoi ce qui occupe l'espace
lisse, ce sont les intensités, les vents
et les bruits, les forces et les qualités
tactiles et sonores, comme dans le dé-
sert, la steppe ou les glaces. Crague-
ment de la glace et chant des sables. Ce
gqui couvre au contraire l'espace strié
c'est le ciel comme mesure et les qua-
lités visuelles mesurables qui en décou-
lent."

G. Deleuze & F. Guattaril)

1) MILLE PLATEAUX, MINUIT, PARIS



Le développement et la généralisation des techniques de
modélisation de préférences, dans le cadre de la recherche
opérationnelle, ont été accbmpagnés d'une extension de leur
domaine d'application. Aux aspects techniques-et financiers
(monétaires) & caractére numérique, d'abord pris en compte,
sont venus s'ajouter nombre d'aspects qualitatifs, libérés
plus ou moins d'un support numériQue. La volonté d'accroitre
la réalité de 1l'aide & la décision, apportée par les modéles
de préférences, conduit en effet les praticiens de la re-
cherche opératidnnelle 4 intégrer dans leurs modélisations
des aspects qualitatifs et subjectifs, plus difficilement
"chiffrables", mais souvent plus adaptés & la réalité des
situations décisionnelles rencontrées. :

Cependant, le c0té opérationnel, que comporte nécessaire-
ment le travail d'aide & la décision, n'est pas facilement
conciliable avec l'absence de support numérique qui carac-
térise cette information qualitative; l'arbitraire attaché
au choix de la représentation numérique associée & 1'infor-
mation qualitative entralne une imprécision, un flou, un ar-
bitraire des résultats de 1'étude, évidemment dépendants de
ces choix.

La plupart des travaux théoriques consacrés & ce probléme
nous ont semblé avoir pour objet de vouloir réduire, par une
méthode ou une autre (comme 1'aide & la construction de fonc—
tion d'utilité), cet arbitraire, alors gque nous pensons que
celui-ci est obligatoirement 1ié & la nature qualitative de
1'information prise en compte. Ne pas accepter, sous la pres-—
sion d'un souci d'opérationnalité, 1l'indétermination de la
représentation numérique de l'information qualitative, nous
semble conduire & rejeter implicitement la nature précisé-
ment qualitative de cette information.

I1 fallait donc aborder le probldme sous une autre optique:
repenser le probldme de la modélisation des préférences dans
un cadre spécifiquement qualitatif, en se libérant des habi-
tudes, convictions et certitudes qu'apporte la prise en compte
d'une information dés le départ quantitative.



Comme il était impossible d'aborder ce probléme dans sa
généralité dans le cadre d'un travail de thése de 3e cycle,
nous avons limité notre réflexion & un cas tres particulier
et restreint, en espérant que d'un puits de dimensions
modestes, mais suffisamment profond puisse jaillir une eau
aussi, sinon plus fralche que d'une citerne spacieuse, mais
peu profonde. Encore fallait-il creuser au bon endroit. Or,
rendons ici homuage & la clairvoyance et la pertinence de
la réflexion de B. ROY. Sans le point de départ et les mul-
tiples indications et remarques qu'il nous a directement et
indirectement fournies, il nous elit été difficile de choisir
avec une précision suffisante le point d'appui de notre ré-
flexion. En effet, il nous semble indispensable, pour aborder
la discussion, de se placer dans le cadre d'une théorie gé-
nérale,afin de répérer et de "mesurer" les réductions et les
particularités introduites. Nous avons trouvé ce cadre dans
la théorie de 1l'aide & la décision introduite par B. ROY.

La plupart des termes que nous utiliserons pour désigner le
problime choisi et ses rapports avec un contexte général se-
ront empruntés & cette théorie.

En particulier, nous appellerons acteur la personne con-
frontée & un probléme de choix, qui demande & une personne,
1'homme d'étude, de l'aider & résoudre son probleme, c'est-
3-dire de l'aider dans son effort de comparer les différentes
solutions du probléme, appelées actions potentielles & la dé-

cision.
Ces actions potentielles sont caractérisées, on dira éva-—
luées, par un nuage de conséguences, qui seront le support

des préférences de 1l'acteur, traduisant les résultats de sa
comparaison de ces actions. Nous supposons, en effet, que
l'acteur congoit ses préférences d'une manidre essentiellement
pragmatique. Pour comparer deux actions potentielles, il ne
se base que sur les conséquences pratiques de ces actions.

Nous appelons domaine décisionnel la réalité concrdte par

rapport & laquelle les conséquences prennent une significa-



tion aux yeux de l'acteur. Le domaine décisionnel auquel nous

nous intéressons est celui des conséquences gualitatives,

qui se matérialisent dans des qualités sensibles pergues ou -
perceptibles par l'acteur organis€es sous la forme d'une
échelle de préférence qualitative.

Les conséquences qualitatives ont toutes pour caractéris-

tique le fait que l'acteur intervient personnellement comme

"juge" de 1'évaluation des actions sur la conséquence, en
ce sens qu'il évalue lui-méme d'une maniére qualitative les
actions sur ces conséqguences.

Pour illustrer ce que nous entendons par conséguences gua-
litatives, empruntons & B. ROYl) quelgues exemples de con-
séquences qui touchent personnellement l'acteur:

— 1'importance d'un gain, d'une perte;

— 1a durée vécue d'un laps de temps (temps d'attente, durée
d'un trajet, intervalle séparant deux événementS,eee);

- la pénibilité d'une activité (accomplissement d'un trajet,
exécution d'une tAche, ee.); '

— 1a satisfaction éprouvée dans certaines conditions (esthé-
tique d'un objet, prestige d'une situation, wiarn ) 5

- 1'intensité d'un dommage (bruit vécu, e..);

- la probabilité ou la vraisemblance d'un événement (succes,
accident, eee)e

Pour simplifier le probléme, nous supposerons que les ac-
tions potentielles envisagées ne sont évaluées que sur une
seule conséquence qualitative. Par contre, 1'évaluation des
actions conduira non pas & une qualité unique, mais plus gé-
néralement & plusieurs qualités différentes d'importance
variable. Nous dirons que chaque action potentielle est ca-
ractérisée par une évaluation distributionnelle gualitative.

Schématiquement le probléme retenu.s'énonce de la manikre

suivante:

1) B. ROY, L'Aide & la Décision - Critéres multiples et op-
timisation pour choisir, trier, ranger, lLivre en prepara-
tion, chap. 8.



dimension pragmatique

Comment un homme d'étude, voulant apporter une aide & la
décision & l'acteur, peut-il modéliser les préférences
pragmatiques de celui-ci relatives & un ensemble d'ac-
tions potentielles & la décision, caractérisées par des
évaluations distributionnelles sur une échelle de pré-

férence qualitative?

Fig. 1. Modélisation des préférences pragmatiques d'un acteur
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Sous cette formulation, la résolution du probléme de la
modélisation s'oriente suivant deux dimensions: une di-

mension pragmatigue gqui renvoie au but poursuivi- par la

modélisation et qui se concrétise dans deux choix: le choix
du domaine décisionnel (prise en compte d'une conséguence
qualitative) et le choix d'une description des préférences
(opérationnalité de 1l'aide & la décision); une dimension

sémantique qui renvoie aux liens instaurés par la modélisa-

tion entre les préférences pragmatiques de l'acteur et les
évaluations distributionnelles qualitatives.

Si du point de vue de la dimension pragmatique cette mo-
délisation des préférences ne pose guére des probldmes nou-
veaux, par contre, du fait du caractére qualitatif de la
conséquence prise en compte, une difficulté théorique ap-
paralt au niveau de la dimension sémantique. En effet, on
observe une interaction entre les préférences pragmatiques

et les évaluations attachées aux actions potentielles, en
ce sens que la reconnaissance des premigres dépend de la
reconnaissance des secondes, (ce qui paralt normal) et
inversément. Il n'y a pas indépendance "objective" entre

d'une part les évaluations et de l'autre les préférences
pragmatiques.

Pour apprécier 1l'impact de cette difficulté théorique sur
le probléme de la modélisation des préférences, nous nous
intéressons & un modéle bien connu et abondamment utilisé
en pratique: le modéle de la moyenne pondérée. Dans ce mo-

d¢le, on associe & chaque évaluation distributionnelle une
valeur numérique moyenne, calculée & l'aide d'une repré-
sentation numérique de 1l'échelle de préférence gualitative
en tenant compte, par 1l'intermédiaire d'une pondération,

de l'importance relative des éléments intervenant dans
1'évaluation. La comparaison des actions potentielles se

base ensuite sur la comparaison de ces valeurs moyennes.



Le modéle de la moyenne pondérée, du fait de sa simpli-
cité opérationnelle, constitue relativement & la dimension
pragmatique une réponse plus que satisfaisante au probléme
de la modélisation. Malheureusement, il n'en est pas de
méme en ce qui concerne la dimension sémantique. La grande
opérationnalité du moddle n'est qu'un corollaire de la quan-
tité d'informations préférentielles qu'il manipule, en ce
sens qu'il présuppose une échelle de préférence dont la
représentation numérique est déterminéde au choix de 1'ori-
gine et de 1l'unité prés. Cependant, l'interaction observée
entre les préférences pragmatiques et les évaluations distri-
butionnelles se traduit par sune indétermination plus grande
pesant sur le choix de la représentation numérique de
1'échelle de préférence qualitative. Nous voild confronté,
comme tant d'hommes d'étude avant nous, & ce probldme ap-
paremment irréductible : le moddle de la moyenne pondérée
requiert une échelle d'un type "cardinal", alors que 1l'in-
formation qualitative disponible ne donne lieu qu'd une
échelle du type "ordinal'.

I1 nous semblait cependant que cette opposition entre
échelle ordinale et échelle cardinale était trop absolue,
qu'elle ne traduisait pas adéquatement 1l'absence ou la pré-
sence d'une indépendance objective entre évaluations et
préférences. Pour appuyer cette thése, nous avons inclus
dans la modélisation,l'acteur en tant que sujet qui pergoit
1'échelle de préférence qualitative et les évaluations dis-
tributionnelles.

I1 nous fallait par conséquent étudier le caractére subjec-—
tif spécifique associé & la perception d'une conséquence
qualitative, et ceci nous l'avons entrepris en nous inspi-
rant des traveux de J. PIAGET au sujet des mécanismes per—

ceptifs.

Or, guiconque connalt les travaux de J. PIAGET se doutera

de la surprise que fut pour nous la découverte de sa théorie



de la connaissance et particulitrement de ses travaux sur
la gendse du nombre et de la mesure. Voild que nous trou-
vions développée, dans tous les détails, 1'étude du passage
progressif de la perception d'un ordre 4 la perception d'une
mesure. C'est dans ces travaux gue nous avons puisé les
idées qui nous ont permis d'élaborer une typologie des
échelles de préférence qﬁalitatives.

Bien plus, cette méthodologie, qui fait intervenir 1l'ac-
teur activement comme sujet dans la reconnaissance de
1'échelle, nous l'avons également appliquée a la perception
des évaluations distributionnelles. Ceci nous a permis
d'apprécier les difficultés auxquelles se heurte 1'appli-
cation du moddle de la moyenne pondérée dang notre case
Son inadaptation au probleme se révele toute relative; elle
ne se manifeste que par un exces de comparabilité, sans
déformer pour autant les préférences pragmatiques associées
4 1l'information qualitative réellement prise en compte.

Nous retrouvons ainsi un résultat semblable & ceux que l'on
trouve dans les travaux sur la dominance stochastiquee.

llais avant d;aller plus loin, laissons lé lecteur aborder
lui-méme le texte. Auparavant, nous voudrions pourtant
l'avertir de la "nature" du texte qu'il va découvrir. Apres
les réactions que nous ont communiquées les personnes aux-—
quelles nous avions montré le manuscript, cette interven-
tion nous semble utile pour éviter un malentendu au sujet
des références que nous faisons & telle ou telle discipline.

D'abord, ce texte n'est pas etA%eut pas étre un texte de
mathématiques appliquées. D'aucun diront qu'il est rempli
de formules et donc que c'est des mathématiques. Il n'en
est rien et cela principalement parce que l'auteur n'a
pas une formation de mathématicien. Le lecteur mathénaticien
n'aura pas long 2 s'en convaincre. Ce texte n'est pas non
plus un texte de psychologie cognitive et le lecteur spé-
cialiste des travaux de PIAGET ne tardera pas & le remarquer.

Enfin, ce texte n'est apparemment pas un texte de gestion,



puisqu'il y manque toute référence a la pratique gestion-
naire. C'est néanmoins au lecteur intéressé par des proble-
mes de gestion et par la pratique de 1l'aide 4 la décision,
gue nous voudrions nous adresser de préférence.

L'absence de références & la pratique de l'aide & la déci-
sion s'explique par notre situation matérielle qui nous
emp8cha de pratiquer conjointement une recherche théorique
et une recherche tournée vers des applications d'aide & la
décision. Ainsi, ce texte constitue-t-il le résultat d'ef-
forts volontairement concentrés sur des aspects théoriques.
Or, 1libérés des contraintes matérielles qu'impose la réali-
sation concrete d'une aide & la décision, nous avions le
loisir, avant de progresser dans notre recherche, de nous
initier, chaque fois que c'était nécessaire, aux domaines
auxquels nous renvoyait notre guestionnement théorique.
C'est pourguoi le texte a finalement pris la forme d'un
travail multidisciplinaire et interdisciplinaire, qui risque
de décevoir les spécialistes des différents domaines aux-
quels nous nous référons. Cependant, la multidisciplinarité
n'a pas entrainé un éparpillement du savoir, car la diversité
des domaines abordés est née de notre souci de ne négliger
aucune connaissance ou théorie pouvant apporter guelque
réponse au probléme fondamental qui nous a intéressé en
premier lieu et qui reste 1l'aide & la décision.
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CHAPITRE I

EVALUATIONS DISTRIBUTIONNELLES QUALITATIVES

ET OPERATION DE MOYENNE PONDEREE

"I1 nous faut peu de mots pour
exprimer l'essentiel, . il nous
faut tous les mots pour le rendre
réel."

P. Eluard

"NOMBRE. - L'ombre niée."

M. Leiris

Ce premier chapitre comporte trois sections. La pre-
mietre nous servira d'introduction formelle au probletme
de mod€lisation de préférences auguel nous nous intéres-—
sons. La seconde sera consacrée & 1'étude d'une premidtre
solution qui s'avérera cependant difficile & mettre en
oeuvre. Enfin, la troisitme section, consacrée & 1l'appro-
fondissement des difficultés auxquelles se heurte cette
premigére réponse, ouvrira le sujet vers le deuxitme et

troisitme chapitre.
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I.A. MODELE DE PREFERENCE SUR UN ENSEMBLE D'EVALUATIONS
DISTRIBUTIONNELLES QUALITATIVES

Nous nous proposons de réfléchir, dans un but d'aide
4 la décision, & la modélisation des préférences prag-
matiquesl) d'un acteur relativement & un ensemble A d'ac-
tions potentielles & la décision évaluées par des consé-
quences de nature qualitative, donc souvent complexes
et subjectives.

Afin de circonscrire le domaine de réflexion nous dé-
limiterons dans un premier temps le domaine décisionnel
sur lequel nous porterons notre attention. Ensuite nous
introduirons un langage préférentiel qui devra nous per-
mettre de décrire les préférences de l'acteur demandeur

de 1l'aide & la décision.

I.A.1. Le domaine décisionnel

Nous considérons un ensemble d'actions potentielles &
la décision évaluées par un ensemble de conséquences gqua-
litatives. Ces conséquences renvoient & 1l'existence sous-
jacente d'une dimension de préférence subjective. De plus
cet ensemble de conséquences sera suivi, pour toute ac-
tion potentielle, d'une modulation de 1l'importance rela-

tive de chague conséquence.

—— e e e e e e e e ————

Parmi la multitude de formes que peuvent revéetir les
conséquences des actions potentielles dans un probléme

de décision donné, nous nous intéressons & une catégorie

1) Nous employons ce terme pour désigner que les préféren—
ces visées ne sont basées que sur des conséquences pra-
tiques auxquelles conduisent les actions potentielles a
la décision.
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bien particuligére, qui est celle des conséquences dites
gualitatives.

Une conséquence qualitative se présente sous l'aspect
d'une gqualité qui, en suivant B. ROYl), est suffisamment
bien identifiée dans son contenu pour que l'acteur en
comprenne la signification et qui fasse 1l'objet d'une des-
cription assez précise de ce par quoi elle se manifeste
concreétement lorsque les actions potentielles sont mises
en exécution. Pour une action donnée, cette description
est appelée état de la conséquence gqualitative.

Une conséquence qualitative est une échelle de pré-

férence gualitative, si les états de cette conséquence

font apparaitre 1l'existence d'une dimension sousjacente,
révélatrice d'une préférence pragmatique de l'acteur.
Formellement, nous représentons 1'échelle qualitative

de la maniére suivante:

E =-{eo, €19 ceey € }

Les états qualitatifs €yr €11 sees € aussi appelés
échelons, peuvent etre rangés selon un ordre complet,
noté < , jouissant de la propriété suivante:

— étant données deux actions potentielles a et a', dont

la comparaison équivaut & celle des états e et e' de E,
l'acteur admet que a est équivalente & a' lorsque e et

e' désignent le méme état, et que a est préférée 3 a'
lorsque e vient aprés e' dans l'ordre < sur E.

| En guise d'exemple concret, citons une échelle quali-
tative qui, dans un contexte pédagogiquez) permet d'appré-
cier la qualité de 1l'interaction verbale enseignant/éleve
par rapport a l'acceptation des interactions verbales des

éleves par l'enseignant dans une classe traditionnelle.
p gn -

1) B. ROY: L'aide & la décision - Crittres multiples et op-
timisation pour choisir, trier, ranger, Livre en prépa-
ration, chapitre 8.

2) D'aprés les catégories de FLANDERS pour l'analyse des
interactions verbales en milieu scolaires: Doc. trave.
U.E.R. Sces de 1'Educat. Paris V, FW-Jc/78.1.
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e : pas d'interaction verbale (exposé de ses propres

° idées ou opinions ou celles d'une autorité, mais
non celles d'un éldve, cours ex cathedra);

e; ¢ donne des directives (commandements et ordres que
les éleves doivent exécuter);

e, ! questiomne (question sur le fond ou la méthode &
partir de ses idées dans 1l'intention d'obtenir
des réponses des éleves);

e, ¢ loue ou encourage (fait 1'éloge de 1l'éléve ou

. 1'encourage pour sa conduite);
e, : accepte et utilise les idées de 1'éléve (clarifie,

utilise ou développe 1'idée de 1'éleve).

"Quelle que soit la démarche suivie pour définir une
dimension, celle-ci ne sera réellement opérationnelle
que si l'impact des diverses actions potentielles sur
cette dimension peut 8tre localisé par un état ou un
groupe d'états permettant de comparer ces actions po-
tentielles." L

Pour ce faire 1'homme d'étude dispose d'une régle,
technique ou d'un procédé, appelé indicateur d'état ¥ .
5i 1'évaluation & laguelle conduit cet indicateur pour
toute action potentielle donnée est ponctuelle, c'est-a-
dire se réduit & un échelon unique de E, 1l'indicateur est
dit ponctuel. Dans le cas contraire 1'évaluation et 1'in-
dicateur seront appelés non ponctuels.

Tout au long de ce travail nous supposerons un indica-
teur d'état non ponctuel, l'indicateur ponctuel é&tant
considéré comme un cas particulier. En effet, il existe

nombre de contextes ol 1l'indicateur ponctuel ne parailt

1) B. ROY, op.cit. p.id., chapitre 8.



R

pas adéquat. Citons rapidement quelques-uns de ces con-—
textes:~'1) La définition de 1'échelle qualitative n'est
pas assez précise pour donner un contenu net et précis aux
échelons - il y a trop d'échelons par exemple — et de ce
fait ils se ¢hevauchent plus ou moins. Associer une qualité
unique & une action paralt dans ce cas arbitraire. - 2) Il
se peut d'autre part que 1l'évaluation fluctue ou soit
dispersée dans l'espace ou dans le temps. C'est le cas
dans l'exemple cité plus haut. Pour apprécier une heure
de classe sur 1l'échelle proposée, on doit noter toutes
les 3 secondes l'interaction verbale qui se passe dans la
classe eg 1'évaluation globale de 1l'heure est dispersée
sur approximativement 1200 observations. — 3) Il arrive aussi
que 1'évaluation soit liée & un contexte probabiliste: -soit
gu'un indicateur "stochastique" conduise & des résultats
plus ou moinsg probables, soit qu'un indicateur ponctuel
soit 1ié & différents événements eux-mémes plus ou moins
probables. - 4) Finalement il peut exister une divergence
quant aux résultats & retenir, comme dans le cas ou
plusieurs experts sont appelés & noter des actions po-—
tentielles.

Formellement l'indicateur d'état ¥ associe & toute

action a de A un sous—ensemble de E :
YaeA : ¥(a) CE .
Mais les échelons appartenant & ¥(a) ne se révelent
pas les uns aussl importants que les autres dans la com—
paraison avec une autre évaluation. Ainsi des probabili-
tés plus ou moins élevées sont—elles associées aux dif-
férents e € ¥(a) dans un contexte probabiliste. De méme
dans le cas de la disperson dans le temps de 1'évaluation,
un échelon peut.apparaltré plus souvent qu'un autre. . -
Pour modéliser cette information, c'est-a—dire 1'im—
portance relative de chaque e de X(a), nous utiliserons

un indicateur de modulation.
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Delale

Cet indicateur est une regle, un procédé ou une tech-

nique qui permet d'associer & chaque échelon de ¥ (a)

und poids 5a(e)€IB+ qui vérifie les propriétés sui-

vantes:

1) étant données deux actions potentielles a et a' €A,
telles qu'un méme échelon e apparalt dans ¥ (a) et
¥(a'), l'acteur admet, eu égard & cet échelon seu-
lement, que a est au moins aussi préférée que a'
lorsque Se) » S(e)

2) étant données deux actions a et a', telles que
¥Y(a)s e et ¥(a') > e' et e > e', 1l'acteur admet,
eu égard & ces échelons seulement, que a est pré-

( férée & a' lorsque é&e) > 5I(e7
L'évaluation non ponctuelle peut se résumer sous la

forme du couple indicateur 4'état-indicateur de modula-—

tion [ ¥(a), &(v¥e)]

Dela?2,

Nous appelons évaluation distributionnelle de l'action

a la fonction 4 : E—[0, 1] définie & partir du couple

[ X(a)’ 5(3@0)] de la maniére suivante:

$al

3 fie] = %_ 6 ee ¥(a) ;
2z e
e%&@) a( )

d, (e) =< 0 si e f Y(a).

On remafquera que :
Vae A : Z_ 3(e) = 1 .

E€eE
Pour toute action potentielle)la somme des poldes da(e)

YV ae A

associés & 1'évaluation ¥(z) est égale & 1l'unité.
Désignons par P 1'ensemble de toutes les évaluations
distributionnelles distincteg, envisageables sur E:
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Pou {a/ a-(3e), de), - Ae),

d(ej) =4 YVi-0,4 ... v Z ol(e)='l}.

(0]
Y

A

Le domaine décisionnel que nous considérons.dans ce

travail sera cet ensemble @3. Avant de passer au probléme

du choix d'un langage préférentiel, arrétons-nous un in-

stant & 1'ensemble P .

I.A.l.c. Structure de l'ensemble des évaluations distri-

—— e S o . e e B S S T S St S e B S e St o S S e e B e e e e B S S e, . S S S e e e G S G

Dans les. développements présentés dans cet ouvrage

nous supposerons que 9° comporte une structure
d'ensemble de mélanges, c'est-&-dire vérifie les quatre

propriétés structurelles suivantes:

\4 d,cl. e? .

1)

Mel. [ad + (1—«)c‘.']€ P pour tovt x€ (0,1) 3

Je

Tout mélange de deux évaluations distributionnelles
avec les proportions « et (1 - « ) est encore une

évaluation distributionnelle.

2. [wd + (2-%)d'] = [(24-x)d + xd ] pour tout

« € (0, 1); L'ordre dans lequel un mélange est en-
visagé n'intervient pas dans 1l'identification des

mélanges.

1.3, [«[pd+(2-p)d']+(1-x)d"] = [xpd + (4-wp)d']

pour tout x, e (0, 1);
Le mélange de deux évaluations distributionnelles

réalisé en deux étapes successives, revient & un
mélange réalisé en une seule étape avec les propor-

tions appropriées.

1) Cette formalisation de la structure de mélange s'inspire

de GOTTINGER, H.-W.: (1974), Grundlagen der Entschei-

dungstheorie, Ansitze und Kritik (Fondements de la

théorie de décision), Fischer Verlag, Stuttgart. On

trouvera une formalisation légeérement différente dans

%ISHBURN (1970), Utility theory for decision making,
iley.
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4.[0\0[.*(-1—’\7‘)&1 d pour X =0
[xd + (1-%)d'] o pour o« = 1;

Le mélange de deux évaluations distributionnelles

1]

avec les proportions 1 et O revient & envisager
1l'une ou l'autre des évaluations distributionnelles
intervenant dans le mélange.

Ces quatres propriétés conditionnent la structure d'en-

semble de mélanges de P . Il en découle une propriété

remarquable:

M.

5. Vde® et e (04); [xd +(1-x)d] =d ; 1)

Le mélange d'une évaluation distributionnelle avec
elle-méme selon les proportions x et (1 - X ) re-
vient & considérer encore cette méme évaluation
distributionnelle.

On remarquera gue la structure d'ensemble de mélanges

est "naturelle" dans un contexte probabiliste. En effet
si P est 1l'ensemble de toutes les distributions de pro-
babilités possibles sur E, alors P vérifie les propriétés

structurelles ci-dessus.

Par contre dans un contexte non probabiliste cette

"hypothése" peut ne pas &tre toujours vérifiée.z)NOuS

“négligerons dans le cadre de ce travail ce probleéme

et nous nous référerons a 1'ensemble

9>tout en le sup-—

posant muni de la structure d'ensemble de mélanges.

Un échelle de préférence qualitative et 1'ensemble 7°

des évaluations distributionnelles définies sur cette
échelle seront le domaine décisionnel que nous considére-

rons tout au long de ce travail.

1)

2)

Pour démontrer la propriété M.5.il suffit de prendre
=0 et d=d' dans l.3. On obtient Od + 14 qui est
identique & d d'apres l.4.

Dans ce cas, il serait intéressant de définir P comme
ensemble de mélange non pas & partir de ses propriéiés
structurelles, mais & partir des opérations (de mélange)
que 1l'on peut réaliser sur cet ensemble. Ainsi pourrait-
on introduire des liens plus ou moins étendus entre les
evaluations distributionnelles, depuis le cas ol toutes
les évaluations distributionnelles sont indépendantes
les unes des autres, c'est-a-dire 1l'acteur ne percoit au-
cun lien entre les différentes évaluations de ® , jusqu'au
cas ou toute évaluation apparait comme un mélange (résul-
tat d'une opération) particulier des évaluations ponc—
tuelles (voir chapitre II).
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I.A.2. Le langage préférentiel

Comme notre objectif est de modéliser les préférences
pragmatiques d'un acteur sur un ensemble P a'évaluations
distributionnelles qualitatives, nous devons choisir un
langage particulier que nous appellerons "préférentiel"
afin de formaliser ces préférences. Les éléments de ce
langage sont des signes aux%uels nous donnons le nom de

situationsApréférentielles1 :

Le choix du langage préférentiel s'oriente suivant
trois dimensions (voir schéma p. 49 ) intervenant dans
l'acte de modélisation: une dimension syntaxique qui
renvoie aux regles permettant de combiner entre elles
les situations préférentielles pour donner un systéme
relationnel de préférence52 une dimension sémantique

gqui prend en compte les liens entre les situations pré-
férentielles et les préférences pragmatiques de l'acteur,
et enfin, une dimension pragmatique qui renvoie au but

de la modélisation, c'est-a~dire & 1l'homme 4'étude qui
désire apporter une aide & la décision & 1l'acteur.

Ainsi, modéliser les préférences d'un acteur peut en-
core s'énoncer de la manitre suivante: interpréter séman-—
tiquement sous un aspect pragmatique (aide & la décision)
une structure syntaxique (préférentielle).

lalgré la simplicité formelle de ce propos, le choix
du langage préférentiel n'est pas aussi immédiat qu'il

3)

parait & premitre vue>’. En effet, il y a interaction

1) Terminologie empruntée & B. ROY,(op. cit., p.7%), chap.7.

2) Voir E. JACQUET-LAGREZE & B. ROY, "Aide & la décision
multi-critére et systémes relationnels de préférences",
Cah. du LALSADE, n° 34 (1980).

3) Pour s'en convaincre, il suffit de considérer la multi-
tude de systémes relationnels de préférence qui ont été
imaginés a ce jour. Voir notamment HUBER, 0. (1977), Zur
Logik multidimensionaler Priferenzen in der Entschei-
dungstheorie, DUNCKER & HUIBLOT, BERLIN, chap. 2. p.48-89.



dimension pragmatique

- 19 =

Fig. I.1l. Fonction modélisatrice du langage préféren—

tiel
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1) L'organisation de la fig. I.l. s'inspire des travaux
récents de GIGERENZER qui s'intéresse aux problémes de
mesurage et de modélisation en psychologie; voir GIGE-
RENZER, NMessung und Modellbildung in der Psychologie,
U.T.B. Reinhardt (1981) N° 1047.
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entre d'une part les situations préférentielles utilisées
ﬁour appréhender les préférences pragmatiques et de
1l'autre ces préférences pragmatiques, c'est-a-dire que
les préférences pragmatiques révélées durant le proces-—
sus d'aide & la décision permettront en retour & l'ac-
teur de prendre connaissance de ses préférences pragma-—
tiques. Autrement dit, si le langage est choisi pour mo-
déliser les préférences pragmatiques préexistantes de
l'acteur, celles-ci seront influencées en retour par le
langage préférentiel particulier utilisé.

Dans la modélisation, le langage n'assure pas seule-

ment une fonction instrumentale - permettre la descrip-

tion des préférences pragmatiques de l'acteur, mais aussi
. . .1 - . .

une fonction constitutive — il fait prendre connalssance

3 l'acteur de ses préférences pragmatiques.

C'est pourquoi, des considérations empiriques au su-
jet des préférences pragmatiques de l'acteur ne suffisent
4 elles seules pour fournir une justification théorigue
du choix d'un langage particulier. Il faut'y inclure le
but de la modélisation qui est 1'aide & la ddcision®’.

La modélisation des préférences de 1l'acteur doit par con-
séquent s'inscrire dans le cadre d'une théorie prescrip-
tive de 1l'aide & la décision. Dans ce cadre, la richesse
formelle d'un langage préférentiel constitue par rapport

4 son choix un argument de premiére importance, en ce sens
que du coté de l'homme d'étude elle se traduit par une
plus grande opérationnalité et du c0té de l'acteur, par
une plus grandé richesse dans 1l'expression de ses préfé-
rences pragmatiques concreétes.

s

1) Voir GIGERENZER, (op. cit., p.19 ) p. 24-28 et WHORF

?.L.,)Sprache, Denken, Wirklichkeit, Reinbeck, Rowohlt

1963 2 i :

2) Voir HORKANN, H. (1978), lieinen und Verstehen (Fon-
dements d'une sémantique psychologique), SUHRKAMP STWR

30.
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1)

de la théorie prescriptive de l'aide & la décision in-

Par conséquent, nous nous placerons dans le cadre
troduite par B« ROY et nous utiliserons en partie son

langage préférentielz).

Celui-ci propose quatre situations préférentielles
fondamentales incompatibles, & savoir 1l'indifférence,

3)

la préférence faible”’, la préférence stricte et 1'in-
)
bleau T.I.1l. (p. 22).

Nous n'aborderons pas dans ce travail, faute de temps

, dont les définitions figurent au ta-

et de place, une discussion qui nécessiterait la distinc-

tion entre les situations de préférence faible et stricte;

c'est pourquoi nous ne considérerons dans ce travail qu'une

seule situation de préférence (}) gqui sera le regroupement

de la préférence faible et de la préférence stricte.
D'autre part afin d'adapter ce langage & notre domai-
ne décisionnel qui est uni-dimensionnel, nous allons en
modifier la '"base" en distinguant deux formes distinctes
de la situation d'indifférence: une situation d'indif-

férence "orientée"B) (I+)fytune situation d'indifférence
"stricte" (I_).

D.I.3. Nous appelons indifférence orientée la situation

préférentielle dérivée de 1l'indifférence de la manitre

suivante:

Une discussion approfondie nous semble indispensable,
mais nous éloignerait trop de notre sujet.

Voir B. ROY, (op.cit.,p.42) chap. 7.

Pour une discussion approfondie voir B. ROY (op.cit.).
C'est surtout la prise en compte de l'incomparabilité
comme situation préférentielle & part entidre qui nous
semble la force de ce langage.

Nous employons cette expression en apparence paradoxale
pour distinguer par rapport & une évaluation distribu-
tionnelle les évaluations indifférentes & la premidre,
qui occupent la méme "place" sur la dimension préféren-
tielle de ees autres évaluations, toujours indifférentes
& la premidre qui s'éloignent dans une direction soit
"positive" soit "négative".



T. I.1. Situations préférentielles fondamentalesl)

Situation Définition Relation binaire
—— e
Elle correspond & l'existence de raisons pragmatiques claires I: relation sy-
Indifférence || qui justifient une équivalence entre deux évaluations dis- métrique, ré-
tributionnelles qualitatives flexive
Elle corréspond a l'existence de raisons pragmatiques claires | P: relation asy-
Préférence qui justifient une préfiérence significative en faveur de 1'une métrique (ir-
stricte (identifide) des deux évaluations distributionnelles quali- réflexive)
tatives |
Elle correspond & l'existence de raisons pragmatiques claires Q: relation asy-
qul infirment une préférence stricte en faveur de 1'une nétrique (ir-
Préféence (identifiée) des deux évaluations distributionnelles quali- réflexive)
faible tatives,mais ces raisons sont insuffisantes pour -en déduire
soit une préférence stricte en faveur de l'autre, soit une
indifférence entre ces évaluations
Incompatibi- Elle correspond & l'absence de raison pragmatiques claires R: relation sy-
1lité Justifiant 1l'une des trois situations précédentes

trique, irré-
flexive

1) Nous reprenons ce tableau,avec de 14
(ope.cite p. )y chap.7.

géres adaptations & notre domaine décisionnel de B. ROY
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V od, 4 € @

(a,1,3,) & (3,713) (34, P>
dy Td, et d)>»dy o 3 4/ e P> 4 »d

et dTdy) et (7 e P> iu&; et 4,11,))
et (F e P &y d, et T4, ).

L'évaluation d; est en situation d'indifférence orien-
tée avec 1'évaluation d, si et seulement si d, est indif-
férente & dy et s'il existe une évaluation d, indifféren-
te & d; qui est préférée & d, ou s'il existe une évalua-—
tion d;' indifférente & d, telle que da lui soit préférée.
D'autre part, il n'existe pas 4a'évaluation 4" , indif-
férente & d, telle que dy lui soit préférée et il n'exis-
te pas d'évaluation d} indifférente & d, et préférée & d, .

D.I.4. Nous appelons indifférence stricte la situation
préférentielle dérivée de 1'indifférence de la manitre

sulvante:

Vaa)&b E q): .
(cla- I= J‘b) <= (&&I J‘B) et [ (A&I J'/C):>
(4T a.)ou(d RA) v 4, ¢P] et

! ' ' C()
[( 4, T &) > (a,Td) ou(dRa) Ve eP]

L'évaluation d, est "strictement indifférente" %
1'évaluation d, si et seulement si dy est indifférente
& d, et, si d, est indifférente & une évaluation d. alors
d, est ou bien indifférente ou bien incomparable & Jx ;
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et si d, est indifférente & une évaluation &;,alors d, est

ou bien indifférente, ou bien incomparable & &L y quelles

que soient d_ et 4./ e ¥.

Nous supposerons que les autre situations d'indifféren-
ce stricte, d'indifférence orientée, de préférence et
d'incomparabilité suffisent pour exprimer toutes les for-
mes possibles des préférences pragmatiques d'un acteur
sur  que nous voulons modéliser dans ce travail.

H.I.l.l) Tout jugement préférentiel pragmatique d'un
acteur relativement & un ensemble ¥ d'évaluations dis-
tributionnelles qualitatives est modélisable soit par
une seule, soit par un regroupement de deux ou trois
des situations préférentielles incompatibles a'ingif-
férence stricte, d'indifférence orientée, de préférence
et d'incomparabilité.

Autrement dit, ces situation préférentielles qui sont
les signes "élémentaires" du langage préférentiel sont
en nombre suffisant pour d'un c0té nous permettre de mo-—
déliser les préférences pragmatiques de l'acteur, et de
1l'autre donner & ce dernier la possibilité de s'exprimer
"correctement" au sujet de ses préférences subjectives
pragmnatiques.

On remarquera que nous avons ainsi scindé la situation
d'indifférence fondamentale en une partie symétrigue - |
1'indifférence stricte, et une partie entisymétrigue -

1'indifférence orientée.
2% 0 | 9
Y &%,ALE 93:

1) (3, T &) e [(4 T 4,) o dy 1. 3y) ou(d,T,d,)]5

1) B. ROY introduit une hypothese analogue sous la forme
d'un axiome auquel il donne le nom d'axiome de compara-
bilité limitée afin de marquer qu'il integre dans son
langage 1'incomparabilité comme situation préférentielle
fondamentale intrinstque. Voir B.ROY (op.cit. p.72) chap.
7. et E. JACQUET-LAGREZE % B. ROY (op.cit. p.18). Notre

nypothdse est plus restrictive que celle de B. ROY,puis-'

que nous avons exclu les situations d'indifférence qui -+
ne sont pas sous la forme de I, ou I_ et que nous ne )
distinguons pas entre les préférences strictes et faibles.
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2) (4. I, 4,) > (& 7 da);

N (4 Foda)

W) (4, T4y o (I )

5) (4. L dy) |
Démonstration:

1) L'implication« de (1) est immédiate. Pour démontrer
1'implication inverse =, montrons que la négation de la

partie droite implique la négation de 1l'indifférence:

(d LA o (hEdJoul (d, T d,) et 3 d ¢ P> (4,T4,)9(H.1.1)

(dos de)ou (derdi)] oul (daTdy) et 3 d ePom (4, Td)s

(HoT.1.) Cdg > ol) ou () »d5) . Orsi( d, ¥, d,) et

(dy 7, da) et H.I.1., alors d, F dy -

2) L'antisymétrie de I+ découle de DeIl.3s;

3) L'irréflexivité découle de 1'incompatibilité des si-
tuation » et I, conséquence de H.I.l. et du point (1)
ci-dessus.

4) et 5) La symétrie et la réflexivité de I_ découlent
de D.I.4. @

Les situations préférentielles "élémentaires" de notre
langage sont donc au nombre de quatre: — 1'indifférence
stricte (I_), relation binaire réflexive et symétrique;

— 1'indifférence orientée (I+), relation binaire irréflexi—

ve et antisymétrique; - la préférence (y), relation binai-

re irréflexive et antisymétrique; — 1l'incomparabilité (R),

relation binaire irréflexive et symétrique.

Nous ne nous intéressons pas directement aux situations

élémentaires. Nous considérerons plutdt deux regroupements

1) Le losange indique la fin d'une démonstration.
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1)

particuliers que nous appelons "surclassement orienté"
et "surclassement orienté strict".
Le surclassement orienté (S,) regroupera sans distinc-
+ &

tion la préférence, 1'indifférence orientée et 1'indif-
férence stricte.
DOI.5.

Y. ‘;{'a) A‘b € GP:
(~ CJ‘& 51 &E) (S [(ola ’ d‘b) ou(&a I+ &b)w(&a,:[-ab)]'

La situation de surclassement orienté correspond ainsi
4 l'existence de raisons pragmatiques claires qui justi-
fient soit une préférence, soit une indifférence orientée
en faveur de l'une (identifide) des deux évaluations, soit
une indifférence stricte entre elles, sans qu'une sépara-
tion significative soit établie entre ces situations.

Le surclassement orienté strict (S+), par contre, ne
regroupe que la préférence et 1l'indifférence orientée:
D.I.6. .

14 a)&be?

=8

(d, S &) [(a,rd,) ou(daT, a))]-

La situation de surclassement orienté strict correspond
4 l'existence de raisons pragmatiques claires qui justi-
fient sans distinction soit une préférence, soit une in-
différence orientée en faveur de l'une (identifiéde) des
deux évaluations.

On remarquera que l'indifférence stricte et le sur-
classement orienté strict sont respectivement la partie
symétrique et la partie antisymétrique du surclassement

orienté.

1) Nous empruntons le terme de surclassement % B. ROY.
Cependant, pour marguer la différence entre notre lan-
gage préférentiel et celui de B. ROY, nous ajoutons
l'adjectif orienté.
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Palela
4 da,&be@:

1) (4, T.4,) o [ (a5 a) (4,5 3,)];

2) (4, S &) = [ (4, ¥, dy) et (4, £, d,)] -

Démonstration:

Cette proposition découle directement des définitions D.I.S.
et D.L.G. ¢

La connaissance du surclassement orienté détermine donc
entidrement la connaissance du surclassement orienté
strict et de 1l'indifférence stricte et inversément.

Ces trois situations plus 1l'incomparabilité seront
les éléments privilégiés du langage préférentiel & 1l'aide
duquelvnous modéliserons les préférences pragmatiques
d'un acteur relativement & un ensemble £ . (voir tableau
T.I1.2. 5.29) |

Cette modélisation se concrétise dans ce gque nous ap-

pellerons une "structure relationnelle de surclassement

- ,l
oriente" ‘.

D.I.7. Etant données quatre relations binaires, Sz, S, , I

+? 7=
et R définies sur un ensemble P a'évaluations distri-
butionnelles gqualitatives, nous dirons que ces rela-

tions donnent une structure relationnelle de surclas-

sement orienté sux‘ﬁ), gque nous noterons indifférem-—
ment (S+, B/®) ou (s, I_, R/¥), si
1) les relations S+, S,» I, R représentent les préfé-

rences pragmatiques de l'acteur sur ® en accord
avec les définitions de ces situations préférentielles;
2) elles sont exhaustives: pour une paire quelconque |
(d,, 4, ) d'évaluations de % , une au moins est vé-

rifiée;

1) B. ROY emploie & la place de structure le terme systéme.
Nous préférons employer le terme structure pour garder
le terme de systéme pour un emploi plus général.
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3) les relations S,.» I_, R sont mutuellement exclusi-
ves;pour une paire (d,, d4,) d'évaluations de P wune
au plus est vérifide;

4) la situation St est non vide sur ® .

Nous désignerons par systéme relationnel de surclasse-

ment orienté sur ¥ , 1l'ensemble des structures (S£,R/33)

auxquelles peut aboutir la modélisation des préférences
pragmatiques de l'acteur sur ® . Ainsi une structure
(S+, R/ ) correspond & une réalisation particulidre du
systéme relationnel de surclassement orienté.

A présent le propos de notre travail peut s'énoncer
de la maniére suivante: nous cherchons & caractériser par
une interprétation sémantique la structure (S+, R/ )
particulidre réalisée par le systime relationnel de sur-
classement orienté défini sur un ensemble P d'évaluations
distributionnelles qualitatives.



T. I. 2. Situations préférentielles modélisdes par un svstime relationnel de surclassement

(identifiée) ou/et un surclassement orienté en faveur de
1l'autre (identifide) de deux évaluations distributionnelles
qualitatives

orienté

Situation Définition Relation binaire
Surclassement | Elle correspond & 1l'existence de raisons pragmatiques claires S, ¢ d, @_dqcb
orienté qui justifient soit une préférence, soit une indifférence dy v dy) oo
strict orientée en faveur de 1l'une (identifide) des deux évaluations (d, I{(&)
Indifférence Elle correspond & l'existence de raisons claires qui justi- I_ : relation sy-
stricte fient une indifférence stricte entre deux évaluations dis- métrique, ré-

tributionnelles qualitatives flexive
Surclassement Elle correspond & l'existence de raisons pragmatiques claires S+ ,(435+.CV)@9
orienté qui justifient soit un surclassement orienté strict en fa- - (4.5 d.) ou

’ - . . ’ - 1 5

veur de l'une (identifiéde), soit une indifférence stricte (J%I‘ i)

entre deux évaluations distributionnelles qualitatives 1= TR
Incomparabi- Elle correspond & l'absence de raisons pragmatiques claires R : (daﬁ? Jb)<s>
1ité qui justifient un surclassement orienté en faveur de 1l'une

Cda Fu dy) et
(’45 ?; JB)-
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I. B. MODELISATION DES PREFERENCES PAR NOYENNE PONDEREE

L'aide & la décision ne s'arréte pas & la définition
du domaine décisionnel et au choix d'un langage pré-
férentiel. Encore devons-nous indiquer concretement les
situations préférentielles particulitres qui relient les
évaluations distributionnelles qualitatives, c'est-a-dire
rendre opérationnelle 1l'aide & la décision.

Ce pas est généralement réalisé & 1l'aide d'un modéle nu-
mériquel - un critére2 y qul assure ‘la correspondance entre
les préférences pragmatiques de l'acteur et le systeme
relationnel de surclassement orienté.

Or, nous nous intéresserons & un modéle numérique par-
ticulier,bien connu et abondamment utilisé: le moddle
de la moyenne pondérée. Ce modeéle associe, & partir d'une
représentation numérique de 1'échelle de préférence et
au moyen d'une opération de moyenne, une valeur numéri-
que & chaque évaluation sur laquelle s'appuiera le juge-
ment préférentiel.

Cette modélisation s'accompagne de deux interactions
qui prennent la forme de conditionnements réciproques
entre d'une part le moddle de la moyenne pondérée et
de l'autre le systéme relationnel de surclassement orien-—
té et le domaine décisionnel (voir fig.I.2. p. 31 ).

1) J. PIAGET a bien formulé cette qualité 1nstrumentale du
modele numerlque "Si 1l'on recourt au nombre, ce n est
pas en raison de quelqgue preguge accordant un primat &
la quantité, car celle-ci n'est qu'un rapport entre les
qualitatifs et quantiatifs de n'importe quelle structure
méme purement 1ogloue. La valeur instrumentale du nombre
provient du fait qu'il constitue une structure beaucoup
plus riche que celles des propriétés 1og1ques dont il
est composé: 1l'inclusion des classes, d'une part, qui
domine les systemes dé classification et de l'ordre,
d'autre part, qui caractérise les sériations. En tant
que synthtsec de 1l'inclusion et de 1l'ordre, le nombre pré-
sente donc une richesse et une mobilité qui rendent ses
structures partlcullerement utiles en toutes questions de
comparaisons, c'est-a-dire de correspondances et d'iso-
morphismes: d' ol la nécessité de la mesure." Epistémolo-
gie des Sciences de 1l'homme (1970) Idées Gallimard, p.68.

2) Voir B. ROY, (op.cit. p12), chap. 9.
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Nous étudierons en premier lieu l'interaction entre
le modéle de la somme pondérée et le systéme relationnel
de surclassement orienté. Ceci nous permettra de motiver
en partie le choix de notre langage préférentiel. Mais
nous pourrons également puiser dans la théorie de 1l'uti-
1ité espérée les conditions que doivent vérifier les pré-
férences pragmatiques, modélisées par le systéme relation-
nel de surclassement orienté, pour que l'emploi de 1l'opé-
ration de moyenne pondérée soit justifié.

Ensuite, nous aborderons 1l'interaction entre le modetle
de la moyenne pondérée et le domaine décisionnel; ceci
nous permettra de motiver le choix de la structure de
1'ensemble P et de souligner le conditionnement du choix
du modele par la représentation numérique de 1'échelle
de préférence.

I.B.1. Le modeéle de la moyenne pondérée

En basant la comparaison entre évaluations-distribution-—
nelles gualitatives sur les valeurs prises par une fonc-
tion numérique, nous faisons usage de ce que B. Roy ap-
pelle une fonction—critérel). Celle-ci est une fonction °
g: P — R qui appréhende une structure relationnelle de
surclassement orienté & travers la propriété suivante:

L'acteur ou l'homme d'étude, jugeant pour lui,reconnalt

1'existence d'un ax2 de signification sur lequel deux

évaluations distributionnelles d, d'c% peuvent etre
comparées et il accepte de modéliser cette comparaison
conformément &

(*) g(d) » g(a') & (a s+ a')

Autrement dit, d&s que la valeur g(d) attribude par

la fonction-criteére g & 1'évaluation d est supérieure ou

1) Voir B. ROY (op.cit. pA2), chap. 9.
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égale & la valeur g(d') attribuée & 1'évaluation 4', on
en conclut que d est en situation de surclassement orien-
té avec 4'.

Il s'ensuit ques:s

v 4 d e @

( 1 1,d) « q(a) - g(a) ;
( 45 &) o g(a) » q(d) .

Le choix d'une telle fonction-criteére g va de pair avec
une représentation numérique de 1'échelle de préférence
sousjacente & P . Cette représentation numérique - ou
codagel de 1'échelle - est réalisée & 1l'aide d'une fonc-
tion X : E —> R possédant la propriété suivante:

Y e,e' € E ( e > e') = X(e) > X(e').

La fonction-critére & laquelle nous nous intéressons
prend des lors la forme d'une moyenne pondérée de 1'éva-

luation distributionnelle sur 1'échelle codée:
V de®P : g(d) = (aox);gg[ d(e) - X(e)] -
e

Si 1'on interprete X comme une fonction d'utilité et
d comme une distribution de probabilité sur E, alors g(d)
apparaitjcomme une "utilité espérée". C'est en ce sens
que cette modélisation des préférences s'inscrit dans
le cadre de la théorie de 1'utilité espérée (Expected
Utility Theory) initiée par VON NEUMANN et MORGENSTERNZ
L'opération de moyenne appliquée & P en utilisant le
codage X de E conduit & un ensemble de valeurs réelles
que nous noterons g(@ZXl). Ces valeurs sont évidemment
ordonnées par la relation > sur IR. Ainsi, noterons-nous
( »/4¢(%x)) la restriction de la structure ordinale (> /R)
3 g(Fx). :

1) Voir B. ROY (id.)
2) VON NEUMANN et MORGENSTERN, (1947) Theory of Games and
Economie Behaviour Princ. Univ.Press, 2nd Ed.
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( 2/9(¥Y)) modélise & travers la propriété de la
fonction-critére g une structure relationnelle de sur-
classement orienté (S+, R/®) qui, & son tour, modélise
les préférences pragmatiques des acteurs (voir fig. I.2.
Ps 34 )5

La fonction modélisatrice de la moyenne pondérée s'ac-
compagne de deux interactions qui viennent s'ajouter &
celle constatée entre le systéme relationnel de surcitas-
sement orienté et les préférences pragmatiques de l'acteur:
une premiére interaction de nature '"syntaxique" entre le
- modéle de la moyenne pondérée et le systéme relationnel
de surclassement orienté, et une deuxidme de nature "sé-
mantique" reliant le modéle de la moyenne pondérée au
domaine décisionnel, support des préférences pragmatiques.

Etudions d'abord la premiére de ces interactions.

I.B.2. Interaction entre le modele de la moyenne pondérée

et le systeme relationnel de surclassement orienté

Cette interaction se réalise dans deux conditionnements

réciproques.

e e e e e e e e e . . ) e S e e B o e e e e . e S e S B B S et o S S S S e e S o S i . e e e

Nous avons remarqué plus haut que le choix du langage
préférentiel s'oriente en grande partie suivant la di-
mension pragmatique de la modélisation, c'est-a-dire d'apres
1'opérationnalité de 1l'aide & la décision. Il n'est donc
pas étonnant que le choix du critére, aspect essentiel
de cette opérationnalité, ait conditionné en partie le
langage préférentiel que nous avons choisi.

En effét, puisque nous avons choisi dans ce travail de

discuter du modéle de la moyenne pondérée — une fonction-
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criteére uni-dimensionnelle -, ce choix a conditionné

notre langage & travers 1l'hypothése implicite d'uni-di-
mensionalité des préférences pragmatiques que nous vou-
drions modéliser sur ® . En scindant 1'indifférence en
une situation d'indifférence stricte et une situation
d'indifférence orientée et en formalisant le systéme re-
lationnel particulier de surclassement orienté, nous avons
implicitement supposé que les préférences pragmatiques

de l'acteur surg)

soient modélisables par une fonction-
critére et s'organisent donc suivant un axe de signifi-

ca’cionl .

La validité du moddle de la moyenne pondérée dans
la modélisation des préférences pragmatiques de l'acteur
sur P repose sur la correspondance entre le systéme rela-
tionnel de surclassement orienté sur ® et la structure
ordinale ( /3(?{1)); c'est-a4-dire que la fonction-cri-
tére g doit 8tre un homo-morphisme de ¥ vers g( P, X )2).

Or, les conditions assurant cette correspondance, bien
connues en théorie de 1'utilité espéréeB)v sont au nombre
de trois:

1) Compléte comparabilité transitive

La situation de surclassement orienté doit étre un préordre
total surgaz toutes les évaluations distributionnelles
sont comparables entre elles.
2) Condition d'indépendance

vV 4, d' e P et «x € («D,4)
(d & a) & [«d+ (4-2a] 5 [ «d «(4-%a"]
v 4" € P

)

1) Voir la définition de la fonction-critére, p.32

2) Voir 1la relation (*) p.32

3) VOil)" FISHBURN (op.cit.,p.48 p. 108 et GOTTINGER (op.cit.,
P.16) p.32.
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Si 1'évaluation distributionnelle d se trouve en si-
tuation de surclassement orienté avec 1'évaluation 4',
leurs mélanges respectifs avec une troisitme évaluation
d" avec les proportions « et (1-x) n'altirent pas cette
situation préférentielle et réciproquement.

3) Condition archimédienne

v 4 4 d e @
[ a8 d) et (75 )] = 3 « pe(o4)
[o(ol+(4-vl)d'j S, d' et d' S+Ipi +(a-p)d") .

Si 1'évaluation d est en situation de surclassement
orienté strict avec 1'évaluation d' et celle-ci de méme
avec 1l'évaluation 4", alors il existe des proportions x
et (1-%) et des proportions ;3 et (1-p) telles que le
mélange xd + (4-%x)d" soit en situation de surclassement
orienté strict avec d' et d' soit en situation de surclas-
sement orienté avec le mélange Ad + (1-43 )d". Il ne doit
donc exister dans &% aucune évaluation rejetée ou préférée

b 1tinfigitl. | |

Si P admet une structure d'ensemble de mélanges et
que le systeme relationnel de surclassement orienté vé—
rifie ces conditions surgb, deux conséquences importantes
en découlent:

1) Unicité de 1'éguivalent ponctuel

Va4 4 ae? |
[(as, &), (ds @) a(asa)) » 4T

[ x d 4 (’?—K) J“:l pour un et un seul € [0,4] .

1) "It is called Archimedian because it corresponds to the
archimedian property of real numbers: for any positive
number x, no matter how small, and for any number y, no
matter how large, there exists an integer n such that
nx y. This simply means that any two positive numbers

are comparable, i.e. their ratio is not infinite. Another

way to say this, one which generalizes more readily to
qualitative structures, is that the set of integers n
for which y nx is a finite set." in Krantz, Luce, Sup-
~pes, Tversky: Foundations of measurement (1971) Acade-
mic Press, p.25.
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Si une évaluation d' est en termes préférentiels com-
prise entre deux €valuations 4 et 4", alors il existe
un et un seul mélange, selon les proportions x et (1—-K;,
de d& et d" qui soit strictement indifférent & celle-cil’.

L'importance de cette propriété apparalt pleinement
lorsque l'on considére les évaluations 4, d' et d" as-
sociant un poids de valeur unitaire respectivement aux
échelons e, e' et e" de E,tels que e>» e'> e". Dans ce
cas il existera un mélange unique de d et de d" avec les
proportions x et (1l-x) qui sera strictement indifférent
4 d'. On remarquera que cette propriété a dés lors d'im-
portantes conségquences sur les choix possibles de codage

de E 2).

2) Loi de substitution

Y cl)c'{’c@ et xﬁ(o)i)
( d I a') = [ = cl-i("-b()d"] I=[xd'+(4-o&)i"])

V d'e P

Si deux €évaluations d et 4' sont strictement indif-
férentes 1l'une & l'autre, leurs mélanges respectifs avec
une troisieme évaluation d" quelconque selon les propor-
tions ¥ et (1-o)y sont également strictement indifférents
entre eux3).

En d'autres termes, si d est strictement indifférente
3 d', on peut arbitrairement remplacer 4 par d' dans un
méme mélange avec une troisitme évaluation 4", sans pour
autant altérer une quelconque situation préférentielle.

Ainsi, 1l'emploi du modeéle de la moyenne pondérée se
justifie-t-il, si les préférences pragmatiques décrites
& 1'aidé du systeme relationnel de surclassement orienté
réalisent une structure (S+, R/9) qui vérifie les con-

ditions et propriétés ci-dessus.

1) La démonstration de cette propriété peut &tre lue dans
FISHBURN (op.cit., p.4é), p.112 ou GOTTINGER (op.cit., p.
46), p.40.

2; Voir I.B. 3«b.p.39

3) Voir FISHBURN (op.cite., p«¥), p.ll2,
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Formellement, ce résultat fondamental de la théorie

de 1'utilité espérée s'énonce ainsi:l)
Soit (S+, R/P) une structure relationnelle de surclas-
sement orienté définie sur 9, un ensemble d'évaluations
distributionnelles qualitatives muni de la structure
d'ensemble de mélanges; soit ( » /9(P X)) la structure
ordinale que réalise le moddle de la moyenne pondérée
sur P & partir du codage X de E. La structure (S+,R/%)
est homomorphe & la structure (2/3(93)1) ), si et seu-
lement si (S+, R/P) vérifie les conditions de compldte
comparabilité transitive, d'indépendance et archimé-
dienneg.

L'interaction entre le modtle de la moyenne pondérée et

le systéme relationnel de surclassement orienté se con-—

crétise donc d'un cdté par le choix du langage préféren-

tiel particulier qui aboutit au systéme relationnel "uni-

dimensionnel" et de l'autre par les conditions imposées

4 la structure relationnelle que réalise ce systeme.
Venons—-en maintenant & l'interaction entre le modeéle

de la moyenne pondérée et le domaine décisionnel.

I.B.3. Interaction entre le modeéle de la moyenne pondérée

et le domaine décisionnel

Cette interaction apparalt également sous la forme de

deux conditionnements réciproques:

" Nous avons plus haut caractérisé le domaine décision-
nel par l'ensemble gbdes évaluations distributionnelles

envisageables sur une échelle de préférence qualitative.

1) Voir FISHBURN (op.cit., p.§), p. 112-113.
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Or, en général, lorsque l'acteur prend en compte des

" conséquences qualitatives, le nombre des actions poten-

tielles & la décision est relativement limité; seul un
gsousensemble de g’vauiert une signification concreéte
réelle. Le choix d'étendre néanmoins le domaine déci-
sionnel & tout 1l'ensemble P est conditionné par notre
volonté d'utiliser 1l'opération de moyenne pondérée comme
fonction-critére.

C'est dans le méme but que nous avons muni 1'ensemble
% d'une structure d'ensemble de mélanges. Ce choix ne
va pas sans poser des problémes,car il se traduit par
des propriétés trés restrictives que doit vérifier 1'in-
dicateur de modulation. En fait, celui-ci doit donner
une,mesure’de 1l'importance relative de chaque échelon
intervenant dans 1'évaluation non ponctuelle. Il serait

~utile d'entreprendre une étude analogue & celle gue nous

proposons & propos de l'échelle gualitative au sujet de
cette hypothése d'ensemble de mélanges, mais le temps
pour ce faire nous a manqué dans le cadre de ce travaill .

Les conditions de compldte comparabilité transitive,
d'indépendance et archimédienne entrainent par 1'intermé-
diaire de la propriété de l'unicité de 1'équivalent ponc-
tuel un conditionnement du choix de la fonction-critére,
en ce sens que le codage X de E est déterminé & 1'unité
et & 1'origine pres.

En effet, comme corollaire au résultat fondamental de
la théorie de 1l'utilité espérée, nous obtenons le résul-

tat suivant2 :

1) Voir notre remarque au sujet de 1l'opération de mélange,

P4t ;
2) Voir FISHBURN (op.cit., p.16), p.107 (th. 8.2.)
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Si X' et X* sont deux codages distincts de E tels
que (S,, R/%P) est homomorphe & ( »,/7(9114)) et &
(>,/‘j(_?,12) ), alors i1 3 a et b tels que a € R et
be Ret YVee E: X'e) =a-X(e) + Db

Les codages X gque l'on peut associer & E sont donc
déterminéds & une transformation linéaire positive pres.

Pour illustrer ce résultat, remarquons que 9 contient
par définition les évaluations distributionnelles qui
associent un poids de valeur unitaire aux échelons de E.
lotons ces évaluations particulikres du,, Y eeE.

Toute évaluation distributionnelle peut, en vertu
des propriétés d'ensemble de mélanges dq@, étre exprimée
de la manidre suivante:

Vv 4 e¢e9P . aze}%E d(e) - dug
Le théoreme fondamental de la théorie de 1'utilité espé-
rée nous assure gu'il existe, dés lors que les trois
conditions requises sont vérifiées par (Si’ R/@), une
fonction u & valeurs réelles sur %P, telle que :
V d, d' ¢ P
(4) ( 385, 4) & uld) » ud)

et cette fonction u est linéairel). Donc, VY .d € P
u(c[ :u[zidedu]:?_‘.[d(eudu]
(4) 2 L9 du]| = 2 [ale) - u(de)
(due) est la valeur réelle attribuée par la fonction u
4 1'évaluation qui associe un poids de valeur unitaire

% 1'échelon e. Or d'aprds la définition de E°
V ee ¢ E : e > e (= du, S, clug,

u doit donc vérifier la structure (</E), c'est-a-dire
donne un codage de E. ’
Or, & cause de l'unicité de 1'équivalent ponctuel,u -

est déterminée & une transformation linéaire positive

1) Voir FISHBURN (op.cit., p.4§, p.ll2-113.
2) VOiI‘ I.Aoloa.;P_ﬂd
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présl), donc tout codage X. de E utilisé dans 1'opération

de moyenne pondérée doit 1l'@tre également.

I.B.4. Critique du modele de la moyenne pondérée

Nous voild arrivés au point faible du modele de la
moyenne pondérée. La puissance opérationnelle de ce mo-
dele n'est qu'un corollaire de la richesse des informa-
tions préférentielles supportées par le domaine décision-
nel.

En effet, la propriété de 1l'unicité de 1l'équivalent
ponctuel, & la base de la détermination du codage et de
ce fait & la base du modele de la moyenne pondérée sup-
pose de prime abord une compléte comparabilité des éva-
luations distributionnelles qualitatives; tout mélange
des évaluations "ponctuelles" due doit se charger assez
de signification concréte réelle aux yeux de l'acteur
pour qu'il puisse étendre ses jugements préférentiels 2
ces mélanges et déterminer ainsi le codage de 1'échelle
qualitative2 .

Cependant, la pratique nous enseigne que dans le cas
des conséquences qualitatives3), cette richesse n'est
généralement pas acquise, ce qui n'est qu'une autre
manieére de dire que le codage X que 1l'on doit associer
3 E ne peut €tre connu avec assez de précision pour dé-
terminer convenablement la fonction-critére g; ou encore

13 Voir FISHBURN (op.cite., p.#s, p.112-113.

2) Remarquons que la plupart des procédures de construc-—
.tion d'une fonction d'utilité dans le cadre de la théo-
rie de 1'utilité espérée sont basées sur cette proprié-
té et donc sur cette hypothése de complite comparabi-
1ité des évaluations distributionnelles.

3) Ni d'ailleurs dans les cas de conséquences apparemment

quantitatives, comme le montre les multiples critiques

adressées & la théorie de 1'utilité espérée. Voir notam-

ment KAHNEMAN & TVERSKY, Prospect theory: an analysis

of decision under risk, Econometrica, V. 47 (13979) N°

2, p. 263-291.



- 42 -

que la structure relationnelle de surclassement orienté
(S84, R/®) ne vérifie pas la condition de complite com-—
parabilité, c'est-i-dire que les jugements préférentiels
de l'acteur ne couvrent pas tout 1'ensemble P = .

La modélisation par moyenne pondérée risque ainsi -
de conduire % un artefact’’ du domaine décisionnel, en
ce sens que ce modeéle, par 1l'intermédiaire du systeme
relationnel de surclassement orienté et des préférences
pragmatiques modélisées conduit & définir sémantiquement
un domaine décisionnel différent de celui pragmatique-
ment pris en compte au départ (voir fig. I.3..P&3)

Autrement dit, pour utiliser le moddle de la moyenne

pondérée, nous devons supposer 1'échelle de préférence
connue avec une précision en fait incompatible avec son
caractére qualitatif.

Pour approfondir cette thése, nous proposoné de prendre
en compte dans la modélisation des préférences la pré-
cision avec laguelle 1l'acteur pergoit les conséquences

gqualitatives.

1) Nous nous écartons ainsi de la critique classique qui
porte plutdt sur la condition 4d'indépendance. (Voir
M. ALLATS & HAGEN, O (eds) Expected Utility Hypotheses
and the Allais Paradox, Reidel, Theory and Decision 21
1978, et KAHNEMANN & TVERSKY, Prospect Theory: An Analy-
sis of decision under Risk, Econometrica. V. 4 5 19T
N° 2, p.263-291). Nous voyons dans ces "incohérences"
des jugements préférentiels dmis par un acteur face &
des €valuations distributionnelles un indice certain
du fait que l'acteur ne connalt avec assez de précision
les évaluations en question pour reconnaitre des préfé-
rences stables et cohérentesavec le but de la modélisa-—
“tion.

2) Ce terme, utilisé dans le domaine de la biologie, dési-
gne 1l'altération des structures biologiques par suite de
la mise en oeuvre des techniques de préparation et a'ex—
périmentation., Voir GIGERENZER, (op.cit., p.49 ), p.102.
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T1.C. DANS L'OMBRE DU MODELE DE LA MOYENNE PONDEREE

Ta mise en évidence de 1l'artefact du domaine décision-
nel introduit par le modtle de la moyenne pondérée, a né-
cgssité le recours a la capacité cognitive de l'acteur
relativement & la conséquence qualitative.

Pour intégrer cet aspect dans la modélisation, nous
en élargirons le cadre par 1'introduction explicite de
1'acteur comme sujet qui percoit la conséquence quali-
tative.

L'étude de l'interaction ainsi introduite,entre d'une
part le domaine décisionnel et de l'autre les préférences
pragmatiques, nous permettra d'élucider les causes de

1tartefact.

‘I.C.1. La perception de la conséguence gualitative dans

1a modélisation des préférences

Rappelons la définition générale que propose B. ROY
du concept de conséguence élémentaire1 des actions po-

tentielles & la décisions:
"Une conséquence élémentaire est un effet, un aspect,
ou un attribut reconnu comme étant une conséquence
jouissant des deux propriétés suivantes:
1) elle est suffisamment bien identifiée dans son con-—
tenu pour que (1'acteur en comprenne) la signification;
2) elle est suffisamment bien pergue pour permettre une
description précise de ce par quoi elle se manifeste-
une fois l'action potentielle *ar mise & exécution; cette
description est appelée état de (la conséguence) pour

o

1) B. ROY (op.cit., p.12), chap. 8.
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Deux propridtés caractérisent une conséquence élémen-—
taire,dont 1l'une se rapporte & la signification de la
conséquence et & l'identification de son contenu par
rapport aux préférences pragmatiques de l'acteur, tandis
que l'autre se rapporte & la perception et & la descrip-
tion des états que peut prendre cette conséguence pour
les actions potentielles envisageables.

Cette définition de la conséquence fait donc explicite-
ment référence &4 la perception que doit avoir 1l'acteur
des états de celle-ci. ‘

Or, lorsque nous choisissons de prendre en compte une
conséquence de caracteére qualitatif, sous la forme d'une
échelle de préférence qualitative, nous introduisons im-
plicitement une hypotheése quant & la perception qu'a
l'acteur des états de cette conséquence, puisque le carac-
tere qualitatif de la conséquence ne découle précisément
gue de la nature de la perception des états correspondants.

Le choix du domaine décisionnel implique donc néces-—
sairement le choix d'une hypothese quant & la perception
des états de la conséquence gqualitative et nous devons
en tenir compte dans la modélisation des préférences.
L'introduction de cet élément dans le cadre de la mad é—
lisation se matérialise par son interaction avec d'une
part le domaine décisionnel et de l'autre les préférences
pragmatiques de 1'acteur(\%ir{ig.1.4,944) . .

Pour étudier ces interactions nous nous appuierons
sur les travaux de J. PIAGET dans le domaine de la psycho-

logie de 1la perception1 .

I.C.2. Interaction entre la perception de la conséguence

et le domaine décisionnel

Comme nous venons de le remarquer ci-dessus en choisis-—

1) J. PIAGET, Les lMécanismes perceptifs, P.U.F. 2e ed.l1l975.
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sant de modéliser les préférences pragmatiques de l'acteur
sur un ensemble a'évaluations distributionnelles quali-
tatives, nous conditionnons la perception de l'acteur
dans le fait qu'elle doit s'appliquer & une conséquence
de caractére qualitatif. Mais cette perception "qualita-
tive", en retour, conditionne la connaissance qu'a l'ac-
teur et partant 1'homme d'étude, de 1'échelle de préfé-—
rence sousjacente aux évaluations distributionnélles.
L'étude de cette interaction s'organise autour de
deux relations: une relation sujet-objet (acteur-consé-
quence) qui caractérise la perception des états de la
conséquence qualitative, et une relation forme-contenu
(conséquence qualitative-états qualitatifs) qui caracté-
rise la liaison entre la signification de la conséquence
et la description précise, concréte des états de celles-
ci. Ces deux relations ne sont pas indépendantes 1l'une
de l'autre; au contraire, la relation acteur-conséquence
conditionne en partie la relation conséquence-états et
cela particulidrement & cause du caracteére qualitatif

de la conséquence.

I.C.2.a. Relation acteur-conséguence gualitative

_____________________ e e e e e e e e e e —

La relation acteur-conséquence caractérise la percep-
tion qu'a l'acteur de la conséquence qu'il attache aux
actions potentielles,lorsque celles-ci sont mises &
exécution. Envisageons quelques propriétés remarquables
de cette relation dans le cas ou la conséquence prend un
caractére qualitatif:

1) La perception d'une conséquence qualitative est large-
ment basée sur l'imagination de ce par quoi cette con-

séquence se manifeste concretement. Elle est ainsi direc-
tement dépendante de 1'expérience subjective de l'acteur.
I1 y a dans la perception de la conséguence (objet) une
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plus ou moins large présence de l'acteur (sujet);

2) Cette présence du sujet dans la perception de la con-
séquence limite 1l'identification de celle-ci au champ
perceptif de l'acteur. En d'autres termes, la perception
s'inscrit dans un champ limité par les conditions de pro-
ximité et d'espace dans lesquelles se trouve 1'acteurl);
3) En outre, cette présencg du sujet dans la perception

entraine 1'individualité et donc 1'"incommunicabilité"

fondamentale de celle-ci (sauf en langage ou en image).
L'homme d'étude ne peut se substituer & l'acteur; il ne
peut & lui seul inférer les jugements préférentiels de
celui-ci, puisqu'il n'a pgs acceés aux expériences per-
sonnelles de 1l'acteur;

4) Finalement, la perception d'une conséguence qualita-
tive est "phénoméniste" en ce sens qu'elle tient & 1l'ap-

parence (phénoménale) de la conséquence. La perception
porte sur des états globaux, complexes et irréductibles
4 des composantes plus simples et plus objectives.

Ces propriétés de la relation acteur-conséquence qua—
litative se répercutent sur la relation forme-objet. Les
particularités de la perception,dues au caractére quali-
tatif de la conséquence, trouvent leur reflet dans des
particularités spécifiques au niveau de la relation:

identité de la conséquence-description des états.

e o . . e et S S . . . . e o . S S s e S S . o e S i e B B G e W, . . e e S e B G G W

—— . e . e e S

Ces particularités peuvent eétre saisies 3 travers les
propriétés suivantes:
1) La conséguence gualitative est une totalité d'un seul
tenant. Tout en recouvrant une réalité souvent complexe,

1) Ces conditions trouvent leur origine dans les positions
respectives gu'occupe l'acteur dans un processus de de-—
cision donné; ils peuvent de ce fait varier au cours du
processus, notamment quand une étude plus détaillée de
la conséguence est demandée. '
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elle ne peut ni tre décomposée en conséquences plus
simples, ni eétre recomposée & partir de conséguences plus
"élémentaires" et plus objectives1 ;

2) La conséquence qualitative est indissociable de ses

états et il n'y a pas d'abord identification de la con-
séquence et ensuite perception des états. Au contraire,
la conséquence et les états n'existent que l'une par les
autres. C'est pourquoi la définition précise et concreéte
des états d'une telle conséguence revét une importance
particulitre; l'identification et partant la significa-—
tion de la conséquence qualitative passent par cette des-
cription précise et concréte des états;

3) Les états d'une conséquence qualitativé ne s'imposent
pas comme des "conséguences" nécessaires (physiques ou
logiques) des actions potentielles mises & exécution.
Ils ne revétent aux yeux de l'acteur qu'un caractére
"prégnan "2). Cette prégnance de la conséquence qualita-
tive reléve d'une causalité recue subjectivement par
l'acteur. )

Ces quelques propriétés, qui caractérisent la rela-
tion sujet—objét et la relation forme-objet, c'estza-dire
l'interaction entre la perception de la conséquence qua-
litative et son identification, montrent la nature "sub-
jective" de la perception d'une telle conséquence. Or,
on doit s'attendre & ce que ces propriétés aient des re-
tombées sur l'interaction entre la perception de la con-

séquence et les préférence pragmatiques de l'acteur.

I.C.3. Interaction entre la perception de la conséguence

et les préférences de l'acteur

En effet, le contexte préférentiel sousjacent & la con-

séquence qualitative,au moment ou celle-ci acquiert le

1) Du moins dans la phase considérée de 1l'aide & la décision.

2) Pregnance "force et par suite stabilité et frequence
d'une organlsatlon psychologique privilégiée, parmi
toutes celles qui sont possibles." Guillaume in Voc.
psych. PIERON,
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caractére de dimension du probleéme de décision, déforme
la perception des états de celles-ci et inversément, le
caractére subjectif de la perception déforme les préfé-
rences pragmatiques de l'acteur.

En regle générale, la perception des états tres fa-
vorables ou trés défavorables subissent des déformations
systématiques. Prenons trois actions potentielles & la
décision a, a' et a" évaluées ponctuellement sur une
échelle qualitative par les états e, e' et e". Si a est

"nettement" préférée & a' et celle-ci, de méme, est "net-

tement" préférée & a'", alors 1l'état e' sera sousestimé

perceptivement s'il est mis en relation avec 1l'état e,
par contre il sera surestimé€ perceptivement s'il est mis
en relation avec 1'état e". Il en résulte donc, en re-
tour, un renforcement subjectif des préférences corres-
pondantes pergues entre a et a' et entre a' et a'".
D'autre part, dans la mesure ol la dimension renvoie
3 la présence d'un axe de signification sur lequel on
peut "aligner" mentalement les différents états d'une
conséquence qualitative, la perception de 1'échelle de
préférence s'accompagne d'une perception de "contrastes"

entre les échelons de celle-ci.

Or, en raison de cette déformation de la perception
des états qualitatifs, les contrastes entre ces états
ne peuvent &tre pergus d'une manitre' "additive". Les

contrastes importants au sens des préférences sont per-

ceptivement surestimés et les contrastes peu importants
au sens des préférences sont perceptivement sousestimés.
Ce biais dans la perception des contrastes renforce en

retour les préférences percues.

1) "Dés gu'on pose deux termes dans l'espace, on pose
leur intervalle, puisqu'il n'y aurait pas dualité
s'il n'y avait pas intervalle. De méme d&s qu'on pose
deux éléments qualitatifs on pose leur contraste."
Essai sur la connaissance approchée", G. BACHELARD
(p.39) Vrin (4e éd. 1973).

1)
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Nous touchons donc ici aux raisons profondes qui font
gu'en pratiqde l'acteur et 1l'homme d'étude ne peuvent
connaitre avec une précision suffisante 1'échelle de
préférence sousjacente aux évaluations distributionnelles
qualitatives pour utiliser le modeéle de la moyenne pon-
dérée. ’

I.C.4. Dépassement du moddle de la moyenne pondérée

L'artefact du domaine décisionnel introduit par le
modéle de moyenne pondérée se trouve ainsi élucidé par
les caractéristiques de la perception de la conséquence
qualitative (voir fig. I.5.p.52 ).

I1 semble & premitre vue que ce modtle soit inadapté
au probléme de la comparaison d'un ensemble d'évaluations
distributionnelles. En tout cas, l'indétermination du
codage d'une échelle qualitative paralt inévitablement
1ié & la nature qualitative de la conséquence. Ne pas
accepter cette indétermination reviendrait par conséquent
& refuser le caracteére précisément gualitatif aux con-
séquences prises en compte, donc & accepter l'artefact
du domaine décisionnel.

Cependant, l'attrait que semble exercer en général
la valeur moyenne sur les acteurs et les hommes d'études
nous semble provenir d'une adéguation relative ou par-
tielle du moddle de la moyenne pondérée au probleéme que
‘"NOUS Nous POSONSe

En effet, 1'étude plus approfondie de la perception
d'une conséguence gualitative nous conduira dans un
deuxigéme chapitre vers 1'élaboration d'une typologie des
échelles qualitatives. Par 1&,on montrera que cette per-—
ception, sans atteindre en général la précision requise

pour 1l'emploi de 1l'opérateur de moyenne, pourra eétre
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plus ou moins approximative. Entre la perception la plus
approximative ou subjective et la plus précise ou objec-
tive s'ouvre ainsi une suite de niveaux de précision in-
termédiaires. Nous pouvons donc apprécier,grace a cette
typologie,l'importance de l'artefact introduit par le
modéle de la moyenne pondérée au niveau du domaine dé-
cisionnel.

lais cette étude nous permettra en outre,dans un
troisiéme chapitre,d’appréhender l'artefact introduit
par cette méthode au niveau du systéme relationnel de
surclassement orienté. En effet, on pourra montrer que
chaque niveau particulier de perception de la conséquence
gualitative, loin de changer entidrement les préférences
pragmatiques,réintégrera Ies niveaux de précision anté-
rieurs. La perception, en devenant de plus en plus pré-
cise, ne fait que confirmer, & chaque niveau de préci-
sion, les situations préférentielles reconnues aux ni-
veaux précédentse.

Or, & travers la condition de compldte comparabilité,
le modéle de la somme pondérée spécifie une structure
relationnelle de surclassement orienté gqui donne un clas-
sement complet des évaluations distributionnelles. Ce
classement correspond précisément au cas ol la perception
de la conséguence atteint une précision extréme. Cepen-
dant, une partie de ce classement correspondra au niveau
de précision "réel" de la perceptionl).

L'inadaptation du moddle de la moyenne pondérée trouve

son origine dans l'exces de comparabilité qui découle

1) L'opQratlon de moyenne ne fait que confirmer en régle
générale les situations preferentlelles que les acteurs
per901vent 1ntu1t1vement comme évidentes. C'est pour-
quoi l'attrait qu'exerce l'opération de moyenne nous
semble entre autre provenir de cette validation de 1la
méthode par les cas évidents. Le modele confirme les
préférences évidentes, donc il doit aussi indiquer cor-
rectewent les situations preferentlelles plus diffi-
ciles & appréhender. Il acquiert ainsi une propriété
'divinatoire” qui expliquerait en partie la difficulté
a laquelle se heurte un homme d'étude qui veut remplacer
ce modele par une méthode pragmatiquement mieux adaptée
al probleme posé.



= B4 =

de la "fausse'" précision des résultats. On ne peut dis-
socier ceux qui découlent réellement des données quali-—
tatives de ceux qui découlent du codage trop précis

des données.

Autrement dit, le modéle de la moyenne pondérée se
révéle comme un instrument de mesure (une fonction-cri-
tére) trop précis pour traiter du probleéme posé. L'arte-
fact, introduit par son utilisation, se concrétise non
pas dans une déformation des résultats (une partie du
- classement spécifié par la structure relationnelle de
surclassement modélisée correspond réellement au domaine
décisionnel pris en compte), mais par 1l'arbitraire d'une
partie des résultats (la partie de la structure (St,R/gD)
qui dépend uniguement du choix du codage particulier de
1'échelle de préférence). A chaque niveau de 1l'indéter-
mination du codage de 1'échelle, dépendant de la préci-
sion de la perception de la conséguence qualitative, cor-
respond ainsi une partie de la structure relationnelle
de surclassement orienté modélisée par 1l'opération de
moyenne. |

La recherche de ces parties stables du systéme rela-—
tionnel de surclassement orienté par rapport & 1'indé-
termination du codage de 1'échelle, lorsque cette indé-
termination renvoie & certaines hypothéses‘concernant
la perception d'une conséquence qualitative, sera 1'ob-

jectif visé dans ce travail.
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Chapitre II

ELABORATION D'UNE TYPOLOGIE

DES ECHELLES QUALITATIVES

"Si (...) 1l'ordre apparalt quelque
part dans la qualité, pourquoi cher-
cherions-nous & passer par l'inter-
médiaire du nombre?"

Ge. Bachelardl)

"(...) connaitre consiste & construi
re ou a reconstruire 1l'objet de la
conséquence, de fagon a saisir le
mécanisme de cette construction."”

Je. Piaget2)

La critique du modtle de la moyenne pondérée a mis en
évidence un artefact au niveau de 1'échelle qualitative sous-—
jacente aux évaluations distributionnelles.

En effet, maintenir 1'hypothetse que le codage de 1'échelle
qualitative est défini & 1'unité et & 1l'origine pres, revient
élsupposer l'acteur doté d'une perception des conséquences
qualitatives tres performante, et cela en plus ou moins gran—
de contradiction avec le caractere précisément qualitatif
de 1'échelle.’)

Contrairement au modele de la somme pondérée, nous ne
poserons pas au départ 1l'hypotheése que l'acteur peut recon-
naitre tous les états d'une conséquence gualitative avec
une telle précision. Plutdt allons-nous envisager quelques
niveaux de précision de l'activité perceptive qui nous sem-
blent plus "réalistes" face & des conséquences qualitatives.

1) G. BACHELARD, Essais sur la connaissance approchee, (4e
éd. 1973). VRIN s 3.

2; (op.cit.) p 441,

3

La nultltude de procédures d'aide & la construction de fonc-

tions d'utilité "rationnelles" et précises, qui ont été éla-

borées dans le cadre de la théorie cla551que de décision,
afin d'augmenter la performance de l'activité perceptive
des acteurs, montre bien qu'il y a un certain "divorce"
entre une échelle essentiellement gqualitative et une acti-
vité perceptive treés performante. V.p.ex.: KEENEY & RAIFFA,
Decisions with Nultiple Objectives: Preferences and Value

Tradeoffs, chapitre 4. p.188-218.
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Ainsi 1'échelle qualitative présupposée par le modele
de la moyenne pondérée apparaltra-t-elle comme le terfne fi-
nal d'une suite d'éche‘lles qualitatives de plus en plus
élaborées et précises, et la détermination du codage con-
sacrera l'aboutissement d'une activité perceptive toujours

plus performante.
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II. A. Matérialisation de la Conséguence Qualitative & partir

de la Reconnaissance des Préférences Pragmatiques

"Le développement des percepfions témoigne de l'existence
d'une activité perceptive, source de décentrations & , de
transports (spatiaux et temporels), de comparaisons, de trans-
positions, d'anticipations et d'une manidre générale, d'ana-
lye de plus en plus mobile..." 2)

L'analyse piagétienne du développement des perceptions
s'applique tres exactement & 1'élaboration d'une typologie
des échelles qualitatives. Dans un processus de décision don-
né, l'acteur élabore sa structure préférentielle sur 1'ensem-
ble des actions potentielles & la décision & 1l'aide d'un ac-
tivité perceptive portée sur les conséquences de ces actions.
La perception des conséquences est donc directement lide & la
reconnaissances des préférences pragmatiques,l'une déterminant
l'autre et inversément (voir fig. I.4.) C'est pourquoi nous
pouvons dégager, des jugements préférentiels exprimés par l'ac-
teur, la perception qu'il se fait des conséquences des actions.

Ces jugements préférentiels s'avéreront plus ou moins élabo-
rés, c'est-a-dire plus ou moins complets et rationnelsB), car
l'activité perceptive peut @tre source d'une analyse plus ou

moins performante des conséquences des actions.

1) "...1l'activité perceptive se marque d'abord par l'intervention
de la decentration qui corrige les effets de la centration et
constitue ainsi une régulation des déformations perceptives.
Or, si élémentaires et dépendantes des fonctions sensori-motri-—
ces que demeurent ces décentrations et régulations, il est
clair qu'elles constituent toute une activité de comparaison
et de coordination s'apparentant & celle de 1l'intelligence:
regarder un objet est déji un acte, et selon qu'un jeune en-
fant 1a}sse son regard fixé sur le premier venu ou le dirige
de maniere & embrasser 1l'ensemble des rapports, on peut pres-
que juger de son niveau mental." J.PIAGET (1967), La Psycho-
logie de 1'Intelligence, A. Colin, p. 88.

J .PIAGET, id. p.92.

Comme la transitivité ou 1'intransitivité de 1'indifférence
par exemple.

wn
S~
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IT.A.1l. Assimilation et accomodation de l'action perceptive

Chaque reconnaissance d'une situation préférentielle requiert
de l'acteur ou de 1l'homme d'étude, jugeant pour lui,l'exécution
d'une action perceptive portée par les conséquences des actions
potentielles & la décision. Cette action n'est pas unique. Elle
est "toujours solidaire d'actions antérieures et cela de proche
en proche jusqu'aux réflexes de départ et aux montages hérédi-
taires. Toute action revient d'abord & assimiler 1l'objet  sur
lequel elle porte, & un schéme d'assimilation constitué par les
actions antérieures dans leur continuité avec l'acte actuel.l)
I1 existe ainsi un schéme de réunir, de séparer, etc., et l'ac-
tion est d'abord assimilation de 1l'objet & ces schémes."2 Si
l'action perceptive aboutit & la reconnaissance d'une situa-
tion préférentielle, comme la préférence stricte, ily a assi-
milation de cette action & l'ensemble des actions similaires
précédemment exécutées et qui avaient aussi conduit & la recon-

naissance d'une situation de préférence stricte.
",'action est donc nécessairement relative & un sujet agis-—

sant, comme la pensée & un sujet pensant. Mais d'autre part,
1'action est aussi relative & son objet, c'est-a-dire qu'en
chaque situation nouvelle, le scheme de l'action est dif-
férencié par 1l'objet auguel il s'applique, cette modification
pouvant etre momentanée et occasionnelle ou durable. Nous di-
sons ainsi que l'action est en second lieu, accomodation &
l'objet, c'est-a-dire relative & son objet et non seulement
au sujet." 3

Reprenons 1l'exemple de la reconnaissance d'une préférence stric-
te. Un acteur ne pergoit cette situation préférentielle que
s'il assimile 1l'action exécutée & 1l'ensemble des actions pré-
cédentes qui 1' ont conduit & reconnaltre cette situation. llais
réciproquement, cette nouvelle action vient s'ajouter & 1l'en-
semble des actions ayant conduit & la reconnaissance d'une
‘préférence stricte. Cette préférence stricte, présentement
percue, influence 1'"idée" que se fait l'acteur de cette situa-
tion préférentielle. Il accomode son scheme, qui consiste &:

1) Voir J. PIAGET: La Naissance de 1l'Intelligence chez 1l'Enfant,
Delachaux & Niestlé, (1936).

2) J. PIAGET (2e 4d. 1970): Introduction & 1l'épistémologie géné-
tique, 1/ la pensée mathématique, P.U.F.p. 68-69.

3) J. PIAGET (id.)



comparer les conséquences de deux actions potentielles i la
décision et reconnaltre une préférence stricte entre elles, 2
cette dernitre action perceptive, qui par assimilation 1'a con-
duit é-reconngit;e_ggtte préférence stricte.

"Cette assimilation et cette accomodation sont indissocia-
bles 1l'une de l'autre; et l'on ne saurait concevoir une action
sans chacun de ces deux pdles; mais il peut exister entre
ces deux tendances ainsi polarisées diverses formes d'équi-
libre." 1)

II. A.2. Quatre niveaux de précision de 1l'action perceptive

Ces différentes formes d'équilibre entre l'assimilation de
1'action perceptive au scheme et l'accomodation du scheéme 2
l'action, conduisent & différencier plusieurs types de consé-
quence des actions potentielles; en effet, cet équilibre carac-—
térise essentiellement la précision de l'activité perceptive
que l'acteur met en oeuvre dans 1l'élaboration d'une structure
préférentielle sur un ensemble d'actions potentielles données.

a) On peut ainsi distinguer au niveau le plus élémentaire
les jugements préférentiels 1iés immédiatement & l'action
perceptive. Chaque action conduit par assimilation & "conser-
ver" la situation préférentielle reconnue, alors gue 1l'accomo-
dation & la situation présentement reconnue '"change" le scheme
qui a conduit & la reconnaissance de cette situation préféren-
tielle. L'éguilibre apparait fondamentalement instable et les
situations préférentielles reconnues par l'acteur fluctuent
étroitement avec les actions perceptives exécutées. La recon-—
naissance des situations préférentielles ne dépasse pas le
niveau d'"impressions" de préférence; les conséquences des
actions potentielles sont fluctuantes, imprécises et instables
dans le temps.

b) En second lieu, on peut envisager des jugements préfé—
rentiels plus "intuitifs". "Grace au jeu des significations
évoquées mentalement, l'assimilation cesse d'Gtre immé-

P

1) J. PIAGET (op.cit. p.58), p.69.
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diate et dépasse l'action du moment en portant sur de plus
grandes distances spatio-temgorelles, c'est-a-dire qu'elle
se prolonge en jugements." 1 - De 1l'impression, liée direc-
tement & l'action perceptive exécutée, on passe au jugement
intuitif, plusvindépendant de cette action et donc plus
stable dans le temps. "Quant & l'accomodation, elle s'in-
tériorise également, mais sous forme de signifiants imagi-
nés: 1l'image mentale, symbole de 1l'objet, résulte d'une sor-
te d'imitation intérieure, %ui comme l'imitation elle-méme,
prolonge l'accomodation." = Dans son effort de recon-
naitre des situations préférentielles, l'acteur s'appuie

de plus en plus sur des actions perceptives "imaginées",

ce qui lui permet d'imiter, & tout moment, mentalement les
actions perceptives ayant conduit & telle ou telle situa-
tion préférentielle.

"Cette double intériorisation rend donc possible un équi-
libre plus large et plus durable entre l'assimilation et
l'accomodation, mais imparfait encore, puisque ces deux
tendances demeurent orientées en deux directions divergen-

3)

tes, l'une de conservation et 1l'autre de changement."

Deés ce niveau, l'acteur organise les conséquences des actions
potentielles & la décision comme un ensemble d'états diffé-
rents d'une méme conséquence. Ces états lui permettent de
spécifier symboliquement le contenu "matériel"™ qu'il attri-
bue aux différentes situations préférentielles qu'il recon-
nait et de répéter mentalement 1'action perceptive qui le con-
duit & reconnaitre une quelconque de ces situations préféren-
tielles. NMais, un équilibre stable n'étant pas atteint entre
l'assimilation et liaccomodation, le contenu "matériel" at-
tribué aux différentes situations préférentielles et, par-
tant, attribué aux différents états de la conséquence ne peut

1) J. PIAGET (op.cit. p.8), p. 69.
2) id. p. 69. '
3) id. p. 69.
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etre fixé durablementl) au fil des actions perceptives exé-
cutées. Le contenu matériel de la conséquence et les jugements
préférentiels resteront fondamentalement dépendants de l'action
perceptive ou plutdt des actions perceptives réellement exé-—
cutées,

c) Avec l'augmentation de la précision de 1l'action per-
ceptive on arrive)dans un troisieme temps, & un type
d'activité perceptive, trés important, qui se distin-
gue des précéaents par deux caractéristiques. "En premier
lieu, elle (l'action perceptive) est réversible, tandis
gue l'action initiale est irréversible; l'action inverse
est pergue comme attachée nécessairement & l'action direc-
te: inverser un ordre, séparer par opposition & réunir,
etc. D'ol le second caractere de 1l'opération 2): i1 ne
s'agit jamais d'une action unique, mais bien d'actions coor-
données & d'autres, cette composition entre actions suc-
cessives étant rendue cohérente par leur réversibilité
méme." 3)

A ce niveau, l'activité qui conduit 1l'acteur & classer
les actions potentielles & la décision par ordre de pré-
férence croissante doit conduire au méme résultat que l'ac-
tivité qui le conduit & classer ces mémes actions par ordre
de préférence décroissante."En effet, cette réversibilité
et cette coordination ne sont pas autre chose que 1'expres-
sion de 1'équilibre enfin atteint entre l'assimilation et
.1l'accomodation: coordonner les actions de fagon réversible,
c'est pouvoir simultanément accomoder les schimes & toutes
les transformations et assimiler chaque transformation &
chaque autre par 1l'intermédiaire du schtme des actions qui

les provoquent." 4

1) Dans une procédure interactive d'investigation de 1l'en-
semble des actions potentielles & la décision, le chemine—
ment peut,lui aussi,influencer la perception des préfe-
rences. Dans ce cas,la comparaison d'une mBme paire da'ac-—
tions potentielles peut conduire & la perception de situa-
tions préférentielles différentes suivant le cheminement en-
visage. :

2) Dans la terminologie de J. PIAGET, l'opération est encore
et toujours une action (effective ou mentale),mais qui est
réversible et coordonnée & d'autres actions elles mémes
réversibles.

3) J. PIAGET (op.cit. p.8), p.70.

4) id. p. 70.
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Ce n'est qu'd partir de ce degré de précision des opéra-
tions perceptives que l'acteur peut reconnaitre la consé-
quence sous la forme d'une échelle de préférence indépendante
des opérations mises en oeuvre. Comparer 1l'état de la consé-
quence d'une premitre action portentielle & celui d'une se-
conde apparait ainsi rigoureusement identique & la compa-
raison inverse. Cependant, & ce niveau, les opérations appa-
raissent toujours liées & des manipulations effectives ou
mentales des actions potentielles, elles restent "concrétes".

d) C'est pourquoi, au terme de cette énumération, on
trouvera les jugements préférentiels qui reposent.nom
seulement sur des opérations perceptives concrttes, mais
aussi sur des opérations formelles ou abstraites. Leur
"caractere ‘est de reposer sur de pures assomptions et non
plus sur des réalités manipulables: ces nouvelles opéra-—
tions portent, en effet, sur les propositions qui décrivent
les opérations concretes et non plus sur les objets de
celles—ci." 1)

Ces opérations constituent encore, psychologiquenent
parlant,des actions coordonnables et réversibles, mais elles
sont puremént symboliques et hypothétiques. A ce niveau de
précision de l'activité perceptive, la connaissance de la.
conséquence donne acces & des opérations abstraites
et formelles (addition, multiplication par exemple). ILa
reconnaissance des situations préférentielles découle d'un
calcul abstrait et objectif, d'une "mesure" objective, com-
plétement détachée de l'activité perceptive concrbte de

l'acteur.

IT. A. 3. Des préférences intuitives aux préférences calculdes

En fait, les quatre niveaux de précision de 1l'activité
perceptive apparaissent comme des états remarquables dans une
augmentation continuelle de cette précision.

1) J. PIAGET (op.cit. ps8), p. 70.



Aux deuxniveaux inférieurs, 1'activité perceptive aborde
les actions potentielles & la décision davantage & travers
leurs conséquences respectives gqu'en fonction des variations
de ces conséquences conduisant d'une action potentielle &
une autre. Au contraire, les modifications que 1l'on doit
apporter aux conséguences respectives pour passer de 1l'une
3% 1'autre des actions potentielles, sont pergues comme dé-
pendantes des actions perceptives propres & l'acteur. Ainsi,
les actions potentielles et les variations des conséguences ne
forment-elles .pas un tout cohérent, en ce sens que les der-
nitres sont assimiliées & 1l'action perceptive, tandis que
les actions potentielles, elles, sont reconnues & travers
la configuration intuitive de leur conséquence. respective:.

De l'impression & un jagement de moins en moins intuitif,
la reconnaissance de situations préférentielles apparalt
ainsi dépendante d'une cohérence de plus en plus parfaite
entre la perception isolée de la conséquence relative &
chaque action potentielle et la variation globale des con-—
séquences qui engeﬁdre l'ensemble de ces actions. Cette
cohérence de plus en plus parfaite entre ces deux perceptions
n'est que le reflet d'un éguilibre de plus en plus stable
entre l'assimilation et l'accomodation, qui se caractérise
par des contenus "matériels ou réels" toujours plus stables
attribués par l'acteur aux diverses situations préféren-
tielles reconnues. Les conséquences deviennent les états
d'une "conséquence élémentaire" particulidre.

Finalement, la reconnaissance des situations pré-
férentiellés est complittement subordbnnée-é_la perception
des modifications de la conséguence qu'il faut envisager
pour passer d'une action & une autre. Il s'ensuit que chague
situation préférentielle reconnue entre deux actions poten-
tielles repose entieérement sur la reconnaissance de la varia-
tion de la conséquence qui accompagne le passage de .l'une
des actions & l'autre, indépendamment des actions percep-
tives exécutées présentement. Il y a "conservation" de
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la perception, et donc de la situation préférentielle, &
travers toutes les actions perceptives exécutées. La recon-
naissance des situations préférentielles repose sur une
échelle de préférence. R

Cependant, ces opérations apparaissent comme plus ou moins
élaborées et, au niveau le plus élémentaire, elles restent 1li-
mitées & des manipulations effectives ou mentales; la percep-
tion des situations préférentielles ne dépasse pas le domaine
du "concret". La précision de l'activité pérceptive est
limitée & l'ensemble restreint des opérations perceptives
"matériellement possibled', c'est-a&-dire les opérations
ne portant que sur des actions potentielles envisageables
et sur les variations de la conséquence qui conduisent
de 1l'une & l'autre de ces actions. C'est pourquoi la pré-
cision est & ce niveau essentiellement dépendante du
nombre d'échelons distincts que l'acteur peut associer
3 1l'échelle de préférence, puisqu'il conditionne le nom—
bre de variations de la conséquence envisageables.

lais, la précision de l'activité perceptive augmen-—
tant toujours, les opérations perceptives s'éloigent du
cadre restreint des manipulations concretes. L'acteur
combine entre elles des opérations concretes et arrive
ainsi & imaginer des opérations abstraites de plus en
plus élaborées pour en tirer la connaissance des situa-

tlons preferentlelles.
"Avec la pensée formelle, enfin, une inversion de sens

s'opere entre le réel et le possible. Au lieu que le possible
se manifeste simplement sous la forme d'un prolongement du

réel ou des actions exécutées sur la réalité, c'est au contrai-
re le réel qui se subordonne au possible."1 Pour reconnaltre
les situations préférentielles, l'acteur peut désormais re-
courir & des opérations formelles appliquées aux états de la
conséquence; les situations préférentielles appa?aissent a2 la

1) J. PIAGET (2e éd. 1970): De la logique de l'enfant & la
logique de l'adolescent, P.U.F. p. 220.
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suite d'une série de '"calculs". Ces opérations ne sont
plus limitées au domaine du "concret", c'est-a-dire au
domaine des opérations "matériellement possibles". Par
contre, elles apparaissent limitées au domaine des
opérations formelles qui engendrent "nécessairement" la
réalité. En d'autres termes, le domaine des opérations
formelles que 1l'acteur peut mettre en oeuvre n'est ainsi
"nullement celui de l'arbitraire ou de l'imagination

affranchie de toute regle", mais au contraire, ce domaine
est caractérisé par la généralisation de 1'équilibre entre
l'assimilation et l'accomodation & des opérations abstrai-
tes dépassant de plus en plus les opérations concretes.
Ainsi, les opérations formelles que l'acteur utilise
dans la reconnaissance des situations préférentielles,son%4elles
toutes caractérisées par l'intervention d'une combinatoire
plus ou moins élaborée. En effet, la précision de 1l'ac-
tivité perceptive permet & l'acteur de combiner de plus
en plus entre elles des modificaﬁions de la conséquence
au-deld de celles concrétement observables. Ainsi, suivant
le cas, il peut trouver un sens dans l'addition ou la
soustraction,dans la multiplication ou la division des etats
de la conséquence des actions potentielles.

En fin de compte, la précision de l'activité percep- |
tive, conduisant soit au jugement intuitif, soit & une : |
"réalité" calculée, conditionne directement la précision

de 1'échelle de préférence explicitée par l'acteur.

1T, Aw 4= Perceptidn des contrastes dans une €échelle de

préférence qualitative

Comme nous venons de le constater, les situations

préférentielles ne traduisent qu'une appréciation des



"écarts" pergus par l'acteur entre les conséquences des ac-—
tions potentielles & la décision. C'est pourquoi, la recon-
naissance des situations préférentielles peut &tre abordée

a4 travers une action perceptive portée sur les modifications
des conséquences qui accompagnent le passage d'une action
potentielle & une autre.

D.II.1. Nous appellerons mutation 1) l'action perceptive par
laquelle l'acteur ou 1l'homme 4'étude, jugeant pour lui,
permute une action potentielle, envisagée comme candi-
‘date 4 la décision, avec une autre action potentielle
envisagée comme candidate & la décision & la place de la
premiére.

A travers cette action, il découvre les modifications
des conséquences des actions potentielles quli accompagnent
le remplacement de 1l'une par l'autre.

Soient a et a' deux actions potentielles. Si ¥(a)eE et
s(de E sont leurs conséquences respectives, la mutation
de a & la place de a' fait découvrir & l'acteur la "dif-
férence" entre ¥(a) et ¥(a') , & lagquelle nous donnons
le nom d'éloignement entre a et a'. Dans le cas ol E est
une échelle de préférence qualitative et ol les évalua-

tions respectives sont ponctuelles( ¥(a)=e) et ¥(a')-=e'
pour e, e' € E), 1'éloignement auquel conduit la mutation
de a & la place de a', portera le nom de contraste et
nous le noterons (e - e').

Le contraste entre deux échelons qualitatifs est donc
1'éloignement pergu entre les évaluations ponctuelles res-
pectives de deux actions potentielles définies sur cette
échelle qualitative.

Considérons maintenant un ensemble A de (r + 1) actions

potentielles:
Ac={ao:a1"a2>"'->ar-1aar} ;

évaluées sur une échelle qualitative E & r + 1 échelons:

1) Terminologie proposée par B. ROY.(oP.a{.cLaFILPJQ Z.2.%
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E = { € 5 €4 5 € 5 - ..y € 5 € } 5
telles que ¥(a;) =~ € 3 pour i =0, 1, 2, «ee, =1, r.
Les mutations distinctes que 1l'on peut envisager sur Ac
sont données par 1l'ensemble Ag ci-dessous:

A: = { (3;,23) / 23,2; € A et 1,f= 0,1, "')r}

Dans cet ensemble nous avons tenu compte des mutations
particulitres qui consistent & permuter toute action po-
tentielle avec elle-méme.

E* désignera dés lors l'ensemble des contrastes que
1'on peut découvrir & travers cet ensemble de mutations:

E* - {(es~e) / e = ¥(a;) , e;= ¥(a;) et (a;,25)€ &}

Le tableau T.II.1 de la page suivante montre cet
ensemble de contrastes entre deux.quelconques échelons
de E 1).

Un élément de ce tableau, par exemple (el—eo) désigne
le contraste que l'on pergoit & travers la mutation de
l'action a,, dont la conséquence est e, & la place de
l'action a  ayant comme conséquence 1'échelon e .

On .s'aper¢oit ainsi que les contrastes caractérisent
les "écarts" entre actions potentielles lorsque celles-
ci sont évaluées ponctuellement sur cette €échelle. Ainsi
la perceptioh des situations préférentielles entre ces
‘actions potentielles apparalt corrélative de celle des
contrastes entre les évaluations de ces mémes actions.

Bien plus, la précision de la perception des contrastes
conditionne la précision de la perception des situations

préférentielles.

1) Puisque par construction EF - {_(‘ei— ej) / e'mej € E_] .



T+II.1 Ensemble des

contrastes percus

dans une échelle qualitative

(a,a") ¥( a, ) = ¥(a, ) = ¥ a, ) =ey ..'X(aj)=ej ¥(a.) =er
¥(ag ) = o, (8 -¢ (90-01 (80—82) (eo—ej) (eg = &g )
¥(a, ) = e (e =8 (e -e (8 -8, ) (e =8 ) (g =g )
¥ a ) = (g -5 (s - e (e -5 )" (e -5 ) (& -9)
X(ai)=el (ei_éa (E’i—e1 (ei—ez) (ei—ej) (ei-er)
b'(ar)=er (er—e0 (e =8 (er—ez) (Br"ej) (er-er)

-gg -



II. B. Sériation des Contrastes dans une Echelle Qualitative

Pour l'acteur, les contrastes du tableau T.ILAn'ont pas
tous la méme signification, ni la méme importance. Ainsi,
il peut dans un premier temps reconnaltre des contrastes
favorables, défavorables ou nuls. Ensuite, la précision
de sa perception éugmentant, il pourra discerner avec une
plus ou moins grande netteté certains contrastes, les con-
trastes emboités. Enfin, l'activité perceptive, en se préci-
sant davantage, peut conduire & la compléte comparabilité
transitive des contrastes. !

II. B. 1. Contrastes favorables, défavorables et nuls

1)

Lorslde la définition de 1'échelle qualitative y on

a supposé que la relation d'ordre < , reliant entre eux
les échelons de 1'échelle, induit sur A, des situations

préférentielles.2) Ainsi, si a et a sont deux actions de A"

telles que Y (a)=e, ¥(a')=e',(ece'),a’ sera préférée.é a (a<a'),
Or, pour reconnaltre que ala', l'acteur doit d'abord 4if-
férencier les états de la conséquence des actions, c.-i.d.
qu'il doit percevoir un contraste (e -e') entre 1'éva-
luation de a et 1'évaluation de a' . Et pour conclure
au fait que a' est préférée & a , il faut que la muta-
tion de 2 & 1la place de a' lui paraisse défavorable.
Pour simplifier, nous dirons dans la suite que le contras-—
te (e -e') doit lui paraltre défavorable.
Autrement dit, l'acteur, se rendant compte gqu'il per-
¢oit entre 1'évaluation de a et 1'évaluation de a’' un
contraste défavorable (e - e') , concluera que ebpré—

ctde €' dans l'ordre < sur E et il en dégagera une pré-—

1) Voir I.A.1l. p.M

2) En effet, les actions envisagdes lors de la définition de
1'échelle sont caractérisées par des évaluations ponc-
tuelles et de ce fait elles appartiennent a A,.
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férence de a' sur a .

De méme, l'acteur, percevant un contraste favorable entre
e et e , concluera que e précede e' dans l'ordre » sur E
et il préférera 2 & a' (a »a') . Enfin, s'il pergoit une
absence de contraste — nous disons contraste nul - entre
e et e', il concluera & 1l'identité entre eux et il jugera
l'action @ indifférente & 2'(a Ia').

I1 semble donc qu'une appréciation des contrastes entre
échelons de 1'échelle soit antérieure & la construction
de la structure ordinale ( </E). Et cette appréciation
résulte de l'exécution d'un ensemble d'actions perceptives
qui n'est autre qu'un sous—ensemble de Ag, 1l'ensemble des
mutations envisageables sur A .

Ainsi, par la reconnalssance des contrastes favorables,
1'acteur peut-il spécifier une structure ordidale (> /E) qui
se traduit par la numérotation suivante des états:

€ 26 €pq % - - > o€ p €5 et

ol >; est une relation binaire, antisymétrique, transitive
et complete sur E. '

Mais 1l peut aussi, & travers la reconnaissance des
contrastes cette fois défavorables, spécifier une structure

(<LﬂE)qui se traduit par la numérotation suivante:
1 ) [} ] % -t
€, <4 € < - & e e, ; e

ol <; est également une relation binaire antisymétrique,
transitive et compléte sur E.

Or, pour gue E puisse tenir lieu d'échelle devpréférence
dans un probleme de décision, il faut que les deux struc-
tures (>/E) et (</E) ainsi spécifiées coincident, c'est-a—
dire que les mutations soient des opérations perceptives
réversibles.l En d'autres termes, il faut qu'ad tout con-

1) Si nous présupposons la réversibilité des mutations de A¥
il ne s'ensuit pas pour autant que pour un ensemble
quelcongue d'actions potentlelles évaluées sur cette échel-
le, les mutations doivent etre réversibles. C'est ici
qu'apparalt pleinement 1'utilité des concepts d'évalua-—
tion ponctuelle et non ponctuelle sur une échelle. En
effet, Ac apparalt comme un ensemble d'actions de réfé-



traste favorable (resp. défavorable) - par exemple (e, -¢€,)-
corresponde un contraste, appelé inverse, - (e, - €,) -
qui soit défavorable (resp. favorable) et que la relation <
soit la relation récipr0quel e > .

En effet, si (e.

] 1
alors e; >ej - I1 lui correspond dés lors un contraste in-

- &) est un contraste favorable,

verse défavorable (ej—ei) qui entraine par 1li méme gque

€;<y€; - Si maintenant nous supposons qu'au contraste in-

verse correspond la relation réciprogue, il s'ensuit

que €; »e; . La relation réciproque inversée, ou la re-

lation converse,est donc identique & la relation ini-

tiale. Ainsi ¥ 7 =0y1,... v 1 g = e; et ( %/E) identique

?1(<J/E).

D.II.2. Ainsi, nous appelons échelle gualitative élémentaire
un ensemble de r+l états d'une conséquence élémentaire
qualitative que 1l'homme d'étude peut numéroter de O &
r tel que tout acteur admette & propos du contraste

. (ei—ej)’ Vi, j =0, 1, 2, eee r-1, T, qu'il est:
- favorable si et seulement si 1> j;
- défavorable si et seulement si i 4j;

— nul si et seulement si i1 = j.

L'acteur peut donc classer les contrastes de E*X en ces
trois catégories et ce classement partitionne E¥ en un
sous—ensemble de contrastes favorables (Ei), un sous-—en-—
semble de contrastes défavorables (E*) et un sous—ensemble
de contrastes nuls (EX).

rence pour la définition de 1l'échelle. Il doit donc
s'agir d'actions symbollques que l'on peut associer di-
rectement aux échelons de 1'échelle. De ce falt, elles
sont toujours évaluées ponctuellement sur 1'échelle.
lMais, la symbolisation implique toujours en revanche une
51mp11f1cat10n et une abstraction par rapport & une ré-
alité dans laquelle s'inscrivent les actions intéres-
sant réellement les acteurs intervenant dans un pro-
cessus de décision. Cette "distance" entre les actions
symboliques utilisées pour la définition de 1'échelle
et les actions plus "réalistes" influence 1ndependamment
de la nature plus ou moins "mesurable" de 1' echelle,
l'opérationalité de celle-ci et cela & travers des éva-
~ luations non ponctuelles plus ou moins complexes des aCtiOHS-

1) Bien que r801pr0que et inverse soient utilisés dans un méme
sens, nous réserverons le premier terme pour les situations
relationnelles et les relations, et le second pour les
contrastes et leurs attributse.
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Cette classification se traduit dans le tableau T.II.l.
de la maniére suivante: - tous les contrastes de la par-
tie triangulaire inférieure, sauf ceux situés sur la dia-
gonale, sont des contrastes favorables ( (el-eo) par exem-
ple); - tous les contrastes situés sur la diagonale sont
des contrastes nuls ( (e,-e) par exemple); — tous les
contrastes de la partie triangulaire supérieure, sauf
ceux situés sur la diagonale, sont des contrastes défa-
vorables ( (e, - e,) par exemple).

Cette partition renvoie indirectement & une sériation
dite élémentaire des contrastes. En effet on peu suppo-
ser que tout contraste favorable est plus favorable qu'un
contraste nul, gqui est tewjours plus favorable qu;un contraste

défavorable. Si nous notons >§ cette relation binaire

antisymétrique et transitive entre contrastes, nous avons:

Y (ej-e )€ EY, V(e —e;) € EX, V(e -e €EX
- 5 =
(ei—ej)>>g (e, e1)> x (eq en) .
D'autre part, si nous notons =g la relation d4'"identité"

entre deux contrastes, définie de la maniére suivante:
V(ei—ej),(ek—el)ELE* :
(ei—ej) =X (ek—el)é?(ei=ek) et (ej= el),
nous pouvons définir une relation 37 sur E*¥, & partir de la

relation >* et de la relation =3, qui donne une structure

(>:/E*) de préordre partiel sur E*, représentative de la
é

sériation élémentaire des contrastes.

On remarquera que les céntrasteé aﬁpartenant au meme
sous—ensemble sont incomparables entre eux au sens de cet-
te sériation élémentaire. Cependant, si 1l'on regarde de pres
les contrastes du tableau T.l., on s'apergoit que l'acteur
percevra sans difficulté dans la plupart des échelles, cer-

tains contrdstes comme plus '"nets" que d'autres((er—eo)
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parait plus net que (e, - e,) par exemple). L'étude de
cette plus ou moins grande '"netteté" fera l'objet de la

sous—-section suivante.

II. B. 2. Sériation intensive des contrastes

Dans le cas d'une échelle élémentaire, les opérations
perceptives que sont les mutations exécutées par l'acteur
sur AC, ne conduisent qu'id la différenciation de trois
types de contrastes, & savoir les contrastes favorables,
défavorables et nuls.

Cependant, l'acteur ne pourrait-il pas reconnaltre
la mutation.(apaﬁ par exemple comme une composition "ad-
ditive" des mutations particulieres qui le font progres-
sivement avancer dans A, de l'action a, vers l'action 2, ?
Ainsi, cette mutation (a,,a,) serait équivalente 1) 3
la "somme" de la mutation de a, 4 la place de a2, , de a,
4 la place de a, s et ainsi de suite, jusqu'a la muta-
tion de 2, & la place de a_._, -

I1 s'ensuivrait gqu'une mutation ( a,,a,) par exemple
fait en un certain sens "partie" de la mutation (a,,a,);
l'acteur pourrait en déduire que le contraste (a,—eo) 3
qu'il pergoit & travers la premidre mutation, est in-
clus dans le contraste (er- e ), qui, lui, est pergu en
exécutant directement la mutation ( a,,2,) . De ce fait,
ce contraste devrait lui paraitre plus "net" que le pre-
mier, et donc aussi plus "favorable" que celui-ci.

Pour étudier cette sériation intensive 2) qui découle

1) Cette équivalence traduit encore le fait qu'une mutation
telle que (a,,a,) -est décomposable en des mutations plus
n&lémentaires”. En d'autres termes, 1l'acteur est capa-
ble de percevoir des liens entre les différentes muta-—
tion A% . (voir II. A. 3. p.68)

2) Nous empruntons ce terme & J. PIAGET pour qui "... un
rapport quantitatif est d'ordre intensif si 1l'on sait
seulement que le tout est plus grand gque la partie . .
sans pouvoir déterminer si 1l'une des parties du tout
est plus grande, plus petite ou égale par rapport & la
partie complémentaire". (Epist.gén .. p. 81)



de l'inclusion des contrastes, nous nous intéresserons
d'abord au nombre d'échelons gque recouvre un contraste
afin de pouvoir associer un ordre de grandeur aux con-
trastes.

Deux relations binaires, construites sur E & partir
de la relation < , nous intéressent tout d'abord; ce
sont les relations de successeur et de prédécesseur im-
médiat (SUI et PRE).

Bellals
V e e eE

]

\ | [}
e SUle < e <e et}fe'eE)—e<e<e;
v

' ! 1
e PREe <= e <e et;e'eE)—-e<e"<e,

Nous dirons que e "suit immédiatement" e', respective-
ment e "précede immédiatement" e', ou que e est le suc-
cesseur (resp. prédécesseur) immédiat de e', ssi,en
considérant l'ordre < sur E, il n'y a aucun échelon e"
intermédiaire entre eux.

Nous appelons contraste élémentaire favorable (resp.
défavorable) le contraste (e - e') pergu entre 1'échelon
e' et son successeur immédiat (resp. prédécesseur immé-
diat) e:

i (ei..ej)e Ei . (ei'ej) est élémentaire &= eiSUIeé;

v'(ei._ej)e Ef : (e - &) est élémentaire & e; PREe;.

Les mutations qui conduisent & la reconnaissance d'un
contraste élémentaire seront également appelées mutations

élémentaires.




Sur une échelle élémentaire, la précision de l'activité
perceptive ne permet d'envisager aue d'une manidre isolée
les opérations perceptives que sont les mutations de Ag.

Supposons maintenant que l'acteur trouve un sens dans
la composition "additive" des mutations élémentaires.

Au lieu de considérer les mutations de Ag comme indé-
pendantes entre elles, il pourra interpréter, au con-
traire, toute mutation de Ag comme une "somme" '

de mutations élémentaires. Et, puisqu'une telle muta-
tion conduit & la reconnaissance d'une situation de
successeur ou de prédécesseur immédiats, cette compo-
sition "additive" des mutations €lémentaires conduit &
la composition "additive" des sitvations de successeur
ou de prédécesseur immédiats.

Pour traduire cette composition "additive", nous af-
fectons un indice aux situations de successeur ou de
prédécesseur par la prise en compte du nombre d'échelons
intermédiaires entre deux quelconques échelons de E. Ainsi:

@ SUI” ( resp. PRE") &' e=e :

e SUI' (resp.PRE') € <« € SUI(resp PRE)e'

4

e SUT (resp.PRE") €' ¢ Je'€E > eSUI“'4(rcsF.PREh' Je
et e'sur ( resp- PRB) e'

]

Nous dirons que e est un successeur (resp. prédéces-
seur) d'ordre O de e' ssi e est identique & e';
e est un successeur (resp. prédécesseur)d'ordre 1 de e
ssi e suit (resp. précede) immédiatement e';
e est un successeur (resp. prédécesseur) d'ordre n de

1

e' ssi il y a un échelon e" dans E tel que e soit un



successeur (resp. prédécesseur) d'ordre n-1 de celui-ci
et ce méme échelon suit immédiatement (resp. précede im-
médiatement) e'.

Ainsi, e SUI* (resp. PRE- ) €' ssi il y a un et un
seul échelon intermédiaire entre e et e', et en général
e SULI" (resp. PRE" )e' ssi il y a n-1 échelons intermé-
diaires entre e et e' au sens de la relation > sur E.

Le nombre maximum d'échelons intermédiaires que 1l'on peut
trouver entre deux échelons de E est égal & r-1; 1l'indice
n est donc toujours compris entre O et r (o< ngr)e

Par l'intermédiaire de cette composition "additive"
des situations de successeur et de prédécesseur immédiats,
on peut associer un ordre de grandeur, une amplitude
(notée amp) aux contrastes pergus dans un; échelle qua-
litative.

a) Considérons d'abord l'ensemble des contrastes fa-
vorables et nuls. Nous poserons l'amplitude d'un tel
contraste égale & 1l'ordre de la situation de successeur
entre les échelons considérés
D.II}A.V( e; - &) € E:U £ amp(e-e) =n @ & Sur'e; .
Autrement dit, l'amplitude d'un contraste favorable ou
nul est égale au nombre de mutations élémentaires favora-
bles que l'acteur doit exécuter pour aller de a; vers aj .
L'amplitude d'un tel contraste est encore égale au nom-
bre de contrastes €élémentaires qu'il recouvre. |

Les contrastes nuls ont une amplitude O. Les contras-
tes favorables d'amplitude minimale (amp = 1) sont les
contrastes élémentaires et le contraste favorable a'am-
plitude maximale (amp = r) est le contraste (e, -¢,) .
Toute échelle comporte ainsi r+l contrastes d'amplitude O,
r contrastes favorables d'amplitude 1, r-1 contrastes
favorables d'amplitude 2, et en général, r-n contrastes

favorables d'amplitude n+l avec o ¢ n s r-1 -
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Si l'acteur peut différencier & travers leursamplitudes
respectives r classes de contrastes favorables, il ne peut
pas pour autant juger qu'un contraste, ayant une amplitu-
des supérieure & celle d'un autre, soit aussi plus favo-
rable que celui-ci. Il faut encore que les deux contrastes
soient "emboltés" ou "encastrés" 1l'un dans l'autre.

Définissons d'abord une situation d'"encastrement", notée
ENC:

D.1I1.5:

Y (e-e'), (e"—e") € EXYU E¥
(e—e') ENC (e"-e") <> (e=e") ou (e'=e") et
amp(e-e') < amp(e"-e") .
Le contraste (e-e') est encastré dans le contraste (e"-e"!')

ssi e est identique & e" ou e' est identique & &" et l'ampli-
tude de (e-e') est inférieure ou égale & 1l'amplitude de

(en_em) .
De cette définition découle que v(e—e')eﬁEi U E : (e-e') ENC
(e"-e") pour tout e"€ E tel que e'> e™ et (e-e') ENC (e"-e')

pour tout e"€ E tel que e"> e ;dans ce cas eSUI%e! et, ou
bien eSUIké" avec k» n, ou bien e"SUIk'e' avec k'y n.

On remarquera en particulier que tout contraste (e-e') favo-
rable ou nul, est "encastré" dans lui-méme et que les con-
trastes nuls (e-e) et (e'-e') sont encastrés dans lui:

vV (e-e') € EXUEX: (e-e) ENC (e-e') et (e'-e') ENC (e-e').

La situation ENC définit une relation binaire antisymétri-

que et réflexive sur EXUE¥; en effet,

Y (e-e'), (e"-e™M) € E* UEX :

[(e_el) ENC (en__em) et (en_em) ENC (e_e|)<=>[(e=eu) et (e'—e"'ﬂ.

L'encastrement conduit tout naturellement & la définition

d'une situation d'emboltement, notée EMB:

D.II.é6.

S

% (e_el), (en_em) € E:UEi -
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% (e-e') EMB (e"-e") > (e<e") et (e's ).

Le contraste (e-e') est embolité dans le contraste (e"—e™)
ssi e' est supérieur ou identique & e et ¢ est supérieur
ou identique & e" au sens de la relation < sur E.

On remarquera que 1l'emboltement correspond & la ferme-
ture transitive de la situation d'encastrement sur EitJEi :

V(e-e'), (e"-e"m) € EiUEz:
(e—e') EIIB (e"— "ﬁ > (e_e') ENC (et_em) ot
(e'-e™) ENC (e"-e")

La situation d'emboltement peut servir de base & une com-
paraison des contrastes favorables ou nuls. En effet, nous
pouvons en déduire une relation "au moins aussi favorable
que”, notée %

D.II.7.
V(e-e'), (e"-e™)e E¥uEX :

(e-e') > (e"-e") < (e-e') EMB (e"-e™) .

La relation ;% modélise une relation antisymétrique,
réflexive et transitive sur EiLJEi; on peut scinder cette
relation en une relation "plus favorable que” ( >§ ), ir-
réflexive et une relation "aussi favorable que" (=¥), ré-
flexive, puisque deux contrastes favorables ou nuls ne sont
l'un aussi favorables que l'autre que dans le cas ol ils
sont identiques. N

I1 est utile de remarquer que la situation d'encastrement
donne le "squelette" de la relation.:{ sur E¥ u EX, comme
on peut le voir sur le tableau T.II.2., ol nous avons
caractérisé les contrastes par leur situation de suces—
seur.

Abordons & présent la comparaison des contrastes 4'éfa—

vorables.

b) Considérons 1'ensemble des contrastes défavorables
et nuls. On peut poser 1l'amplitude d'un tel contraste égale

& l'ordre de la situation de prédécesseur entre les éche—
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T 1.2, Sériation intensive des contrastes favorables 1)
e, SUI e,
S
1 o
£ SUT e,—> &, SUT e,
Vs
1 o
g <UL & —we Ml e—>e, SUL &
A i K
! , l
1 [
l !
l |
l l l
| [
1 ! !
r Y-4q r2 Q
e, SUL e —> e, SUL € —e  SUl e, ~ ———> e SUL e,

lons considérés.

_ % ) ¥ e (o — — s n
V(ei ej) € EXyE* : amp(ei ej) n < ‘e;PRE e'j .

L'amplitude d'un contraste défavorable est encore égale
au nombre de situations de prédécesseur immédiat qu'il
recouvre.

Comme dans le cas des contrastes favorables, l'acteur
peut différencier r classes de contrastes2 et il ne pour-
ra comparer deux contrastes ainsi différenciés que s'ils

sont emboités ou encastrés l'un dans 1l'autre.

En effet, nous pouvons redéfinir une situation d'encastre-
ment entre contrastes défavorables et nuls: '

D.II.5'.
V (e-e'), (e"-e"™)& EXUEX :

(e-e') ENC (e"-e") = (e=e"3 ou (e'=e") et
amp(e-e') < amp(e"—e") .

I1 en découle que V (e"-e") € EXUEX : (e-e') ENC (e-e™)
pour tout e'€ E tel que e'< e" et (e-¢' ) ENC (e"-e') pour

1) Pour simplifier nous avons omis les fleéches traduisant les
relations entrainées par la transitivité de la relation 4
2) Voir p.76-?% :
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tout e€ E tel que e» e". Dans ces cas, si ePREne', alors ou

kl
e avec k'» n.

bien ePREkem~avec k2 n, ou bien e"PRE
On retrouve les mémes propriétés que plus haut:

- tout contraste défavorable ou nul est encastré dans
lui-méme;

- dans tout contraste défavorable sont encastrés deux
contrastes nuls;

- la relation binaire modelisée par ENC sur EX U EX est anti-
symétrique et réflexive.

De l'encastrement on passe de nouveau & 1'emboltement:

D.IL.6".
; V(e-e'), (e"-e") € EXUEX :

(e-—e') EMB (E"— m) > (e>e||) et (els em) .

Cette situation correspond également & la fermeture
transitive de 1l'encastrement et nous pouvons définir une
relation "au plus aussi défavorable que" sur EX U E¥, no-
tée %<: '

DI, T :
Y (e-e'), (e"-e") € EXvEX*

g (e_el) ?ﬁ (en_em)<=> (e_el) EMB (en_em);

qui modélise une relation antisymétrique, réflexive et
transitive sur EXUE¥ :

De meéme que pour les contrastes favorables, on peut scin-
der la relation )3 en une relation irréflexive ()3) et une
relation réflexive (=§) (symétrique))dont les sens respec-—
tifs sont "moins défavorable que" et "aussi favorable que".

Ceci nous permet de dresser le tableau T.II.3.,dans
lequel les contrastes défavorables et nuls sont caracté-
risés par les situations de prédécesseur; les fléches (—> )
reproduisent le squelette de la relation "moins défavorable

que" (>%): (voir tableau de la page suivante).

c) Aprés avoir considéré les contrastes favorables et
les contrastes défavorables, nous nous intéresserons main-



1) Pour simplifier le tableau nous omettons les fléches
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1)

T 7 3. Sériation intensive des contrastes défavorables

i ! ‘ 'Ez — e PRE e
e, PRE e,—— e PRE €— e, P,R\ C— = T T 2E& T
req
e, PRE e——e PRE €,— - — — ->e, PTB e,
M N
€. BRE v == —= >e, PRE e,
1
l
|
|
|
' ]
e PRE-e

tenant uniquement aux contrastes nuls. Lors de la défini-
tion de l'amplitude des contrastes, nous avons supposé
que les contrastes nuls sont ceux qui ne recouvrent aucun
contraste élémentaire, soit favorable, soit défavorable.

Tous les contrastes nuls se caractérisent en effet par
la méme situation d'absence de contraste et on peut rai-
sonnablement supposer que l'acteur pergoit toutes ces ab-
sences de contraste comme équivalentes.

Donc nous posons que:
S.1.1l. ,

V (e-e), (e-e') € EX : (e-e) =* (e'-e').

Nous avons ainsi établi une sériation des contrastes fa-
vorables, défavorables et nuls et nous pouvons caractériser
le type d'échelle qualitative auquel correspond cette sé-
riation de 1l'ensemble des contrastes.

En définissant 1'échelle é€lémentaire nous avons im-
posé un premier équilibre & l'activité perceptive de

induites par la transitivité de >
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l'acteur. Cet équilibre est caractérisé par la réversibi-
1ité des mutations. Pour le type d'échelle visé ici, nous
poserons un second équilibre de l'activité perceptive qui
sera caractérisé par la réversibilité de la composition
"additive" des situations de successeur et de prédéces-
seur immédiat. .

En effet, quel que'soit-lé‘contraste favorable (e-e')
tel que e SuI"e' , nous poserons que les acteurs peu-
vent associer & ce contraste un contraste inverse (e'-e)
tel que e PREe. En d'autres termes, les acteurs, recon-
naissant le contraste favorable (e-e') comme composi-
tion "additive" de n situations de successeur immédiat,
assimileront le contraste inverse défavorable (e'-e) &
1'"addition" de n situations de prédécesseur immédiat.

I1 s'ensuit que la situation de prédécesseur immédiat

sera la situation réciproogue de la situation de succes-—

seur immédiat et inversément. Ainsi, la composition de
la situation directe et de la situation réciproque ap-
pliquée aux contrastes inversés donnera aux yeux des

acteurs un résultat équivalent:
V(e-¢)exE : e sur"(eaf)e' e e PRE"(sur") e .

De cet éguilibre dans la perception des situations de -
successeur et de prédécesseur découle 1l'équivalence en-
tre la relation "au moins aussi favorable que" et la re-
lation "au plus aussi défavorable que". En effet, des dé-
finitions D.II.6 et D.II.6' découle & présent que:

¥(e-e'), (e"—e")€eE* : (e-e') EMB (e"—e") & (e'—e)EMB(e"-e"),
et donc: (e-e') 2% (}é)(e"—em)éﬁ(e'—e) 2% (3%)(e"-e"). Si
nous notons <§ et gg les relations réciprogues de ;% et >3
sux contenus sémantiques "au plus aussi favorables que" et

"ou moins aussi défavorables que", la relation "au plus aus-
si défavorable que" est la relation converse de la relation
"gu moins aussi favorable que", et la distinction entre ;§

et ;é n'a plus de raisons d'etre.
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La relation »% unique, définie indifféremment par ¥ ou
par ';E sur E¥, modélise donc la sériation intensive des
contrastes.

Si¢¥ est la relation réciproque de <%, 1'équivalence
entre la relation directe et la relation converse s'énonce

ainsi:
S.1.2. Y (e-e'), (e"-e"M) € E¥

(e-e') »¥ (e"-e") > (e'-e) <% (e"-e")
Démonstration:

(e-e') >*(e"-é")é¢ eSUIR(PREM)e' et ( eSUIk(PREk)GQ'avec
k<n ou e"SUIk (PREk Je' avec k's n)<«> e'PREP(SUIM)e et
(emPREk(SUIk)e avec k¢n ou e'PREk'(SUIk') avec k'< n)
(e'-e) <X (e"-e"). ¢

D'autre part, nous avons remarqué que l'encastrement don-
ne le squelette des relations )% et ;g « On retrouve une

propriété analogue pour la relation )i.

S.I.3.
Y e, e' € E:

[ﬁee )eE*uE*]é&[Kee")> *(e-e"L Ye" € E].

Demonstration:

En effet: soit ey e'y e" et la partie gauche s'ensuit
de la définition de ,i sur Ei v EX, soit e '>e"ye et la
partie gauche s'ensuit de la définition de »¥ sur EX U EX%,
dans le cas ol e'z e 2e" les deux définitions s'appliquent
conjointement et la partie gauche découle de la transiti-
vité de la relation >%.

Inversément: e, e'> e" et (e-e")3 X (e'-e") = (D.II.7.)
eye'; e"<e, e' et (e-e") ¥ (e'-e") = (D.II.7.) ez e';
(ege"<se') ou (e's e"< e) et (efe") r3i (e'-e") = (e's e"< e).¢

A l'aide de ces deux propriétés de la relation »% sur E*
et de S.I.l.,nous pouvons définir une échelle qualitative
qui est caractérisée par la sériation intensive des contrastes.
DeIXlsBe

Nous appelons échelle gqualitative intensive un ensemble

E de r+l états d'une conséquence élémentaire qualitative
que l'homme d'étude peut numéroter de O & r de manidtre &
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ce que l'acteur reconnaisse sur l'ensemble des contrastes

E*¥ une relation binaire transitive7}§ au contenu sémanti-

que "au moins aussi favorable que" qui vérifie les pro-

priétés suivantes:

1)

2)

3)

Vo ohyi =01,y

[ ( ek-'ex) 2: (eJ-— ek) pour tout kf-o"‘l)....)r]
& haj )

V o h,jo=0,1,. ...t (e -e) =$(e5-2);
*
V (e-e), (e-e)eE:

(en-ei) 3 (- e) & (&5-¢) g;(el'ek)'

On peut montrer le squelette de la sériation intensive des

contrastes pergus dans une échelle qualitative intensive au

m>yen du tableau suivant dans lequel les fléches (—) tradui-

sent la relation "plus favorable que"‘(>;)et les double-
fléches ( &— ) la relation "aussi favorable gque" ( =§).

T.M.%. Sériation intensive des contrastes dans une

échelle gualitative 1)

(ec J_ eo)'—-—>( €5 ,— 81)——>( = ;\ e'z) _____ ')( o er\)
(e - eo)—ﬁ(e" - e,')___y(e1ﬂ- ez)—-—-——>(€1—er)
TR
t & — & [ & = e1) (eZA— ez)——'-——?(ez‘ er)
M A c T I
I | ~ [
| | { ~ (
| i s ;

' l e l
| l ( ) .

(er = e )—(ep - e)—( - &) ———- >le, - e )

1) Pour simplifier le tableau, nous omettons les fléches in-
duites sur E* par la transitivité de }r et de =§.



Tout contraste favorable étant "plus favorable que"
tout contraste nul et celui-ci 2galement "plus.favorable.
que" tout contraste défavorable, nous retrouvons dans
la sériation intensive la sériation des contrastes qui
correspond & 1'échelle élémentaire.l

Finalement, si la sériation intensive appérait beau-
coup plus riche que la sériation élémentaire, elle n'at-
teint pas pour autant la compleéte comparabilité des con-
trastes. La précision de l'activité perceptive ne permet
que la comparaison des contrastes emboltés ou encastrés -p.ex.
(el-eo) encastré dans (e2—eo). Cependant, (el—eo) et
(e2—e1), qui peuvent &tre pergus l'un comme partie complé-
mentaire de l'autre dans (e2*e6), ne sont pas comparables.

C'est pourquoi nous aborderons maintenant 1'étude de
la comparaison de ces parties complémentaires dans un

toute.

IT. B.’3. Sériation extensive des contrastes

Dans une échelle qualitative la sériation intensive
des contrastes repose sur la reconnaissance de 1l'inclu-
sion ou de l'encastrement des contrastes les uns dans les
autres. Ce renvoi & 1'encastrement fait implicitement ré-
férence & une opération de partition des contrastes. En
effet, prenons les contrastes (e2— el)et (el—eo),én—
castrés dans le contraste (e2—eo). Ces contrastes carac-
térisent une certaine partition de la situation de suc-—
cesseur e,_SUIze° « C'lest cette partition des situations
de successeur et de prédécesseur que-hous allons étudier
4 présent.

Soient (e-e%) et (e"—e'') deux contrastes favorables
ou nuls tels que (e"-e"') soit encastré dans (e-e').

D'apres la définition del'endastrementz), e SUI"e' et

1) C'est la relation =¥ entre contrastes nuls qui permet de
relier tout contraste favorable & tout contraste défa-
vorable.

2) Voir D.II.5,p.7%
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e" sUr®e” avec k<n. Si e = e", &" sur" e et (e"'—e') re-
présente la partie complémentaire du contraste (e-e'') dans
le contraste (e-e'). De méme, si e'=e'" , e SUT" ™ e" et
(e—e") représente la partie complémentaire du contraste
(e"-e') dans le méme contraste (e-e'). Formellement nous

pouvons définir la complémentarité entre deux contrastes

favorables et nuls de la maniere suivante:

D IL.8. ‘
Ve e e e eB > e sul'e et e'sure”

(e -e') est le contraste comple mentaire du contraste

1)

(e e") csi e SuI"e" ou e SUT'e avee n=k+k.

La complémentarité des contrastes favorables et nuls
définit ainsi une relation binaire symétrique sur
Ezfu E¥: Puisque seul un contraste nul est complémentaire
de lui-méme, la complémentarité est une relation irré-
flexive sur E:‘_ 3). On peut encore montrer que tout con-
traste favorable est complémentaire des contrastes nuls
qui sont encastrés dans lui.

Définissons maintenant la complémentarité entre con-

trastes défavorables ou nuls:

D.II. 38!
e, e"e¢E > e PREFe' et < PREFe":

1]
Y e e,

( e —e') est le contraste comﬁlémehtaire de (e'—e‘")

2 1 ]
ss1 e PRE"e ou e'PRE"e avec h=kek'.

1) On peut également définir la complémentarité & 1l'aide de

1'amplitude des contrastes: Soient (e-e'),(e"- &™) e Equ:_
tels que amp(e-e')=k et amp(e"-e'')=k': (e-e') est com-
plémentaire de (e"—e'') ssi amp(e-e'')=n ou amp(e"-e')=n
avec n=k+k'. .

) En effet (e—e') complémentaire de (e"-e'' )¢ e SUI"e ou
e' suI”e' avec n=k+k'<e> (e"-e'"') complémentaire de (e-e').

) k=k+k'=k' < k=k'=0 <« e=e'=e''=e'".

) e"=e" = k'=O=sk=n = e"e ou e"-e'.

S N
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Sur EX UE* la complémentarité est également une rela-
tion binaire symétrique; de méme elle est irréflexive sur
E* et tout contraste défavorable est complémentaire
aux contrastes nuls qui sont embolités dans lui.

Apres les contrastes favorables et les contrastes dé-
favorables, qu'en est-il maintenant de la complémentari-
té entre un contraste favorable et un contraste défavo-
rable? Pour étudier cette situation particuliere, intro-
duisons des situations de successeur et de prédécesseur
"inversées" ou "négatives". En effet, toute situation
de successeur.(resp. de prédécesseur) peut étre inter-
prétée comme une situation de prédécesseur (resp. de suc-—

cesseur) inversée. Ainsi nous posons que?
] n 2] . -n -nh 1
V e,e ek : e PRE (sul')e <« e SUL (PRE)e.

Suite & cette extension des situations de successeur et

de prédécesseur, l'indice n de ces situations peut va-
rier entre -r et +r. 1) Considérons ensuite les contras-—
tes (e;- ej) 'et (e; - ) tels que e SUI"e; et e SUI'kel s
Comme e; SUI"e, dvec n' =n + (-k), nous pouvons en ac-—
cord avec les définitions de la complémentarité ci-des-—
sus conclure que (e; - ;) est complémentaire de (¢; - el)
dans (e; - ¢). La généralisation des situations de suc-
cesseur et de prédécesseur permet donc l'extension de la
définition de ‘la complémentarité & tout 1l'ensemble E*
des contrastes.

La réversibilité de 1l'opération d'addition des situa-—
tions de successeur et de prédécesseur 2) entraine aussi
la réversibilité de l'opération de partition & la base
de la complémentarité. Si (e-e') et (e"-e'"') sont deux
contrastes quelconques complémentaires, les contrastes

inverses (e'-e) et (e'"'-e") le sont aussi et vice-versa:

1) Puisque la valeur maximum de l'indice est de r si le
nombre d'échelons de 1'échelle est de r+l. ek
2) Voir II. B.2. p.92 5 ¥ (e-e) € EX: e SUI"( PRE")e « €' PRE(SUL)e .
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V(e—e')’(e"_e“‘)e‘g*
(e- e') complementaire de (e'-e") <«
(e'— e) complementaire de ( e"- ") .’

Démonstration:

N (e-e'), (e"-€")ecE*: (e-e') complémentaire de (e"-e")&
1 1

eSUTK(PREK)e' et e"sUIX (PREX )em et (eSUTR(PRED)e™ ou

e"SUT®(PRE®)e! avec n = k + k') & e'PREF(SUIX)e et

(1] k' k' n " n n 1 n n "

e"PRE™ (SUI™ )e et (e"PRE (SUI")e ou e'PRE (SUI")e" avec

n = k+tk') & (e'—e) complémentaire de (e"-e"). &

= N —

On remarquéra ainsi que la comparaison qui conduit
4 la sériatio? intensive des contrastes prend appui sur
l'opération dé partition des situations de successeur et
de prédécesseur. Tout d'abord la partition conduit 2
la reconnaissance de l'encastrement des parties dans un
méme tout. Mais elle ouvre aussi la voie & une nouvelle
opération perceptive qui sera & l'origine de la sériation
extensive */ des contrastes. '

Cette opération perceptive consistera en un "déplace-—
ment'" des contrastes les uns sur les autres? Ce déplacement
permet la spécification d'une relation "au moins aussi
favorable que" ( i) sur E*¥ qui vient s'ajouter & la sé-
riation intensive des contrastes. En effet, tous les
contrastes complémentaires, guli ne sont pas comparables
sur la base de la sériation intensive, peuvent & présent
étre comparés par "déplacement" de l'un sur l'autre.

Pour que cette action perceptive acgquiere un carac-
tere opératoire, nous lui imposerons une condition de ré-
versibilité analogue & celle imposée & l'opération 4'ad-

3)

dition des situations de successeur et de prédécesseur.

-1) Nous empruntons ce terme & J. PIAGET, pour gui une quan-
tité est extensive &g lors qu'il est possible de spécifier
les rapnorts d'extension entre les parties d'un méme tout.

2) Déplacement: opération qui consiste & déplacer mentalement

“deux contrastes complémentaires, résultat d'une partition,
1'un sur l'autre afin de les comparer au sens de la relation
"au moins aussi favorable (défavorable) que" . Voir PIAGET,
(Epistémologie génétique, T.l.), (op.cit.), p. 214.

3) Voir I1.B«2: pe?5
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V (e-¢€),(e"-¢e") ¢ E*

(e-e) 2w (e-e) e (e-e) ¢ (e"-¢);

si le "déplacement" d'un contraste favorable (défavorable)
(e-e') sur un contraste favorable (défavorable) (e"-e'') -
conduit & la reconnaissance de la relation 2:, alors le
"géplacement" du contraste inverse défavorable (favorable)
(e'-e) sur le contraste inversé défavorable (favorable)
(e'"'—e") conduit & la reconnaissance de la relation ré-
ciproque g:. I1 y a équivalence logique entre la relation
directe et la relation converse.

L'opération de déplacement ne se limite pas aux seuls
contrastes complémentaires, mais s'étend a tout 1l'ensemble
des contrastes. Ainsi, 1l'activité perceptive se compose
de deux opérations distinctes, la partition et le dépla-
cement des contrastes. Cependant lorsque cette activité
conduit & la sériation extensive des contrastes, ces
deux opdérations ne seront pas indépendantes l'une de
1'autre. Au contraire, la sériation extensive résulte
d'un équilibre de 1l'activité perceptive liant 1'opération
de partition et l'opération de déplacement au sein d'une
condition générale de réversibilité.

Pour dtudier cette liaison entre partition et dépla-—
cement des contrattes, nous allons introduire une nouvel-

le situation relationnelle entre contrastes que nous

appellerons "commne appartenance" (notée APC).

Prenons deux contrastes favorables ou nuls: (ei— ej),
(e - &) € EXYUEX tels que e > ¢j et ¢ > ¢ . On re-
marquera que les contrastes (e;- e;) et (e, - el) "appar-
tiennent" tous les deux au “meme" contraste (e;- e)). For-
mellement nous définissons cette situation relationnelle

de la manitre sulvante:



D.1I.40. . .
vV (e;-¢), (ek—el) € EVE :

(e~ &) ey (e

(e~ el) ATCy (e - &)

1
} > ( By sur™ e et €] SUImel

n
et e; SUT e, avec o< m m'< n).

La situation de commune appartenance est une relation bi-

naire symétrique et réflexive sur EXU EX 1): .

(e; - ej) APC; (e-¢) o ( e- el) APC;; (ej - ej) ;

La définition de la commune appartenance renvoie directe-
ment &1°encastrement des contrastes. Si (e; - ) et (g -¢)
appartiennent tous les deux & (e - € ) , alors ils sont
également encastrés dans ( &; - el).2 Le fait remarquable
gu'il faut souligner ici 2 propos de la situation APC, est
le suivant: si (ei‘ ej) et (ek- el) appartiennent tous

les deux au méme contraste ( g ~ el) , alors (ej - el) est
le contraste complémentaire de (e;- e;) dans le contraste
(ei - el),et { & - e.) est le contraste complémentaire de
(ex - e,) dans le mdme contraste (e;- e;); (e; - &) et
(e, - el) caractérisent donc deux partitions distinctes ou
non de ( e; - €)).

On peut de méme définir la situation de commune appar-
tenance sur l'ensemble des contrastes défavorables et nuls:
D TT.40°

V(e -¢),(e-e) e EUVE:
(ei- ej) A?Cﬂ (CK.‘ ez) }<=>( e PREmek et <aa-'P.R£7'“Ie1 et
{ - e:l) ARGy (e;-e)

h \ )
e; PRE e, avec h3mm)0 )

A nouveau, la situation de commune appartenance définit

une relation binaire symétrique et réflexive sur EXUEt.

1) La symétrie découle immédiatement de la définition, tan-
dis que la réflexivité est entrainée par 1l'annulation de
met m'. .

2) En effet, e; SUI" e;

L
2 n
j avec o< ns=n-m'sn et e SUI ¢ avec
o< n'=n-mgn.



(e; - e) est le contraste complémentaire de (e~ €) et
(ej - ¢) est le contraste complémentaire de (e;- e;) dans
(e; - ) ° Les contrastes (e; - ¢;) et ( e,- e,) caracté-
risent donc deux partitions distinctes ou non du con-
traste (e:.L - e_l). .
La condition de réversibilité des situations de suc-
- cesseur et de prédécesseur 1) entraine la réversibilité

‘de la situation de commune appartenance:
o
V(ei—ej))(ek-el)él?l
( € - eJ) .APCn ( S 81‘ = ( eJ - e'i) 'A-PCH (e]'e;‘)
(ek - el) APCil(ei‘ ea-) I ( e.L— ek) APC]i(eJ- - ei) '

Démonstration: ' TR
m M m m'y
(ei—ej)APcil(ek—el)@(eiSU_I (PRE) ey et ejSUI (PRE )ej et

‘ . = ]
ejSUIn(PREn)el avec nym, m'3 o)<=;(ekP:m~:m(SUIm)ei et elPREm

' ]
(sur™ )e:i et e PREn(SUIn)ei avec nym, m'3 0) &= (el—ek)APCli‘

1
(ej_?i)' 2

Si le contraste favorable (défavorable) ( e -e;)
appartient au méme contraste favorable (défavorable)
{ & - el) que le contraste favorable (daéfavorable) (ek— el) .
alors le contraste inverse défavorable (favorable) ( Es = )
appartient également au méme contraste inverse défavo-
rable (favorable) ( e - ;) que le contraste défavorable
(favorable) (e, - e.) -

Revenons maintenant & la comparaison des contrastes
(e;- &) et (e~ el) par déplacement de l'un sur l'autre
et supposons que ce déplacement fasse apparaitre la re-
lation suivante: ( e; - e;) > (ey- e ) . 5i(e;-¢;) Apc, (e.- &),
il est clair que la comparaison de ( e; - ;) avec ( e - el)
conditionne les partitions de (e;- ) caractérisées par
ces contrastes. Or les contrastes complémentaires ( &y = el)
et (e;- e) caractérisent les mémes partitions de ( e - el) .

La comparaison de ces contrastes complémentaires doit donc

1) Voir I1. B. 2« p= 82
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confirmer la comparaison des premiers, en ce sens que

si e; est plus "loin" de e; que ¢, est,loin" de e > alors
e; est plus "pres" de e, que e, est "pres" de e; . ]_') Donc
(e;-e) < (e;- ). Cette propriété conduit & la

condition de réversibilité suivante:

V(e;-e5), (e -e) €E > (e~ e) APCy (e-e)

(%)

(e5-25) 3 (ew-e) & (&-9) s (e-e)

Le déplacement 1l'un sur l'autre de deux contrastes (e;- ej;)
et (e - e,) appartenant au méme contraste (e; - €) con-
duit au méme résultat que le déplacement 1l'un sur l'autre
des contrastes complémentaires (e;-e;) et (e; - ey) dans
le méme contraste (e; - ). Il y a équivalence entre la
relation directe et la relation réciproque "complémentée".
Jusqu'i maintenant nous n'avons considéré que des
situations de commune appartenance entre contrastes soit
favorables, soit défavorables. Pour généraliser cette
situation & 1l'ensemble des contrastes, nous devons ré-
introduire les situations de suécesseur et de prédéces-
seur "inversées". En effet, prenons les contras'tes <,ei‘ej)
et (e - e) tels que e; sut"( PRE™) e; et e, suI" ( PRET) e, .
La généralisation de la complémentarité permet de géné-
raliser la situation de commune appartenance. En effet,
les contrastes (e; - &) et (e,- ei) appartiendront tou-
jours au méme contraste (e - el) , car (e; - e,) est
toujours complémentaire de (e, - e,) dans (e;- e;) et (e;-e;)
est toujours complémentaire de ( e;-¢ ) dans (e -e)).

1) On peut illustrer cette propriété & l'aide d'un segment
de droite dd' coupé & deux endroits a et b:
e |
— e Y
Si le segment da est plus grand que le segment bd', alors
le segment "complémentaire" ad' de da dans dd' est plus
petit que le segment "complémentaire" db de bd' dans dd’'.
2) Vei‘e_,- , €kh €& €EE ;ona toujours e; SUr™( PREM)e; et 2k SVI.Im(?RE")el
avec =r g m w'< r. Si eisuI"(fBE”)c-K et €] SUI"(FRE")el avec
-¥<nngr, alors e SuL™ (PRe™) &y Avee =rg Nemin'anengy,




- 8 ==

La condition (%) peut donc 8tre généralisée de la ma-

nitre suivante:
S.E.2.

Voe;, € ,¢e,¢e €E:

*®
(ei~e5) 3 (&) © (&~ &) % (g5-¢).

Si deux contrastes ( e; - ;

au sens de la relation ;§ y 1'échange des termes moyens

) s et (e, - e,) sont comparables

e; et € n'altere pas cette comparaison.

Deux systemes de réversibilité caractérisent donc
l'activité perceptive qui conduit & la sériation exten-
sive dés contrastes; un premier systéme qui lie la ré-
ciprocité de la relation "au moins aussi favorable que"
3 l'inversion des contrastes au sein de la condition de

)

réversibilité S.E.1. et un second systéme qui lie la réci-
procité de cette méme relation & la complémentarité des
contrastes au sein de la condition de réversibilité S.E.?2.

Ainsi pouvons-nous définir un troisitme type d'échelle
qualitative qui sera marqué par un équilibre de 1l'acti-
vité perceptive conduisant & la sériation extensive des
contrastes. '

D.II4.Nous appelons échelle qualitative extensive un en-—

semble de r+l états d'uneconséquence élémentaire qua-
litative que l'homme 4'étude peut numéroter de O & r

de maniere & ce que tout acteur reconnaisse sur 1l'en-
semble des contrastes E* une relation binaire 2. au conte-
nu sémantique "au moins aussi favorable que" qui vérifie
les propriétés suivantes:

1) ( ?:/ £) est un Pre'ora'r‘e C.Omple.‘t
B W Ay g w 951, sses, ¥E .

[Ce-ed 5l (s-2) Voot rl @ iag

1) Voir p.389
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3 ¥V i9,kil=o01, ....,0:
¥* ¥
(es-e;) % (e-e) & (e5-e) < (e-¢&);
4) V. i,j,k,1 = 0,4, ....,T:

¥* * .
(ei-ej) Zc(ek'el)c") (ei'ek))e(ej'el))

On retrouve dans cette définition de 1'échelle qualita-

tive extensive la définition de 1'échelle qualitative

- . . 1 . ¥ z o
intensive. ‘En effet, la seconde propriete entralne que

(ei - ek) =; (ei- ek) pOuI‘ tout i’ k = O, l, see Ie La
proprifté 4) entraine dés lors que (e; - e;) =& (e~ e)
pour tout i, kx =0, 1, ... r. Les trois échelles quali-
tatives envisagées jusqu'Zd présent s'embolitent ainsi de

la maniere suivante:

échelle qualitative échelle qualitative échelle qualita-
extensive = intensive = tive élémentaire

Au niveau de 1l'échelle qualitativé élémentaire, l'ac-—
tivité perpeptivexnaconduit qu'a la reconnaissance des
mutations favorables, défavorables et nulles.Pour arriver:

4 une échelle qualitative intensive, l'activité percep-

tive doit se préciser afin de permettre la reconnais-

sance de 1'encastrement et de l'emboitement des contrastes,
ce qui nécessite la reconnaissance des situations de succes-
seur et de prédécesseur immédiats (les mutations élémentai-
res) et la composition additive de ces situations. Si a
cela s'ajoute la reconnaissance de la complémentarité des
contrastes,é travers la partition des situations de succes-
seur et de prédécesseur, et 1l'opération de déplacement des
contrastes, on se trouve en face d'une échelle qualitative

extensive.

1)
Voir D.IT.8. - p« 83
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La plupart des échelles qualitatives utilisées en pra-
tique nous semblent vérifier au moins les conditions d'une
échelle intensive. Par contre, il n'est pas certain qu'elles
soient toutes des échelles extensives. En fait dans la
majorité des cas ces échelles se situeront entre ces deux
types, comme cette échelle de risque sur laquelle l'acteur
admet une aversion contre les risques de plus en plus im-
portants. Sans disposer d'une sériation extensive, on con-
nait la sériation partielle des contrastes élémentaires.

A cette classe d'échelles qualitatives "intermédiaires"
entre 1'échelle intensive et 1'échelle extensive, nous as-
socierons les mémes équilibres perceptifs qu'a cette der-
niere, puisque toute connaissance supplémentaire & 1'échel-
le intensive repose sur l'opération de déplacement et pré-
suppose ainsi la reconnaissance de la complémentarité des
contrastes.

Nous désignerons les échelles appartenant & cette classe
par le nom d'échelle gualitative commune. La sériation com-

mune supportée par une telle échelle modélise une relation
"au moins aussi favorable que" qui est un préordre sur E¥%,
et qui vérifie en plus de l'encastrement et de 1'emboiltement
des contrastes, les deux équilibres perceptifs S.E.l..et
S.E.2. de 1'échelle qualitative extensive.

On remargquera que cette.classe comprend 1l'échelle in-
tensive et 1'échelle extensive comme cas-limites en ce sens
que la premikére est la plus "pauvre" et la deuxitme la plus
"riche" en informations préférentielles des échelles quali-
tatives communes.

Arrétons-nous encore un instant & ces échelles communes
pour considérer un cas particulier ‘intéressant . En pra-
tique, 1'échelle qualitative est souvent construite "régu—
liérement" de manitre & ce que 1l'acteur pergoive les con-
trastes €lémentaires tous égaux entre eux. Nous appelons
régulieére une échelle qualitative intensive sur laquelle
l'acteur reconnalt cette équivalence entre les contrastes
élémentaires.
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On voit aisément qu'une échelle réguliere est en fait
une échelle extensive particulikre. En effet, la propriété
S.E.2. entralne que tous les contrastes de méme amplitude
soient égaux entre eux, et comme toute sériation des con-
trastes est une relation transitive, la sériation "réguliktre"
est nécessairement compléte sur E*.

L'importance de 1'échelle régulitére apparaltra lorsque
nous envisagerons d'augmenter davantage la précision de l'ac-
tivité perceptive. Ceci nous .mene vers l'addition directe
des contrastes dans une échelle gualitative.
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II. C. Additivité des contrastes dans une échelle

dualitative

La précision de l'activité perceptive des acteurs peut
dans certains cas aller bien au-deld de celle requise pour
la sériation extensive des contrastes. En effet, la sé-
riation des contrastes repose entiérement sur la recon-
naissance et la partition des situations de successeur
et de prédécesseur. Or, la perception des contrastes se
précisant, cette opération de partition pourra s'appli-
quer directement aux contrastes eux-mémes. Dans ce cas,
la somme de deux contrastes adjacents, qui ne sont v
autre chose que deux contrastes complémentaires dans un
méme contraste, correspondra exactement & ce contraste.
De plus, la précision de la perception augmentant encore,
l'addition pourra s'étendre & 1l'ensemble des contrastes
pour ouvrir la voie & une opération de concaténation né-

cessalre au mesurage exacte des contrastes.

II. C. 1. Addition partitive des contrastes

La sériation des contrastes repose primordialement sur
la reconnaissance et l'addition des situations de succes-
seur et de prédécesseur immédiat. A cela s'ajoutent deux
opérations perceptives, la partition de ces situations et
le déplacement des contrastes 1l'un sur 1l'autre. Nous allons
4 présent supposer que les acteurs pergoivent les contrastes
d'une maniére suffisamment précise pour pouvoir imaginer une
‘opération de partition s'appliquant directement aux contrastes
pergus. Pour étudier cette partition des contrastes nous



introduisons une nouvelle situation relationnelle entre
contrastes qui définit 1'"adjacence" entre contrastes (no-
tée ADJ).

Prenons deux contrastes, ( e; - e;) et (ek-Aq), favo-
rables ou nuls. Si ( gy = ek) , ces contrastes représentent
une partition du contraste (e;-e;), et ils sont "adja-
cents" l'un & l'autre. Par contre, si (e; = e,), ces con-
trastes, tout en étant encore "adjacents" 1l'un a l'autre,
représentent une partition de (ek- e;) . On retrouve les
mémes situations lorsque 1l'on consideére deux contrastes
défavorables ou nuls. Envisageons & présent deux con-
trastes (e;- e;) et (e - ¢ ) oh l'un est favorable et
1l'autre défavorable. Si(e;=e;) ou (e; = ¢) , ils seront

N

toujours "adjacents" 1l'un a l'autre, malgré le fait que
1'un soit dirigé favorablement alors que l'autre est di-
rigé défavorablement. Ces constatations nous inspirent

la définition suivante: ~
Do Ll s 112, *
v ( €; - EJ) 3 ( e, - el) e E

(e;-e) ADI (g- &) < (e; =€) ou (e-=e;).

Ainsi la situation d'"adjacence" est-elle une relation
binaire symétrique sur E¥*; elle est irréflexive sur EY U EX,

puisque seul un contraste nul pourra 8tre adjacent & lui-
a1 ey

meme . On remarguera que la situation d'adjacence tra-
duit une situation analogue & la complémentarité entre con-

trastes.z) En effets:’

V (e-¢), (e-e) € B
(e, -e;) ADI (ek— e;) « (e -e€;) complémentaire de
(e, <e))3);

*/
1) y (ei—Ej)e.E = ( ei-ej) AZDJ(ei- EJ) © == ea-
2) Yoir IL: Bs 3¢ P’
) v €1 5.S5 5y %, ©a ek - & sux” e; et & sur” el avec ’IG\’\’\'\'SI':

(g5 -e) > ¢ sut™Me ; ot (e~ o) % & SUIn+n ey -
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L'équilibre perceptif nécessaire & la reconnaissance
’des situations d'adjacence trouve son expression dans une
condition de réversibilité qui découle immédiatement de

la définition:

V (ei-e), (e- &) € E

(ei- e;) ADI (e, -e) & (e5-¢e) ADI (el- &) .

Si les contrastes (e;-e¢;) et (e - ¢) sont adjacents
l'un & l'autre, alorsleurs contrastes inverses respec-—
tifs (e; - €;) et (e - &) le sont également.

Supposons & présent que la précision de la perception
soit suffisante pour reconnaltre que deux contrastes
adjacents représentent une partition d'un contraste. Cette con-
statation conduira un acteur & admettre que la "somme"
de ces deux contrastes adjacents, qui sont donc complémen-—
taire 1'unde 1l'autre dans un méme contraste, est préci-
sément égale & ce contraste. Nous attribuerons cette pro-
priété des contrastes adjacents & une opération percep-
tive que nous appellerons "addition partitive" (notée + ).1)

Soit ¥ 1'ensemble des couples de contrastes adjacents:
: ¥
{( €; - ej)w(ek— el)éf./(ei—ej) A.'.DJ(el-el)} .
L'addition partitive est définie comme une fonction de
CX* C E*xE* dans E* qui vérifie la propriété suivante:

AT 1. | "
v [ (es-e), (g-¢)e G

(ez- &) si e=e5 ;

(ei- )+ (o)

(e, - &;) si e. = e, -

Puisque l'ordre dans lequel sont. envisagés les contrastes
adjacents n'intervient en aucune manibre dans la percep-
tion de la "somme", on doit s'attendre & la commutativité
de l'addition partitive. En effet:

1) Nous avons choisi @' appeler "partitive" 1l'addition défi-
nie entre contrastes adjacents parce qu'elle est de ce

fait limitée & 1'addition entre parties d'un méme tout.
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v (ei'ej)w(el.’el) GE*:

* %X

=> [(ek- e), (e~ ej)]e (o

1)

[(ei-e), (e,-¢e)) € &
et (e-e5) §(g-¢) & (e - )t (ei-e).

Par contre, l'addition partitive n'est pas associative.

_En effet, additionner les parties d'un méme tout n'est

possible que si les parties sont adjacentes les unes aux autres.
L'associativité de l'addition partitive n'est acquise qu'a
condition de réarranger préalablement les contrastes &

l'aide de la commutativité afin de les rendre adjacents.

Ainsi l'addition partitive vérifie-t—-elle une condition
d'associativité affaiblie:

% 2)

(c)c')e CZ" et [(cie!) , c'le C*; = [ (cc)e C:* ou ( £'c)e C:*]

et [( o, (")) et ou ((c"+c),e)e ] et
(cfc')i’c' =" ci(c'qrc")—ou (c"ic)fc'
‘ x veomy T uvr P ay 3)
= (’'%c")+ ¢ ou fEP(cte"):

Les contrastes nuls apparaissent comme des éléments

neutres pour l'addition partitive:

1) La commutativité découle de la symétrie de la situation
d'adjacence (voir p. %8 ) et de la propriété A.I.l.

2) Pour simplifier 1'écriture de cette condition nous notons
¢ un contraste quelconque de E*. En général B. ROY uti-
lise ce symbole pour d€signer une dimension particuliere
d'un probleme de décision. lLiais puisque nous avons li-
mité notre discussion & une seule dimension, nous n'ém-—
ployerons pas ce symbole dans ce sens et il n'y aura pas
d'ambiguités possibles & son égard. ‘

3) Ye e ,6e. ¢, ¢ €eE:
[(e et Con ) ¥ (n-2n) & (=) etllem e) ow(es-en] oo
(ei e,) e.*[(ejsem)ou(ek-eh)].-

I
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Y ( € - J) e E“
[(ei-e),(e5-e5)] e € et [(ei-e), (ej-e5)]e ¥
et (ej-ej) ¥ (ej-e;) f(ei-e) et (e5-e) + (e5-¢)) F(es-¢;).

Enfin & chaque contraste est associé dans le cadre de

l'addition spartitive un contraste opposé qui sera son in-
verse , '

Si nous appelons "soustraction partitive" £  1'addi-
tion d'un contraste inverse, l'opération de soustraction
ainsi d&finie représente l'opération inverse de 1l'addi-
tion parti'bive,

V(ei-ej)eE*: i(ei-ej) =*~ l(ej—ei\":

Dbs lors, 1'équilibre perceptif de 1l'addition partitive
découle de 1la condition de réversibilité liant 1l'addition

et la _sous’craction partitive
YV ( e;-¢) € £ [Ce;- ej),(eli-ej)]e C:* et ] (&- ei),(ei'eiikc:‘:

(eij-e) + Cej-e) = (ei-e5) ;5

(e;-e) +(eg-e) = (ei-e) .

+v

Additionner le contraste (ei - ej) a sont contraste inver-
se (ei - ej) revient & soustraire (ei - ej) de lui-méme

et donne par conséquent un contraste nul.
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Ainsi avons-nous défini sur E* une opération percep-
tive qui traduit la propriété additive des contrastes
adjacents. Cette opération perceptive dépasse considéra-
blement en précision l'activité perceptive nécessaire &
la sériation des contrastes. L'addition partitive, qui
prolonge en fait la sériation intensive, ne fait que
confirmer les résultats de celle-ci.

En effet, on peut montrer la compatibilité de l'addition
partitive avec la sériation intensive des contrastes.

Pour cela, il suffit de poser que deux contrastes favo-
rables ou nuls adjacents sont "au plus aussi favorables
que" (g:) leur somme : YV ( e;-e;),(e -e) € E:u}"f |
tels que [ (e;-e;), (e, - e‘_)] € C:* : (ej-e5), (e-e) € (e5-ent
(ex-e). Des lors, (e;-¢€;), (e5-e) & (ej-e) e (€253 e)
ou (&5 &), (- e5) o (ey-e)ea( epregreg); et

on retrouve la définition de la sériation intensive des
contrastes favorables ou nuls.l De méme si nous posons
qué deux contrastes défavorables ou nuls adjacents sont
"au plus aussi défavorables que" ();) leur somme, nous
retrouvons la définition de la sériation intensive des
contrastes défavorables ou nuls. La transitivité de la re-
lation }; est assurée par la condition d'associativité
affaiblie. La commutativité de l'addition parti- .

tive- entraine nécessairement 1l'identité (=§) entre les

2) Enfin la condition de réversibilité

contrastes nuls.

gui lie 1l'addition partitive & 1l'inversion des contrastes

implique la condition de réversibilité liant la récipro-

cité de la relation az 3 l'inversion des contrastes.3)‘
L'addition partitive-caractérise un nouveau type d'échel-

le qualitative qui se situe, eu égard & la précision de

la perception, & la suite de 1'échelle qualitative intensi-

ve.

l; Voir @]Ig, P- 83 . Ss 2B

2) La commutativité entraine ainsi également l'unicité de
1'opposé d'un contraste. (voir p.401 )

3) Voir p.3¢
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D.II.13.
1)

Nous appelons échelle gualitative métrigue une

échelle qualitative intensive sur laquelle 1l'acteur
du processus de décision admet une opération d'addition
partitive, c'est-i&-dire une fonction + de Cg*(l'en—
semble des couples de contrastes adjacents) dans E¥ qui

vérifie la propriété suivante:

7 i,j,k)l= 0,1‘....)r tels c‘ue[(ei-ej)’(ek_e_l)]e C;*:

e~-e)f'(-=e :
(e5- o) § (o e) (57 Ceam el

(ek- ea) S1 (ei- el) .

'
L'addition partitive, ne s'appuyant que sur la partition
des contrastes, ne fait pas référence & l'opération de
déplacement des contrastes. Ce déplacement peut s'ajouter
4 1l'addition partitivee.

En effet, il y a compatibilité entre 1l'addition parti-.-
tive et la sériation extensive des contrastes. Prenons
deux contrastes quelconques (e; - e;) et (ey- el) que l'ac-
teur peut comparer grace au déplacement de (ej; - ej) sur
(ey - ;) - Considérons maintenant un troisieme contraste
(eyn-ey) tel quel(ej-e;), (en-2,)] € CX° et [(e-¢),(em- en)

€ ;¥ . Puisqu'un méme contraste est ajouté & (e; - ¢) et

& (e -e) , le déplacement de [(e; - €;) ¥ (e,n-e,)] sur

[Ce - @) ¥ (e,-e ]dort révéler le méme résultat, c'est-
A-dire si (el - &) (e - ¢) alors [(e, - e;) +(em- e )]
[( e (e, - J et nous retrouvons la condition de ré-
ver51b111te qui lie la réciprocité de la relation )f_ 4

la complémentarité des contrastes.Z) En effet, il s'ensuit

1) Nous avons choisi le terme "métrique" pour faire référence
au fait que sur ce type d'échelle on peut définir une re-
présentation numérique des contrastes, c 'est—-&4-dire un co-
dage de E¥*, & partir de la différence entre échelons
codés (voir II. D. p. M )

2) Voir P 43 SFQ,
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que[(ei_ J) :(em“eh z(ek - el)]éE* ou [(ek—el)i

e
(e - e; ¥ (em - en\] € E¥et ( e;-e;) est le complémentaire
de[( e, -e.)f(e-e) et (e -e)) est le complémentaire
- ej)ii(em- e,)] dans un méme contraste.
Addition partitive et sériation extensive conduisent
4 un second type d'échelle qualitatiwve métrique.
D.II.I3%s fous appelons échelle qualitative métrigue extensive

une échelle qualitative extensive sur laquelle tout

acteur admet une opération d'addition partitivee.

On peut encore définir 1'échelle qualitative métrique
extensive comme une échelle qualitative métrique sur la-
quelle tout acteur admet une sériation extensive des con-
trastes.

En augmentant ainsi de plus en plus la précision de'la
perception des contrastes, nous nous approchons de la
"mesurabilité" de 1'échelle qualitative. En effet, la
seule opération perceptive qui manque désormais pour com-—
pléter la connaissance de la éonséquence élémentaire qua-
litative est une opération de concaténation des contrastes
nécessaire & toute mesure, et donc connaissance "exacte",
des contrastes.Or cette opération nécessite la possibilité
‘d'additionner des contrastes non adjacents, ce gl nous
mene vers une autre opération d'addition des contrastes.

II. C. 2. Addition extensive des contrastes

Jusqu'd présent nous avons décrit une activité perbeptive
limitée & 1l'ensemble des contrastes observables & travers
les mutations des actions potentielles & la décision. Ce-
pendant, si la précision de la perception des contrastes
est suffisante, l'acteur peut s'éloigner des opérations

erceptives gue sont les mutations de A* our iden-—
P a s

un nouveau contraste. L'acteur accéde ainsi & la possi-

1) Voir II. A. 4. p. &5.
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bilité de combiner des modifications de la conséquence
qualitative au-deld de celles concrétement observables,
pour envisager de nouveaux contrastes qui ne sont plus
nécessairement liés aux mutations des actions potentielles
4 la décision.

Pour traduire cette possibilité, construisons & partir
de E* un ensemble de contrastes, noté &,

e - B u E'XE"u EXEE v ... UE%.. xE'v...
G*comprend toutes les combinaisons possibles de contrastes
de E*. Cependantfm‘e sous—ensemble de contrastes qui
n'excédent pas (e, - e)ou (e, - e,), c'est-h-dire les con-
trastes maximal et minimal de la sériation extensive et
intensive l), sont de quelque intérét pour l'acteur.

Soit €% ce sous—ensemble de € :

%*={c66*/ (er—eo)z*c;*(eo-er)}.

Dans cette définition de €" nous avons admis 1'hypothbse
selon lagquelle l'acteur peut comparer tous les contrastes
de €7 2 (e, - e,) et & (eO - er). Nous supposerons de plus
que l'acteur peut spécifier & l'aide de 1l'opération de dé-
placement une structure relationnelle sur €%, notée (a*/‘e*)l,
ol la relation "au moins aussi favorable que" "(3*) est un
préordre total.

La construction de €~ fait référence & une nouvelle
opération perceptive que nous appellerons addition exten-—

sive, notée ¥ , qui sera définie sur l'ensemble des couples
de contrastes Ge € dont la "somme" n'exctde pas (e, - e)ou
(e, - e,) . Ainsi 1'addition extensive apparalt-elle comme
une fonction de €% ¢ €"x €¥dans €%, oh

{(c’c') e €°/ (e,-e,) Yoct ' Y (e, - er)}

Quelles sont les conditions qui font de 1l'addition exten-—
sive une opération perceptive équilibrée?
1) De méme que l'addition partitive2 , cette opération doit

etre commutative:

1) Voir tableau T.I4. p.8%
2) Voir II. C. 1. p.9
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A.E.1. Y e, ¢ € €F:
(e c') e @ 5 (ce)e et e X 'te.

2) Par contre, l'addition extensive sera associative, par

opposition & 1l'addition partitivel):

A.E. 2. V c.c'.e" e €°:

B )
(ed)e T (cte, e o (e)ee”
e‘t(c‘c'f_c")e‘c** et (CiC‘)i'c' =*c$-(c'%-c"

3)Si nous notons ¢ la classe d'équivalence des contrastes

2).

nuls, ¢ sera 1'élément neutre pour l'addition extensive :
T D V ce € (c)éo) e € et cife = ¢

4) Appelons soustraction extensive (notée & ) 1l'addition d'un

contraste de E* inversé:
] * \
Y (e—e)EE : i(e-e)_—.* s(e'—e).
L'égquilibre perceptif de l'addition extensive prend la
forme suivante:

A.E.&, Vie-e)e¢ *5): (e-e') % (e-¢) =‘(e-e‘)3(e—e')="éo

tr

En général on peut donc associer & tout contraste c € €~

qui est une somme de contrastes de E*¥: c¢c = (e-e') ¥ (e"—e™ ) ..

un contraste opposé c¢'e € qui est la somme des mémes

contrastes inversés: c' = (e'-e) + (e"—e")% ..., tel que

leur somme, ¢ + c' donne 1'élément neutre ¢, A4

5) 1 est naturel de supposer l'addition extensive compéa-—-
tible avec l'addition partitive puisqu'elle n'est qu'une

généralisation de celle-ci. Elle vérifiera donc la méme

1) Voir p.99
2) Dans l1l'addition partitive, seuls les contrastes nuls ad-
jacents sont des éléments neutres.

3) En effet,Z"c €”. ) #[(e-€) i(e'—e")i-v‘] i[(e-_e)i(e“'_e")'f...]

KD : |
) [(e-e) b)) HI( - e F(et-ex -

™
Ve
2]
0
S~—r
m
—
*
~
o
» +0
(g
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;. 1)

A.E.S. v (e -e'), (e~e)€'E* tels que
[(e-¢€), (e “‘)]e‘C

(e-e") si (e =¢e";

(e'-¢e) si (e =e"

[(e-e) 3 (e-e) -

Finalement, nous supposerons que l'addition extensive
compatible avec la structure relationnelle ( ¥/ €%)

A.E.G. V c,e' € e

c Y > (ecse") ¥ (%Y Vc'ete”
 (c,c") e € et (c\c") e €™

La condition A. E. 6. entraine sur (>,*/ ‘C*) les con-

ditions de réversibilité liant la réciprocité de la re-

lation 3 & 1l'inversion et & la complémentarité des con-

trastes de E¥

2); la sériation ( »*/ ©*) généralise la

sériation extensive de E¥*.

L'addition extensive caractérise un niveau de précision

de l'activité perceptive auquel nous pouvons associer un

nouveau type d'échelle qualitative.
D.II.14. Nous appelons échelle gqualitative additive une

2

3)

échelle qualitative extensive sur laguelle 1l'acteur
admet:

a) une sériation ( y*/ €") ov ¥ est ‘un preordre total sur'}“_’*ﬁu,;
est 1l'ensemble des combinaisons possibles de contrastes
de E* n'excédant pas (e, - e) ou (e - e,);

b) une opdration d'addition extensive, c'est-a-dire

Voir II. C. 1. p.98.

1 AE6 e e ‘e ' e
L4 cceE ey S c—c)-c a(c
Vccc c'"eB* cc)é‘€""(c c")e%*"e’(’(cic c) e e**
et ( cfc') G.:E'* (% c) e E* et ( c'i c"$c € EY aI:rs c+c')
est le complermentaire de ¢ dans ( ¢ et ( e'§c") estle

com ]pn\eh{'a]re d ¢ olans Ie.m_@mc Can'(’raafe ie E¥.

Voir D.IL.44. 93
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une fonction de €% ¢ €*x€* gans €* qui vérifie les
propriétés A.E.1. & A.E.6. et ou € est l'ensemble
des couples de contrastes de € dont la somme n'excdde
pas (e,.-e) ou (e, -¢e.). |
Une partie de l'opération d'addition extensive caracté-
risant 1'échelle qualitative additive nous intéresse
particulitrement; ce sont les opérations consistant en
une addition répétée d'un méme contraste & lui-méme, c'est-

&-dire les opérations de "concaténation". 1)

II. C. 3. Concaténation des contrastes

' Of, de meéme que l'addition extensive, cette opération
de concaténation est limitée par le fait que le résultat
de la concaténation doit &tre un contraste c¢ € € . Pour
chaque contraste (e-e') € E*¥ on trouve ainsi un plus
grand nombre entier qui indique le nombre de fois que
1l'on peut ajouter (e-e') & lui-méme sans dépasser ni (e,- &)
ni (e, - e,) |
En effet, on peut associer & tout contraste non nul
un ensemble M;-e) C N (entiers positifs) pour lequel

Vn € Mz-é) est défini inductivement de la maniere sui-

vante:

V (e-¢) e E UE :

et a(e-e) = (e-€)

g
a) 1 € N@-eq

b) &1 (h—‘l) € N;_e,) el [(h-1)(e-€'))(e-e‘)] e. ‘e**

alors n € N:e_e.) et n(e-¢) =*(n—1)(e-e.')$-(e-e');
c) Si (n—’l)é N:e_e,) et[("\"1)(e-e'))(e-e')]¢ erx .

: +
alers YV my>n, m §! N(e-e')"

La soustraction répétée d'un contraste non nul reve-
nant & l'addition répétée du contraste inverse, on peut

également définir une opération de concaténation & partir

1) La formalisation s'inspire de KRANTZ, ILUCE, SUPPES et
TVERSKY (op.cit., chap. I. p.3é ), p.&¢
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de la soustraction extensive en associant & VY (e -ef)e

EIU E* un ensemble P%;dw C N° (entiers négatifs) pour
lequel V n € N,

nitre suivante:

(e-eny €St défini inductivement de la ma-

a) -1 ¢€ N('e_e,) et (1)(e-e) =" E(e-e) F(e-e)

b)  ~(n-1) ¢ N(-e-e,) et [(-n+a)(e-e),(e'-e)) € T
alors --n € N(_e_e,) et ‘(—n)(e_e‘) ¥ (-n+1)(e—e')2(e—e');

) -(n-4) e Nego et [(-ne)(e-e) (-] £ €

alors V-m<n | —mﬂ N(;_e,)

R, 2
A tout contraste (e-e') € E UE est ainsi associé un
ensemble Nw~e) qui est l'union de Nze-fl et de Nze_e) .
Or, de par 1l'équivalence entre 1l'addition extensive et

la soustraction extensive "inverse" :

Y e e e E
+

(e-e = N(e'-e) )

N(e_e;) =‘N(e'—e_) 3 N(e_e') = N

(e'-¢e)

C'est pourquoi nous pouvons limiter 1'étude de 1l'opération -
de concaténation & 1'ensemble des contrastes favorables.
De plus Y ne N;_ >-neN

R e') (e-e)

Démonstration:

Soit meﬁN?e_e,))_ —mﬁsze_e.):vm(e-e') <* (er—eo) et (-m)(e-e')<*

(e ,-e.). Des lors éo =% m(gfe') § (-m)(e-e") g*(e ~e ) f
(-m)(e-e') et (e~e ) ¥ (-m)(e-e') < (e,-e.) ¥ (m)(e-e') -

(e, —e,) £ (-m)(e-e') =% ¢,» ce qui est contradictoire. ¢

; + . g : c
La connaissance de N(e—e') est ainsi suffisante pour dé-
crire complétement l'opération de concaténation sur EX.

Revenons maintenant au plus grand nohbre entier de
+
N(e_cﬁ - On entrevoit qu'il est important pour la con-
naissance des contrastes dans une échelle qualitative qu'il

n'y en ait aucun qui soit infiniment favorable (resp. dé-
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1)

favorable). Cette condition archimédienne imposée aux
contrastes peut s'énoncer ainsi:

A.E.T. V (e-e),(e"-e" €I}

(e B E') 5*(6"- e'") = { n e N:e-e‘) / n(e—e') 4*(e\\_ em)}

est un ensemble fini.

Une dernigére condition manque encore pour que la con-
naissance de 1l'échelle qualitative atteigne son maximum:
on doit trouver dans E un contraste particulier, appelé

contraste-unité (noté w ) & 1l'aide duquel on peut "me-

surer exactement" tous les autres contrastes non nuls de E¥*.

Autrement dit, il faut qu'il existe dans E un contraste ey
tel que 1'égquation suivante soit résoluble pour tout
contraste non nul:

Y (e—e') GE:UEt : (e—e’) =¥ neqy avec n.éNcu

Cette situation est vérifiée si en plus de A.E.7., 1l'échelle
qualitative additive admet la propriété structurelle sui-

vante:
- "
A_E. 8. YV ¢, ¢ EE:: c < ¢ = 3 c'eE+>—

%% e n * |
(c, " et et c¥ec < c .

En effet, il existe ainsi dans E] un contraste minimal
au sens de la relation (< /E) & 1l'aide duquel on peut
~mesurer exactement tous les contrastes dans E.

Démonstration:

Si e cue‘E* : ¢ y*cu, alors il existe en vertu de A.E.7. un
nombre entler p051t1f maximum, noté Nt (e, eu) tel que

(N (¢,cu)-1) ¢ N oy 8% ¢ >¥ (N"(c, cu)-1l)cu. Posons N' (cu, cu)=1.
Maintenant en vertu de A.E.8. il existe un c' dans E* tel que
[(N (cycu)-1), c ] € €**% et c y* (w* (c, cu)-1)cu ¥ c' 51 cu
est minimum, ¢ y*cu. Or wt (e, cu) e N et c >*(N (c, cu)cu)
llais dés lors c ;* (NF(c, cu)eu) et c —* (v* (cycu)ecu).

peut faire une démonstration analogue pour c £ EX, ¢

1) Il est 1nteressant de rapprocher cette condition de celle
nécessaire & 1l'emploi de 1'opérateur de moyenne. Voir
I.B.2.bpe36
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Avec 1'échelle qualitative additive vérifiant la proprié-
té structurelle A.E.3 et 1l'opération de concaténation vé-
rifiant la propriété A.E.7. nous arrivons au terme de
1'élaboration d'une typologie des échelles qualitatives.

Ce dernier type d'échelle qualitative admet une activité
perceptive suffisamment précise pour accéder & une con-
naissance exacte et numériquement précise des contrastes.

D.II.15. Nous appelons échelle gualitative métrée 1) une

échelle qualitative additive qui vérifie la propriété
A.E.8 et sur laquelle l'acteur admet une opéra-
tion de concaténation qui vérifie la propriété A.E.T7T.
L'échelle qualitative métrée conclut notre élaboration
d'une typologie des échelles qualitatives. Le tableau ci-
dessous permet de résumer les connexions entre les types
d'échelles métriques et additives.

Echelle Echelle Echelle

qualitative = qualitative = qualitative

métrée additive métrique ex-
tensive

Reconsidérons & la vue des résultats précédents le
probleme du choix d'une représentation numérique que
1'homme d'étude peut associer & une échelle qualitative

donnée.

1) Du verbe métrer: mesurer au metre.
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II. D. Relation entre le Niveau de Précision de 1'Activité

Perceptive et 1'Indétermination de la Représentation

Numérigue de 1'Echelle Qualitative

L'élaboration d'une typologie des échelles qualitatives
en partant de l'analyse de l'activité perceptive, montre
que l'opposition classique entre échelle ordinale et
échelle cardinale 1 doit céder la place & tout une
suite d'échelles plus ou moins cardinales ou, ce qui re-
vient au méme 2 , plus ou moins ordinales. Une fois opéré
ce dépassement dialectique de 1l'opposition classique, le-
probléme du choix d'une représentation numérique opéra-
tionnelle ne se réduit plus au choix d'un codage parti-
culier de 1l'échelle qualitative.

II.D.1. Représentation numérigque de 1'échelle

Représentons par une fléche 1l'augmentation de la pré-
cision de l'activité perceptive en passant d'un type
d'échelle & un autre. Le tableau que l'on peut ainsi
dresser montre l'enchainement»des échelles reposant sur
une connaissance de plus en plus précise des contrastes
dans 1'échelle.

1) Dans la terminologie anglosaxonne: "ordinal scale" et
"interval-, ratio—, or difference-scale". Voir PFANZAGL,
Jd., Theory of Mesurement, Physica Verlag, Wiirzburg-
Wien, p. 28. _

2) "(...) la qualité et la quantité sont inséparables, et
cela aussi bien génétiquement que du point de vue d'une
analyse logique ou axiomatique (...) lais dire que la
qualité et la quantité sont indissociables ne signifie
nullement qu'elles soient identiques; elles sont simple-
ment aussi primitives 1l'une que l'autre, au point de
vue génétique, et aboutissent, “en leur état d'équilibre
opératoire & une forme de solidarité telle que 1l'on
ne saurait définir l'une sans faire appelle & l'autre."
J. PIAGET, Epist. génétique, T. l. p. 77-78.
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T4 Typologie des échelles gualitatives

Echelle

’ .
elementaire

.

Ec'nelle

intensive

Echelle Echelle

’ -
extensive metnﬂueA

- ==

Echelle rne’trique

extensive

J.

Echelle additive

g

Echelle metrée

Les définitions de ces types d'échelles qualitatives
sont basées sur des hypothéses quant & la performance de
l'activité perceptive de l'acteur relativement & une con-
séquence qualitative. Ces hypotheéses trouvent leur reflet
dans une indétermination spécifique,inhérente au codage de
chaque type d'échelle envisagé.

Or, 1'opposition classique entre £chelle ordinale et
échelle cardinale ne distingue qu'entre d'un c¢6té un co-
dage défini & une transformation monotone croissante pres
et de l'autre un codage défini & une transformation liné-
aire positive prés; elle occulte ainsi le probltme de la
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représentation numérique de 1l'ensemble des contrastes. Le
codage de 1l'échelle qui ne doit traduire en fait que la
structure ordinale (</E) ne donne pas nécessairement la
description numérique de la structure (¢<*/E*). En effet,
dans le cas d'une non-additivité des contrastes, comme elle
existe dans les échelles non métriques, la représentation
numérique des contrastes ne découle pas simplement des dif-
férences entre les valeurs codées des échelons. C'est pour-
quoi il importe de distinguer clairement entre le codage et
la représentation numérique des contrastes; nous appellerons
cette dernitre: codage-C de 1l'échelle.

DeIlsl6.

' Le codage-€ d'une échelle qualitative est une fonction #
3 valeurs réelles définies sur E* (resp. €*) telle que:
1) Ve, c' € EX : (c3* c')e=>(c) > F(c');

2) YceEX: g (c) = 0.

Ainsi supposerons—-nous que le codage-C est une fonction
numérique, définie sur E* ou ¥* qui vérifie la sériation
‘de contrastes et qui, de plus, associe une valeur zéro aux
contrastes nuls. Par conséquent, 1'échelle qualitative sup-
portant au moins une sériation élémentaire, tout codage-C
¢ associe des valeurs positives (resp. négatives) aux con-
trastes favorables (resp. défavorables).

I1 est toujours possible d'associer un codage-C 4 valeurs
finies & une échelle non-additive, car E* est un ensemble
- fini. Par contre, ¢*'n'est pas nécessairement fini et il
faut imposer une condition archimédienne & 1l'échelle additive
pour gu'il puisse exister un codage-C & ne prenant que des ’
valeurs finies.

Codage-C et codage d'une échelle qualitative sont en géné-
ral sémantiquement dépendants l'un de l'autre, puisque tout
codage peut etre interprété comme la représentation numé-
rigue d'un sous-ensemble particulier de contrastes: les
contrastes entre tous les échelons de 1'échelle et un échelon
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particulier figurant comme "origine" de cette échelle de pré-
férence. Par conséquent, pour donner une représentation nu-
mérique "cohérente', que nous appellerons image numérigue
de 1'échelle, codage-C et codage doivent etre liés entre-—eux.
Dell17

Nous'appelons image numérigue d'une échelle qualitative,

le couple[_ﬁ,XJ tel que, e€ E étant pris comme origine

de 1'échelle,

Ve'e E: X(e') =d(e'-e).

L'image numérique d'une échelle qualitative consiste donc
en un codage-C Z et un codage X)partie de 4, dépendant du
choix de l'origine de 1'échelle. L'indétermination de la re-
présentation numérique d'une échelle qualitative n'affecte
ainsi pas primordialement le codage X , mais plutdt le codage-
c d.

Interprétons donc les différents types d'échelles quali-
tatives suivant l'indétermination de ce codage-C.

II.D.2. Typologie des échelles gualitatives suivant 1'indé-

termination de la représentation numérigue des con-—

trastes

C'est ainsi que l'on remarquera que le passage de 1l'échelle
élémentaire & 1l'échelle intensive se caractérise par le fait
que tout codage-C défini sur le dernier type d'échelle donne
une image numérique de 1'échelle, alors que les codage-C
admissibles sur le premier type ne donnent pas nécessairement
une telle image. Limiter 1'indétermination de 1'image numéri-
que & l'indétermination du codage-C présuppose donc une sé-
riation intensive des contrastes:

Dis LI 184
Nous appelons graduable

1)

quelle tout codage—C & admissible donne une image nunérique

une échelle gqualitative sur la-

de celle-ci.-
Par opposition & tous les autres types d'échelles qualita-
tives, 1l'échelle élémentaire n'est pas graduable.

1) Terminologie empruntée & B. ROY, "Vers une méthodologie §éné—
rale d'aide & la décision", SEWA, rapport de synthese, N
87, 1978, 87. '
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D'autre part, le codage-C d'une échelle intensive ne prend
appul que sur une structure ()?/E*) partielle, alors que
le codage-C d'une échelle extensive traduit une structure
(%f/E*Q compleéte. Pour marquer cette différence nous ap-
pellerons partiellement graduable toute échelle graduable

sur laquelle la sériation des contrastes est partielle.
L'échelle intensive et 1l'échelle métrique sont des échelles
partiellement graduables.

Par contre, 1'échelle extensive, 1l'échelle métrique ex-
tensive, 1l'échelle additive et 1'échelle métrée sont des
échelles graduables.

Considérons maintenant les échelles métriques. L'addition
partitive des contrastes entraine une dépendance "fonction-
nelle" entre le codage-C et le codage en ce sens que l'image
numérique d'une telle échelle est entitrement déterminée
par le codage.

Soit' X un codage d'une échelle métrique E telle que e,
soit pris comme origine: -

~Puisque E supporte l'addition partitive, nous avons:

V(e—e')é E* : (e-e') =% (e—eo) 5 (e'—eo) .

Toute image numérique comprenant X et vérifiant 1l'addition
partitive sur E satisfait dés lors la relation suivante:

V(e-e')e E': Fle-e') =[X (e) - X(e")].

L'image est donc uniquement déterminée par le choix de X .
liontrons encore que @ est compatible avec 1l'addition partitive:

(e'-e" ¢ E*

Fle-e") = X(e) - X(e")-X(e) + Xle)s

g (e e) = X(e) - X(e)- X+ X(e);
Fle-e") + $(e"-¢€")

0;;l(e"'_ e) + $(e-¢e"

V (e-e')

)

I

d( (e-e)4 (e'-e")
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- @ traduira par conséquent la sériation intensive des con-

trastes:

V (e-¢), (e'-e") €eE":

- (e -¢e) ?; (e"-e") = ¢(e—e') > ¢(e“-e"):
Démonstration:

Y (e-e'), (e"-emM)é€ B¥* 3 (e-e!') >,’i‘ (e"-e") >3 (eV.—=e¥)e E¥e EX -
(eme') 3% (e"-e") + (&-e") 9 Fle-e') > F((e"—e) § (¥ -e¥) =
glem"-e") + F(e"-ev), donc F(e-e') > F(e"-e") puisque F(e"-e¥)2 0.6

Le choix du codage X est donc suffisant pour associer leur ima
image numérique & 1'échelle métrique; 1'indétermination de celle-
ci se réduit & 1l'indétermination du codage X . '

D.II.19. |
1)

lesquelles toute image numérique [g,XJ est déterminée

Nous appelons métrisables™’ les échelles qualitatives sur

par le codage X & travers la relation suivante:
V(e-e') € EX : J(e-e') = [X(e) - X(e')] :

L'échelle métrique, 1l'échelle métrique extensive, 1'échel-
le additive et 1'échelle métrée sont des échelles métrisables.
On remarquera que 1l'échelle métrique, tout en étant métri-
sable, n'est que partiellement graduable, et que 1l'échelle
extensive, bien que graduable, n'est pas pour autant métri-
sable.

Dans le cas des échelles métriques, l'indétermination de
1l'image numérique se réduit donc & 1l'indétermination du
codage X . Si de plus on est en présence d'une échelle mé-
trique extensive, cette indétermination est réduite davantage
par les contraintes qu'impose la sériation extensive au coda-
ge-C déduit de X .

V(e-e'),(e"—e‘")eE*: :
(e-e') sk (e'-e") & (X(e.) - X(e‘)) }(X(e“)-l’(e‘“)).

1) Nous avons choisi le terme "métrisable" pour renvoyer au
fait que le codage-C des contrastes favorables et nuls
dans une échelle métrique répond aux axiomes d'une distance.
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Arrétons-nous un instant aux échelles métriques exten-
sives pour considérer le cas particulier de 1'échelle ré-
gulitre. Les contraintes exercées par la sériation "régu-
litre" sur le choix de codage X sont telles que celui-ci
est déterminé & une transformation linéaire positive pres,
c'est-a-dire la détermination requise par le modele de la
somme pondérée.

En effet, soit ¥ le codage-C suivant défini sur une
échelle régulitre :

amp(c) si c € E¥ ;
Yc €B% : -fF(c) =4{ O si c € EX ;
—amp(c) si c € EX* .

On voit aisément que ce codage-C vérifie 1l'addition parti-
tive ainsi que la sériation réguliere et qu'il donne une
image numérique de E avec A pris comme origine de 1'échelle.
Considérons & présent une autre image [d',X'} quelconque
de E, o ¢' vérifie 1'addition partitive et la sériation
régulidre. Si nous notons c, pour j = 1, 2,...,r , les con-

trastes élémentaires (ej—ej_l) de E¥* :

Ve EE¥ et j = 1; 2, ecesl 2

—— e

ﬂS

P p )
R T TR U
. n
P P ® P ; x
-(Cj +_ Cj+1 + eee + cj+k) sl ¢C 6 E_ )
N Y =
n

pour j =1, 2, ceee ¥

Des lors: Y c € E* :

' — B
g (c Ye ¥ Pe ) si c € E¥
j j+1+ ee oo e Jt- J+n i )
Fgr(c) =\ =0 sicée E':')
P P P P ) .
gu(-(cj tCiy b oeee d Cj+k) si c e E¥ ;
N P SO
n
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nﬁ'(cj)
; (4 vérifie 1l'addition parti-
¢(C)=: 9 tive et la sériation régulitre)
-nf* (c )

X @F(c) (n = amp(c) = @(c), X = ﬁ'(cj)) .

Le codage-C @' d'une échelle métrique régulibre est
ainsi déterminé & un facteur multiplicatif positif pres.
D'autre part, comme @' et X', sont 1liés pour donner une image

numérique de E, nous avons :
Ve, et € B: X'(e) - X(e') =¢d'(e - e')
X(e) = xgle - e') + X' (e').

Le codage X est donc déterminé & 1'unité (choix de X ) et
% 1'origine (choix de e') pres. ‘

L'échelle métrique réguliere est donc du type requis par
le modele de la somme pondérée. lais avant de revenir 3
notre propos du chapitre premier, abordons encore les échel-
les additives.

L'acces & 1l'addition extensive des contrastes permet de
définir le codage-C comme une mesure, c'est-a-dire une fonc-
tion & valeurs réelles définies sur €%, qui est additive.
Cependant, la cardinalité de ¥ n'étant pas nécessairement
finie, il faut imposer & 1'échelle additive une condition
archimédienne, telle que la condition A.E.7., pour qu'il
existe un codage-C & valeurs toutes finies sur €¢¥.

D.I1I.20.
Nous appelons mesurable 1l'échelle qualitative sur laquelle
tout codage-C @ est une fonction additive sur € et qui
admet une image numérique & valeurs toutes finies.

Seule 1'échelle additive vérifiant une condition archimé-
dienne et 1'échelle métrée sont dans ce cas, car l'addition

extensive vérifiant la propriété A.E.6., il est possible de
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choisir X et partant @ compatibles avec une sériation (*/e*)
donnée. Au niveau de 1l'échelle mesurable, l'indétermination
de 1'image numérique est également réduite & 1'indétermina-
tion du codage X, car l'addition extensive recouvre l'addi-
tion partitive. D'autre part, le choix de X est contraint
par la sériation (3*/¢*) et comme cette sériation englobe
la sériation extensive, 1l'indétermination de 1'image numé-
rique des échelles additives est en général moindre que celle
des échelles métriques.

Ainsi arrivons-nous finalement & 1'échelle métrée. Face
34 une telle échelle, la construction d'une image numérique
peut s'appuyer sur une procédure de "comptage" & l'aide
d'un contraste—unifé cu, qui sera par exemple le plus petit
contraste favorable dans 1l'échelle.

En effet, tout contraste non nul dans une telle échelle
peut étre exprimé comme une somme "positive" ou "négative"
de n contrastes-unité cu :

Y (e-e') € EX U E! : (e-e') =* nc@ avec n € N_, .
Posons la valeur codée @ de chaque contraste non-nul égale
au nombre n de contrastes-unité cu qu'il recouvre:
V(e-e') € E¥ UEX : f(e-e') =n & (e-e') =* ncu ,
et associons au contrastes nuls la valeur zéro:
V(e-e) € EX : @(e-e) = O.

Le codage-C @ ainsi construit vérifie 1l'addition exten-—
sive et la sériation (2*/2*); en effet,

VY c, c'eEilrEf:(c =% ncu et ¢c' =*¥ n'a ) 9 ¢ f c' =% (n + n" )y ;

: (¢ >* c') =Jc"e @ : c" ¥ c_ et

Ve, c'e %> c, c' >* ¢ o

o

c »* c' £ c") > (ny=*c* (n' + n")u=* nku $ n"eu =*
c' $c") S (nyn' +n") D F(c) 2 Flc') puisque F(c")> 0.

Pour caractériser l'arbitraire qui entoure ce choix de g,
considérons un codage-C @' quelconque, qui vérifie 1'addi-
tion extensive et la sériation (3?/{?).
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Des lors @

Yc € ¢ :
g'(c) = #'(ncu)

ng'(cu) (en vertu de 1l'addition extensive)
=« @(c) ou Xx=@'(ax) > O,
Ainsi le codage-C est-il défini & un facteur multiplicatif

pres. De ceci découle que le codage X associé & @ au sein

de 1l'image numérique est défini & 1'origine (choix de e')

et & 1'unité (choix de x ).pres, c'est-a-dire & une trans-
formation linéaire positive pres. Avec 1'échelle métrée
nous retrouvons donc un autre type d'échelle compatible avec
le modelé de la moyenne pondérée.

Pour conclure ce survol du probléme du choix d'une re-—
présentation numérique & associer & 1l'échelle qualitative,
on peut rassembler, dans un méme tableau, les types d'échel-
les identifiés sur la base de la performance de l'activité
perceptive et les types d'échelles identifiés sur la base
de 1l'indétermination de 1'image numérique. (Voir le tableau
de la page suivante.)

L'opposition classique entre échelle ordinale et échelle
cardinale, uniquement basée sur 1l'indétermination du codage
de 1'échelle, ne permet pas de mettre en évidence les deux .
passages impdrtants gui se situent entre le caracteéere mé—
trisable ou non et le caractére mesurable ou non de 1l"échel-
le. Or la premidre distinction fait entrevoir les hypotheses
sousjacéntes,néoessaires % la réduction du probleme de la
représentation numérique au seul choix d'un codage X par-—
ticulier. La seconde distinction permet de souligner le
grand écart dans la performance de l'activité perceptive
qui conditionne le passage de l'addition partitive, défi-
nie sur un ensemble de contrastes "concrets" (E*),é 1'ad-
dition extensive qui,elle, est définie dans un ensemble
de contrastes largement €élargi & l'aide d'une combinatoire
"additive" (e*).
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Nous voilad en mesure d'apprécier l'artefact du domaine
décisionnel introduit par le modtle de la moyenne pondérée.
En effet, comme nous l'avons remarqué plus haut, la plupart
des échelles qualitatives utilisées en pratique appartien-—
nent & la classe des échelles communes et se situent par
conséquent entre une échelle intensive et une échelle ex-
tensive. ‘

L'instabilité de la perception des échelons fait qu'en
général ces échelles n'admettent ni une opération d'addi-
tion partitive, ni a fortiori une opération d'addition ex-—
tensive.

Or les seules échelles qualitatives dent peut rendre compte
le modéle de la moyenne pondérée sont les échelles déter-
minées numériquement & une transformation linéaire positive
pres, c'est-4-dire 1'échelle métrique régulitre et 1l'échelle
métrée. Utiliser le modele de la moyenne pondérée revient
ainsi & imposer aux échelles qualitatives un caractere arti-
ficiel incompatible avec leur nature qualitative.

Cependant, cet artefact ne porte que sur une partie des
caractéristiques des échelles qualitatives, puisque toute
- échelle métrée ou métrique réguliere est également une
échelle extensive et donc intensive. C'est pourquoi cer-
tains aspects de 1l'image numérique des échelles utilisées
par le modeéle de moyenne pondérée supportent un contenu
pragmatique "réel". '

Or, ce contenu réel, implicitement pris en compte, est—
ce qu'on n'en retrouverait pas les traces dans la structure
relationnelle de surclassement orienté,modélisé par 1'opé-
ration de moyenne? Cette question nous préoccupera dans un

troisiéme chapitre.
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Chapitre III

COMPARAISON DES EVALUATIONS DISTRIBUTIONNELLES

QUALITATIVES

"(...) pour découvrir les faits et les
lois, le sujet a besoin d'opération en
tant qu'instrument de lecture et de
structuration (eeo)"

J. Piaget

"L'incertitﬁde personnelle n'est pas un
doute extérieur & ce qui se passe, mais
une structure objective de 1'événement

en tant qu'il va toujours en deux sens a
la fois et qu'il écartdle le sujet sui-
vant cette double direction. Le paradoxe
est d'abord ce qui détruit le bon sens
comme sens unique, mais ensuite ce qui
détruit le sens comme assignation d'iden-

1)

G. Deleuze

tités fixes."

Dans ce troisidme chapitre nous aborderons 1'étude des
conséquences de l'artefact du domaine décisionnel introduit
par le modéle de la moyenne pondérée sur le systéme rela-
tionnel de surclassement orienté.

Pour cela,nous élargirons le cadre de la modélisation
des préférences sur 9 par 1l'introduction d'une opération
perceptive: la mutation des évaluations distributionnelles.

1) Logique du sens, Minuit, Paris.
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L'ensemble des €loignements auxquels conduit cette opération
constituera le support de préférences pragmatiques analogues
3 celles supportées par 1l'ensemble P et, par conséquent,
nous le modéliserons encore par un systéme relationnel de
surclassement orienté. (Voir fig. III.l. page 126).

L'intérét de cette extension réside dans 1l'interaction
que l'on observe entre les deux systémes relationnels de
surclassement orienté, conjointement définis sur les évalua-
tions distributionnelles et sur leurs éloignements. En effet,
cette interaction traduira 1'équilibre perceptif nécessaire
&4 la reconnaissance objective des éloignements, et donc
des préférences, entre évaluations distributionnelles.

Or, 1'équilibre perceptif associé & la perception des
éloignements est étroitement 1ié au type d'échelle qualita-
tive sousjacent & 1'ensemble® . Fort de ce résultat, nous
essayerons de caractériser sémantiquement, pour les échelles
élémentaire, intensive et extensive, les structures relation-
nelles de surclassement orienté correspondantes.

A cette occasion nous verrons que l'emboltement des types
d'échelles aura pour conséquence 1'"emboltement" de ces
structures de préférence, ce qui nous permettra d'élucider
en partie la "structure globale" du systéme relationnel de
surclassement orienté sur P et, partant, la nature de l'ar-
tefact introduit par le moddle de la moyenne pondérée au
niveau des préférences pragmatiques de 1l'acteur.
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IITI.A. Mutation des évaluations distributionnelles et recon-—

naissance des situations préférentielles

La reconnaissance des situations préférentielles entre
évaluations distributionnelles qualitatives repose sur la
perception des éloignements entre elles. Nous étudierons
cette perception & 1l'aide d'une opération de-mutation. Ceci
nous permettra d'introduire un modtle de préférence sur
1l'ensemble des éloignements. L'interaction entre ce modgle
de préférence et le systime relationnel de surclassement
orienté sur P révélera 1'équilibre perceptif nécessaire &
une reconnaissance objective des situations préférentielles.
Mais 1'intér8t de cette extension du cadre de la modélisa-—
tion n'apparaltra pleinement gque lorsque nous caractériserons
les éloignements entre évaluations distributionnelles par

des mélanges de contrastes pergus dans 1'échelle.

III.A.1. Modélisation des préférences sur l'ensemble des

éloignements entre évaluations distributionnelles

Nous avons remarqué plus haut, en étudiant la relation
entre la perception et la spécification d'une sériation des
contrastes’ , que les situations préférentielles reconnues
entre évaluations distributionnelles ne traduisent qu'une
appréciation des "écarts'" pergus entre les actions poten-—
tielles & la décision. Or, dans le probleéme qui nous préoc-—
cupe, ces "écarts" sont décrits par les €loignements entre
les évaluations. La spécification des situations préféren-—
tielles prend donc nécessairement appui sur la perception

de ces éloignements.

1) Voir chap. II. p.65
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Nous étudierons cette perception & travers la méme opé-
ration de mutationl que nous avons utilisée pour 1l'étude
de la perception des contrastes dans l'échelle2). Soit A
l'ensemble des actions potentielles & la décision représen-
tées par 1l'ensemble P des évaluations distributionnelles
qualitatives. D'autre part soit A*¥ = A x A 1l'ensemble des
mitations que 1'on peut exécuter dans A. Nous notons P* 1'en-
semble des éloignements que l'acteur pergoit en exécutant
les mutations de A% :

P ={(a, -a) /a, 4¢P et (a, b) € A*}

Comme les mutations sont de par leur nature encore des
actions - les éloignements étant leur conséquence—, analogues
aux actions potentielles & la décision, on peut appréhender
le caractere plus ou moins favorable des mutations & travers
un modéle de préférence analogue & celui défini sur ¥ . C'est
pourquoi nous réutiliserons pour modéliser les préférences
pragmatiques de l'acteur sur $* le méme langage préférentiel
gu'au chapitre IB). Cependant, pour différencier les situa-
tions préférentielles modélisées sur P* de celles moddélisées
sur $ , nous marquerons les premiers d'un astérisque.

Ainsi Ij, I¥ seront-elles respectivement les situations
d'indifférence stricte et .orientée, telles que nous les avons
définies au chapitre premierﬂ)De méme, »* et R¥ représenteront
les situations de préférence et d'incomparabilité.

Nous supposons que ces quatre situations suffisent pour
modéliser les préférénces pragmatiques de l'acteur sur P*.
H.ITI.1.

Tout jugement préférentiel de l'acteur relativement
& un ensemble P* d'éloignements entre évaluations
distributionnelles qualitatives est modélisable par

lg Voir chap. II. p.éb

Remarquons que, tel que nous avons défini P , 1*échelle de
préférence est un sousensemble particulier de ® , & savoir
1l'ensemble des évaluations qui associent un poids de va-
1e%5 unitaire aux différents échelons de E. Voir chap. I.
p.A

3) Voir chap. I. p. 2%

4) Voir chap. I. p. 23
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soit une seule, soit un regroupement de deux ou
‘trois des quatre situations d'indifférence stricte,
d'indifférence orientée, de préférence ou d'incom-
parabilité.

Nous nous intéressons & nouveau aux deux regroupements
qui donnent respectivement le surclassement orienté (Si) et
le surclassement orienté strict (Si)l). , -

Nous dirons donc que (5%, S¥%, I*, RX/P*) est une struc-
ture relationnelle de surclassement orienté sur P*, si les
relations S¥, S¥, IX et RX représentent des préférences prag-
matiques de l'acteur sur P* en accord avec les définitions
sémantiques de ces situations préférentielles et si elles
sont exhaustives. Il faudra de plus que les relations Si,

I¥ et R* soient mutuellement exclusives et que la relation
ij_ soit non vide sur 9*.

- Nous appelons systéme.relationnel de surclassement orienté
sur %, 1'ensemble de ces structures (5%, R*/P*) que 1l'on
peut envisager sur $PX.

Puisque la reconnaissance des -situations préférentielles
entre évaluations distributionnelles repose maintenant sur la
perception des éloignements, la spécification d'une struc-
ture relationnelle de surclassement sur g’présuppose du méme
coup la spécification d'une structure relationnelle de sur-—
classement orienté sur P*, et il faut s'attendre & ce qu'il
existe des liens étroits entre les deux systémes relation-
nels de préférence conjointement définis sur P* et surP.

IITI.A.2. Interaction entre les systéemes relationnels de sur—

classement orienté définis conjointement sur les éva-—

luations distributionnelles et sur leurs éloignements

Pour étudier cette interaction, envisageons d'abord deux
’ g

évaluations distributionnelles particulidres, due et due, qui

1) Voir chap. I. p. 26
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associent un poids de valeur unitaire respectivement & e et
e'eE tels que e »e'. Suite & notre définition de 1l'indicateur
de modulation1 , nous devons conclure que si due = y6a) et
du,, = Y(a'), alors a est préférée & a', c'est-a-dire:

Ye, e' € E ¢ eye' & due>due

Considérons ensuite l'éloignement (due - due.). On re-
marquera que cet éloignement se réduit au contraste (e — e")
associé du poids de valeur unitaire; ce contraste est favorable
puisque e >e'. De méme, 1l'éloignement inverse (due. - due) est
entidrement caractérisé par le contraste (e'-e) associé du
méme poids de valeur unitaire. Or (e'-e) est le contraste
inverse de (e—e') et il est donc défavorable. En effet, si E
est une échelle qualitative, alors l'ensemble des contrastes E*
supporte "au moins" une sériation élémentaire 2), c'est-a—-dire

Ve e € E : e > e <= (e-e') > (e-e)
C'est pourquoi la mutation (a, a') par laguelle l'acteur pergoit
(due—due.) lui semblera préférable & la mutation (a', a) par
laguelle il pergoit (due.—due).

La reconnaissance d‘'une préférence ( ») entre due et due. est
donc corrédlative de la reconnaissance d'une préférence ( $*)entre
la mutation (a, a') suivie de son "évaluation" (due-due.) et
la mutation inverse (a', a) dont 1'"évaluation" est (due.-due).
Formellement nous avons

Ve, e'€ E :
du, » du,, & (due - due,) W% (due, - due)

Nous retrouvons ainsi une condition d'égquilibre perceptif
nécessaire et suffisante pour la spécification de cette préfé-
rence entre du_ et dug '

Ces considérations nous font conclure dés lors qu'en géné-
ral, si un acteur reconnalt clairement une situation de surclas-
sement orienté entre deux évaluations distributionnelles d et
db guelconques (d Sty d ), alors la mutation (a, b) lui paraltra
également au moins aussi "favorable" que la mutation inverse
(b, a), noéus dirons. que 1l'éloignement (da—db) est - en situation
de surclassement orienté avec 1l'éloignement inverse (db—da).
Formellement, cette hypothése, qui relie la structure (Si, R/ P )
4 la structure (5%, R*/F") s'énonce ainsi: ;

1; Voir chap. I. p.45
2) Voir chap. II.B.l., p.?%
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HYP. H.I11.2«
Vd)&'e?»

(d s, d') < (d-d') S (d'-4d) .

Interprétée en termes de mutations, cette hypothdse exprime
1'équilibre perceptif nécessaire et suffisant & la reconnais-—
sance d'une situation préférentielle autre que 1l'incomparabilité
entre deux évaluations distributionnelles qualitatives. En
effet, une éventuelle incomparabilité de (d-d') et de (d'-d)
révele que la précision de la perception des €loignementc entre
d et d4' est insuffisante pour appréhender en termes de pré-
férences 1'"écart" entre 4 et d', c'est-a—-dire pour saisir in-
dépendamment de l'action perceptive présentement exécutée (cha-
que mutation prise isolément) une situation préférentielle
entre d et 4d'.

On peut encore interpréter cette hypothése comme une cer-—
taine Ycondition d'indépendance" de la connaissance des situa-—
tions_préférentielles par rapport a l'activité perceptive, en
l'occurrence les deux mutations inverses, c'est-a-dire comme
une condition d'"existence objective" des situations préfé-
rentielles,en ce sens que 1l'intervention. du sujet (1l'acteur)
dans la reconnaissance de l'objet (la situation préférentielle)
est "équilibrée". L'ob?et acquiert une "stabilité", prend un
sens "hors" du sujet.

L'hypothése H.,IIT.2 établit la relation entre la structure
(Sf, 1%, R*/%®*) et la structure (S+, I_, R/® ). Fait important,
la spécification d'une situation préférentielle particulidre
entre deux évaluations distributionnelles peut 8tre entitrement
déduite de la comparaison des éloignements inverses entre ces

évaluations. En effet,-il en découle que:
Vv d,d e @
(d S &) < (d-d') §§ (d-4d);

1) C'est d'ailleurs implicitement sur H.III.2. qu'est basée
l'utilisation des théortmes de séparation dans la démon-
stration des théorémes d'existences des fonctions d'utili-
te en theorie de 1'utilité espérée. Voir FISHBURN (1970)
(op.cit., chap. I. p.9) p. 125 et FISHBURN (1975), Separa-
tion theorems and Expected Utility, Journal of Economic
theory, vol. 11, p. 16-34.
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d I, d ¢ (d-d) I (a-4d);
d R a <> (da-4) R (4d-3).

Grfce & ces propriétés il y a donc équivalence entre d'un
cdté le probléme de la recherche des situations préférentielles
existant entre évaluations distributionnelles qualitatives et
de l'autre le probleme de la recherche des situations préféren—
tielles reliant les éloignements inverses entre ces mémes éva-
luations.

C'est pourquoi nous ne concentrerons plus notre attention
sur la caractérisation directe des situations préférentielles
sur $ , comme il est de coutume dans la théorie classique de
décision, pour porter au contraire toute notre attention
sur le probltme de la comparaison des €loignements inverses.
L'intérét de ce déplacement vers l'ensemble des éloignements se
dégage lorsque l'on considdre que les éloignements peuvent
8tre décrits. & 1l'aide de l'ensemble des contrastes et de 1l'in-
formation préférentielle que supporte cet ensemble, puisque la
perception des éloignements doit prendre appul sur la perception

des contrastes dans 1l#échelle.

III.A.3. Traduction des éloignements en termes de mélance de

1)

contrastes percus dans 1'échelle

Nous avons remarqué ci-dessus que 1'éloignement entre deux
évaluations distributionnelles, qui associent un poids de va-—
leur unitaire respectivement aux états e et e', est caractérisé
par le contraste (e-e"') auquel est associé un poids de valeur
unitaire. Dans le cadre de ce travail ces évaluations sont
supposées équivalentes & des évaluations ponctuelles sur 1'échel-
le E.2 Puisque les contrastes sont précisément les éloignements

entre ces évaluations ponctuelles, on peut admettre que:

1) Cette partie estinspirée d'un texte de J.P. BENZECRI sur les
ordres latéraux entre. lois de probabilités sur un ensemble
ordonné, dans Analyse des Données T.l. LA TAXINOMIE, Dunod
(28 éd- 1976), T.IOB., Il°8, p0261_2870

2) Voir I.A.14.p.46
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YV e. e' € £ : ( due-due,)z- 1-(e-e')z(e-¢e")

D'autre part, comme toute évaluation distributionnelle est,
en vertu des propriétés structurelles de 9’1), équivalente
3 un mélange, c'est-&-dire une combinaison linéaire convexe
d'évaluations ponctuelles, on peut s'attendre & ce que tout
éloignement pourra etre exprimé & l'aide d'un mélange 4'éloi-
gnements entre évaluations ponctuelles, et donc de contrastes
percus dans 1l'échelle.

En effet, considérons une échelle qualitative E et les
deux €évaluations distributionnelles da et db sulvantes:

B e, ey e2
d 0 1/3 2/3
d 2/3 0 1/3
b |
On peut exprimer ces évaluations & 1l'aide de deux mélanges
des trois évaluations ponctuelles dug_., du et du
“€o ey . e,
d, = cLue1 A duez A d.uez )
d'b o= ‘y} dueo + 4/3 dueo + 4/3 C‘.uez

Et 1'éloignement entre d, et dy prend la forme suivante:
(‘1& - a‘la) = 4/3,( d_ue1 - d’ueo) + 4/3(duez' o"“e.o) & yS( d'ue'_- d“e,_

Comme ( du, - du, ) 5 ( dug, - dug) et (du, - du, ) sont ca-
ractérisés respectivement par les contrastes (e - eo), (e2 a
et (e2 - 92), 1'éloignement (da - db) peut encore s'écrire:

(da,- ) = %(e - ¢)+ (e -c¢)+ % (e-ey)
Ainsi peut-on en général construire & partir d'une paire
d'évaluations d, d'€ P , un mélange de contrastes:

1') VOi;L" I. A.q.‘,p.Ab-

).

o

)
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—5 [ o, ‘1] t elle que Ve)e'e'E:

e e) € ale), d'(e)

L) }E—" mdd.(e,e') = d(e); E md&'(e,e')=a.‘(e‘).

Cette distribution mdd , une fonction & valeurs réelles

prises dans l'intervalle [O, 1] définie sur ExE, est constituée

de termes m. (eﬁvqui sont des parties positives ou nulles du

poids d(e) et qui sont

également des parties positives ou

nulles du poids d'(e'); la somme des parties du poids d(e) qui

sont des parties de tous les poids de d'y est ce poids d(e) et

la somme de toutes les

parties des poids de 4,

parties du poids d'(e') qui sont des
est ce poids d'(e').

. : : ' 1 dd
d(e) d(e,) d(e) - - - dle) mo(E)
d(e)
' . dd' roay
a(eo) MJJ eo,eo) MA‘A eo,e“) LR (2} (eb)er) Jz_om (eo)ej) = &(eo]
dd A 4! . .
&(eﬂ) . m (e‘”e") A ¥ (e")e" o <e1)e!) j%ahJJ(e«)ej)= &'(ed.
&J’ dd' Jol' coAl
d (er) ™m (et ‘E") m (c.l‘ )81) - - m (er,ex) jz!;hh (e'_)ei)a ol(er]
r " | r 1 r Aaq oy )
o{clf( E) '2 hﬂ‘ql ei,eo) Z h":u (ei)e_‘) .- 2, ™ (ei )Er,) P JZ h:\“(e“ed) =4
mo (- ico ivo o & irajeo
’ ) TRA@) T

Autrement dit, mdd

[] s
est une distribution de poids sur ExE

telle que les projections premiére et seconde sur E donnent

respectivement d et d'.

]
I1 en découle que 3%’ est un mélange
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de contrastes:
' . dd' \ i
v d) d'e® =i ‘ gE. ™m (e)e) = g d(e) z g’.d”el = 41

On constate facilement que ce mélange ndd’

yque l'on peut
construire & partir des évaluations d,d',n‘est généralement
pas unique; il ne l'est que pour les évaluations ponctuelles.
Une infinité de mélanges mdd' peuvent étre construits et cet

ensemble nous le noterons }(*ﬂ. A

On peut interpréter rﬁd)>en termes de mutations comme étant
l'ensemble des "cheminements" possibles pour aller d'une ac-
tion potentielle a évaluée par d vers une action potentielle
a',évaluée par d',a l'aida d'un mélange de mutations d'actions
potentielles évaluées uniquement par des états ponctuels.

Fiddle 3 notre demarche méthodologigue, nous considérons
maintenant les liens qui relient cette perception de 1l'en-
semble,Mdud'une part au domaine décisionnel et de l'autre
au systtme relationnel de surclassement orienté défini sur P*.
(voir fig. III.1l. p.41%6)

Considérons d'abord l'interaction entre la perception
des mélanges de contrastes et le domaine décisionnel.

IIT.A.4. Interaction entre la perception des mélanges de

contrastes et le domaine décisionnel

Nous abordons cette interaction par le biais de deux con-

ditionnements réciproques:

——— ——— . (o e S e e e e e S S B e S e S S . St S P e e S e S, S, S S S, e, et i S G e e W S S S W

Grice aux propriétés d'ensemble de mélanges dont nous
avons muni 1'ensemble P des évaluations distributionnelles,
tous les mélanges it }fuvsont admissibles comme repré-—
sentation de 1'éloignement entre deux évaluations distri-
butionnelles d et 4d'.
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/

De méme, On remarquera que r{czrépond également aux con-
ditions d'ensemble de mélanges, quelles que soient les éva-
luations 4,4 envisagéesl .

On se rend compte ici des conséquences importantes qu'im-
plique 1l'hypothese selon laquelle ¥ est muni d'une structure
d'ensemble de mélanges. Malheureusement, le temps et la place
nous ont manqué dans ce travail pour entreprendre une étude
approfondie des problémes que pose cette hypothése au niveau

de la modélisation des préférences.

Revenons & notre exemple. On constate que (da - db) peut
s'exprimer comme un mélange de deux contrastes favorables,
en l'occurence (el - eo) et (e2 - eo), et d'un contraste
(e2 - e2) nul, chacun intervenant avec la méme proportion ¥3.
Considérons & présent 1'éloignement inverse qui, lui, peut
8tre caractérisé par le mélange des contrastes inverses:

(4 -d) = Ale-e) + Blea-2) + %h(e-s).

Ce mélange regroupe deux contrastes défavorables, (eo - el) et
(e0 - e2) et le contraste (e2 - e2) nul avec les mémes propor-
tions Y3 que ci-dessus.

Or, en accord avec notre définition de 1l'indicateur de mo-
dulation 2 , on doit admettre que tout contraste favorable ou
nul intervenant avec la proportibn..w € [o,1] est foﬁjours,"au
moins aussi favorable" que le contraste inverse défavorable
ounul intervenant dans un autre mélange avec la méme proportion
d.3) C'est pourquoi le mélange caractérisant (da - db) est

1) Voir ¢hap. I. p.46

2; Voir chap. I. p.45

3 Eg gffet, @oqte échelle gualitative supporte au moins une
seériation e€lémentaire des contrastes et donc\f(e—e')éiE*L)E*
(e—e') 3* (e'-e). Voir II.B.l.p.7% T
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' wau moins aussi favorable" que le mélange "inverse" qui carac-
térise (db - da), puisque le premier s'avere terme par terme
"gu moins aussi favorable" que le second. Si nous traduisons
cette situation relationnelle "au moins aussi favorable que"
par une situation de surclassement orienté, nous avons

®
<&a._ cl,b) Si (dL' da) )
et donc grice & 1'hypothése H.III.Z2.
g 5 9 .

s s ’ . z dd'
En général, on peut également associer 3 tout mélange m
]

rd d . rd - ’ . .
un mélange md inverse,décrivant 1'éloignement inverse

(@' - 4), en posant que

Vd,d‘e? et Vee €E -

1 A&! \
mdd (enel) = — (e e)

3

Ce nouveau mélange mdid vérifie les mémes propriétés que
mqa', c'est-a-dire qu'il est également une combinaison
linéaire convexe de contrastes,telle que les projections pre-
mibres et secondes sur E donnent respectivement d' et de

- e par la perception du mélange mdd' et de son inverse
md'd, d'une part, la sériation des contrastes et de 1l'autre,
1'information véhiculée par 1l'indicateur de modulation sont
transposées, grice & 1'hypothese H.ITII.2. sur l'ensemble des
éloignements entre évaluations distributionnelles.

En effet, étant données deux évaluations d,» d, € P , si
da(e) = db(e') et ey e', alors dasige'db’ et en vertu de H.
I1I,2: (da—db)Siee.(db—da). Par conséquent, pour étre cohé-
rent avec la définition de 1l'indicateur de modulation, nous

devons admettre que 3

si - ndalice o) « d (&) = di(e) - Ploda oy

alows [ molaolb (e’e',) . (e B e'_)] >/1¥ [ mdgda(e"g)-(e' -e)] .

1) Nous affectons les situations de 1l'indice ee' pour marqguer
la restriction de celles-ci aux échelons e, e' considéres.
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On remarquera que l'hypothése H.III.2. ne conserne que la
sériation élémentaire des contrastes et les mélanges inverses.
Or, on peut généraliser ces considérations & toute sériation
éventuelle des contrastes et & toute paire de mélanges de
contrastes, en posant les conditions suivantes:

Hypoth‘ese H'III.3.
Soit E une échelle qualitative supportant une sériation
($*/E*) donnde et soit 9P 1'ensemble des évaluations
distributionnelles définies sur E :
]
Yd, d, a", a" e P, V c, c ¢ E*, v mid
1m i mnamr .
md d ¢ )(d d &
] 1 "wane
a)[c ¥ ¢, mdd (c)>0 et ndd (e) » nd"'d (c')]
1 "m
= @ (e)ee) »* (@ ¥ (c")iet);
1 ] n3m
b)[c =% ct, mdd (c)>0 et n3d (c) > mi"a (c')
1 "namne
= (@ (c)ee) 3 (@@ (c")uct);
] namm 1 F naee,
c) [mdd (e) =¥ "% (c) = 0)]= (0% (c).c) = (" ¥(e).p)

c Mdd‘

et

Les trois propriétés de cette hypotheése assurent 1l'exten-—
sion de la sériation des contrastes aux parties de contrastes,
c'est-a~dire aux mélanges de contrastes.

Or, cette extension nous est utile pour 1'étude de la com-
parabilité des mélanges de contrastes et donc de l'interaction -
entre la perception des mélanges de contrastes et le systéme

relationnel de surclassement orienté sur @P*.

IIT.A.5. Interaction entre la perception des mélanges de con-

trastes et les systémes relationnels de surclassement

orienté

Cette interaction se concrétise également dans deux con-

ditionnements réciproques:
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S s e e e [ e e e e e e e e e e et et . e e e B S S B o S e e . . S B . . . St . B o B S et e B S o S
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La comparabilité des mélanges de contrastes conduit, 2
partir du contenu pragmatique de cette comparaison, & la
spécification d'une structure relationnelle de surclassement
orienté sur P* et donc sur P . En effet, s'il existe dans
)Fd' un mélange mdd: qui se révele "au moins aussi favorable
gue" son inverse m , eu €gard & la sériation des parties
de contrastes intervenant dans ces mélanges, nous concluerons
4 la présence d'une situation de surclassement orienté entre
les éloignements (d-d') et (d'-d). La perception des mélanges
de contrastes associés aux éloignements inverses détermine
donc la structure relationnelle de surclassement orienté
(s%, R*/@P*) et & travers l'hypothése H.III.2. la structure

relationnelle (S+)R/8° ).

Interprété en termes de mutations, ce "critére'" qui nous
révéle l'existence d'une situation préférentielle autre que
l'incompafabilité entre deux €évaluations distributionnelles,
n'est que 1l'expression de 1'équilibre perceptif qui permet
la reconnaissance "objective" d'un écart entre ces évaluations,
traduit en terme de situation de surclassement orienté. En
effet, nous postulons la comparabilité au sens de la rela-
tion S, entre deux actions potentielles, et, partant, entre
deux évaluations distributionnelles, dés lors que la mutation
de 1'une & la place de l'autre, exprimée & 1l'aide d'un "mé-
lange" judicieux de mutations d'actions évaluées ponctuelle-
ment, est comparable, étant donnée la précision de 1l'échelle,
4 la mutation inverse, exprimée par le mélange des mutations

inverses.
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La spécification d'une structure relationnelle de surclas-
sement orienté sur P et donc surgb*,é partir du choix du
moddle de la moyenne pondérée conditionne la comparabilit®
et, -partant, la perception des mélanges de contrastes.

Or, 1l'interprétation sémantique de cette perception des
mélanges de contrastes,exigée. par le modeéle de la moyenne
pondérég)par 1'hypotheése H.III.3. conduit & la définition
d'un domaine décisionnel qui diverge de la définition prag-
mafique de ce domaine. Nous retrouvons ici l'artefact in-
troduit par le modeéle de la moyenne pondérée. (voir fig. III.
2. p.i#1)

Cependant, 1l'étude de la perception des mélanges de con-—
trastes conduira & élucider les conséquences de cet artefact
au niveau de la comparabilité de ces mélanges et donc au
niveau des systémes relationnels de surclassement orienté.
En effet, étant donné un certain type d'échelle de préféren-
ce qualitative et étant données deux évaluations distribu-
tionnelles définies sur cette échelle,'nous pouvons, grace
3 1'étude directe de la comparabilité des éloignements in-
verses; déduite de la perception des mélanges de contrastes
y associés, spécifier la situation préférentielle qui relie
ces évaluations.

A chaque type d'échelle gqualitative correspondra ainsi
une structure relationnelle de surclassement orienté parti-
culidre. L'étude comparative de ces différentes structures
préférentielles fera dés lors apparaltre la "structure globale"
du systéme relationnel de surclassement orienté défini sur
un ensemble d'évaluations distributionnelles qualitafives.
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III. B. Evaluations distributionnelles sur une échelle qua-—

litative élémentaire

Considérons d'abord une échelle de préférence élémentaire.
L'étude de la comparabilité des mélanges & leur inverse sur
ce type d'échelle permettra de définir sur un ensemble d'éva-
luations distributionnelles P une situation préférentielle que
nous appellerons "surclassement orienté €lémentaire”.

Dans un second temps ce surclassement se révelera équiva-
lent & une situation de "dominance stochastique simple".

Cette situation engendrera sur 1l'ensemble % une structure
relationnelle de surclassement orienté particuliére que

nous qualifierons d'élémentaire.

IIT. B. 1. Définition du surclassement orienté élémentaire

Comme nous venons de le remarquer dans la section précéden-—
te, les évaluations d, et dy, prises comme exemples1 , -sont .,
comparables entre elles loréqu'il_est possible de caractériser
1'éloignement entre da et'db d-1l'aide d'un -mélange de contrastes -
uniquement favorables ou nuls. Dans ce cas en effet, le mélange
inverse ne comprend que des contrastes défavorables ou nuIs, et,

grace aux conditions de H. III.3., nous devons admettre gu 'une

situation de surclassement orienté relie da a db.
En général, considérons deux évaluations d Aa'e ? 3 partir

desquellés il est possiblé de construire un ﬁglange de con-
S dd‘

d ' 4 . - ‘ . 7 ’ .
trastes m € rﬁ* qui ferifie la propriéte suivante:

Plus généralement, considérons deux évaluations d, d'e P

a4 partir desquelles il est possible de construire un mélange

a3 : B fo s
de contrastes m € )(dd qui verifie la propriété suivante

. .
Ve, e' ¢ E : n%d (eye') 03¢ 5 e

1) Voir III.A.3., p..433
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E* supportant une sériation élémentaire, (e - e') »* (e' - e)
1 ]
pour tout (e - e') € E¥ tel que mg?e = mg,g # 0. Il s'ensuit

dd' ' * ‘ ' : ' E*
que mee..(e -e') > me.e.(e - ed? pour tout (e - e') € .

Donc (d - d'), caractérisé par m

tuation de surclassement orienté & (d' - d), caractérisé par
da'a
m-

, est relié par une si-

. Puisque cette comparaison ne repose que sur 1l'informa-
tion relative & la sériation €lémentaire des contrastes, nous
désignerons cette situation préférentielle par le nom-de

. z ’ ’ . 1
surclassement oriente e€lémentaire .

Résumons ces considérations dans la définition suivante:
D.III.6. Soit une échelle qualitative élémentaire E et soit
un ensemble d'évaluations distributionnelles défi-
nies sur E. Pour toute paire d'évaluations 4, d'ecP ,
'nous disons que (a - d{) est en situatiah de surclas-—
sement orienté élémentaire avec (4' - d), notée
(@ - 4') §* (d'-d), si et seulement s'il existe un
mélange JUCCUNNT , f‘(d‘“ tel que Yee' € E: mJA|(e_c')#o Sesze.
I1 découle de cette définition que les évaluations 4 et 4'
sont reliées par une situation de surclassement orienté é1é-
mentaire, notée (4 S d'), d&s que l'on peut trouver dans‘NJw
un mélange de contragtes qul ne comprend que des contrastes
favorables ou nuls. | ’
Avant d'étudier en détail la structure préférentielle ainsi
modélisée sur 1l'ensemble 2 , remarquons que le surclassement
orienté élémentaire ainsi défini est équivalent & une situa-

tion préférentielle introduite dans la théorie des choix dans

l'incertain sous le nom de '"dominance stochastique simple" 2)

1) Nous avons choisi 1l'adjectif élémentaire pour indiquer que
cette situation est définie sur une échelle qualitative é1é-
mentaire.

2) Cette situation a plus précisément été introduite i
dans le cadre des problémes de choix efficients dans la sé-
lection de porte-feuille de titres. Voir & ce sujet p.ex.
HADAR, J & RUSSEL, W.R. (1969), Rules for ordering uncertain
prospects, Americain Economic Review, V. 59, p.25-34, et
HANOCH, G & LEVY, H (1969), The Efficiency Analysis of Choices
involving Risk, Review of Economic Studies, Vol.36,p.335-346.
Les liens entre notre probleme et l'analyse des choix effi-
cients se comprend aisément. Comme toute échelle de préféren-
ce discrdte est au moins élémentaire, 9 est, quelle que soit
1l'eéchelle utilisée, au moins ordonné par les situations de
surclassement orienté élémentaire.
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III. B. 2. Equivalence entre le surclassement orienté élémen-—

taire et la dominance stochastique simple

Une maniére équivalente de formuler le surclassement orien-
té élémentaire consiste & imposer une condition particuligre
aux fonctions de répartition des évaluations distributionnel-
les.

Pour montrer cette équivalence, définissons d'abord les
fonctions de répartition gauche et droite d'une évaluation dis-

tributionnelle.

D.III.7. Nous appelons fonction de répartition gauche, res-
pectivement droite, d'une évaluation distribution-
nelle d ¢ % , les fonctions :

d) : E - [ o,1]

<

d : E —- Le.1]

déduites de 4 de la maniére suivante: Vee E :
1 ' ! 4)
d)(e) E { d(e)/eeE‘)ese} y

cl( (e) z—, { d(e)/ eeE, e‘>,e_} )

La fonction de répartition gauche (resp. droite)est ainsi
une fonction croissante (resp. décroissante) sur E,et on peut
montrer que la connaissance de l'une quelconque des deux fonc-
tions de répartition est suffisante pour connaltre 1l'évaluation
d.

Quelle est maintenant 1l'allure de ces fonctions de réparti-
tion pour deux évaluations distributionnelles 4 et d' lorsque
dsgar? |

2) - . .
P.III.1. .Soit une échelle qualitative élémentaire E et soit
? 5? l'engemble des évaluations distributionnelles sur E;

1) Pour faciliter le travail dactylographique, nous préférons
cette notation "linéaire" ou "littéraire" de la sommation.
e' souscrit au symbole E désigne le terme variable sur lequel
porte la sommation et le texte qui suit / dans 1l'accolade dé-
signe le domaine sur lequel porte la sommation.

2) Cette proposition est analogue & une proposition de BENZECRI
(qp.cit. P. 43%) P. 266. Nous lui devons le principe de la
demonstration.
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\ ' aQ ) . :
Vv d )d € J les trois propositions ci-dessous sont
équivalentes:

4) 4 S, d

>
Z) Ve €6 E : &)(e) < a\>(e) .
3) YeekE: d, (e) > d_(e) .

Ainsi, quelles que soient cl,olr e P , d S, d' si et seule-
ment si, pour tout échelon e de 1'échelle considérée, la va-
leur de la fonction de repartition gauche (resp. droite) de
1'évaluation d, en 1l'occurrence d)(e)(resp. d.(e)), est toujours
inférieure (resp. supérieure) ou égale & la valeur de la fonc-
tion de répartition gauche (resp. droite) de 1l'évaluation 4d',
en 1'occurrence d. (e) (resp. d (e)).

Parce que nous reviendrons dans la suite & certains des
développements de la démonstration de cette proposition, re-
prenons en détail les raisons de cette équivalence. '

Démonstration:

a) Démontrons d'abord que V 4 d e P
(a s &) = (YeeE: d (e) ¢ d (e)) -

D'aprés la définition D. III. 7. ¢ VYV e € E

d, (e) = E { d(e')/e'eE)e'se} .
£, () = £ { A(e)/ € E, ce]
Comm él d"i' °('i’ .8
€ un melange m € M~ donne en premiére et seconde pro-

Jection sur E, respectivement d et d', nous pouvons encore
écrire que: V e € E

d () = g;{ z 4 mtu'(/e"e“)/e"eE}/ ek, e<e];
Cl) (e) = Z_'" { 5{ mdd.(e',e")/ e'GE}/ e € E, e"sé} :

Or, nous savons que Y e e € E : mi(ee)fod e»e' et nous avons

- V4 -~ - . - .

interet Fétdf'ragmentel: les expressions ci-dessus pour isoler les
dd . . .

termes Mg 1gn et m ng 1y qul sont necessairement nuls.
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Ce gqui donne:
ad(e) =2 [ mid'Ce,e’)/ e, e e} /e E s e}
2w (ele) /e, ee}/ e B clee]
(e e")/e'eE, e'<e']/e'€E esel
{ e/ e e dee] [ R elee]
{

M‘M'(e'.e?/e'EE, ey e}/ e'e E =< e} .

3

On remarquera que VY €€E

Z{ 2.{ th"V(e',e")/ e'e E X e's B'S /e‘eE , e'< e}

e e
= g;'{ §{ mdd'(e',e")/e'e}:, e'< e“} /e"eE . B Se.} =0
et §{ E{ rn°l°ll(e',e“)/ e e'ce' )/ e eE < e}
:E_,"{ §'{ md"('(e"e“)/ e'e B, e'c €< eg/ e'eE}e‘se}.

Donc, Ve € E:
&;(e) = 37(9_) + 5{2 Ifn°l°“(e"e")/ e'eE’e'>e}/eueE,e"5e},
Les développements sont identiques dans le cas de d_(¢)et J;&).

b) La démonstration en sens inverse est un peu plus compliquée
et nécessite le recours au fractionnement des poids des éva-
luations distributionnelles. |

Le principe en est le suivant.

Nous déplacerons la fonction de répartition gauche de d
vers la fonction de répartition gauche de d4' de manidre & con-

!
e de contrastes qui vérifie les pro-

struire un mélange m
priétés voulues. (Voir figure ci-dessous p. 23)

Avant cela, définissons la partie gauche d'une évaluation

distributionnelle.
D.III.8. Soit x un nombre compris entre 0 et 1. V de® s nous
appelons partie gauche de d cumulant & x, la fonction

a’(l . E = [o) 1‘]

construite & partir de d au moyen des.formules sui-

vantes:
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(a,Ce) < 2) = d () = d(e) ;
% < ol)(eb) = cl(& (eo) = % ;

V i< A 2 ... r
» T )

(d(e) < %) = d,(e) = dley)
. (i>(e1—‘i) < % < ri)(el-)) = °1<1- (ei) = X - cL)(ei_*)
( & < (i)(ei"l)) =7 a‘(:((ei) = 2

Aussi longtemps que lé valeur de la fonction de reparti-
tion de d,:en parcourant 1l'échelle de e, Vers e., est in-
férieured x, la partie gauche °L<* est identique & d. D&s que,
pour un échelon ey donné, x est inférieur & cette valeur tout

en étant supérieur 32 d}(ei_1\ y la valeur de la partie gauche est
égale & x - d>(ei-4) « Et si pour un échelon e; la valeur de

la fonction de répartition pour e;_1 est méme supérieure ou

égale & x, alors la valeur de la partie gauche est nulle.
La construction d'un mélange de contrastes caractérisant

1'éloignement (d — d') se fait ensuite de manitre récur--

rente de e, vers e . En voici le principe:

Proc. T.1. 4

s1 d(e) = o , nous  posons m (eo)ej)=o,‘v’j=o,4)...)r5
S1i &(eo) £ O |
| dd’ , :
") - | Al - Alep]
et povr tout i=4)2)-..’r:
dd’ _
si J(ei) = O, m (ei,e_"—)=o VJ:oﬁ)..-)r)‘

si d(e3) #o,
m‘“(ei,ei) = [ ‘1;47(%)(85) N C]’('{(eim)<ej)] .
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Ainsi le poids d(ei),qui représente la différence entre d,(ei)
et d (e: 1,, est-il réparti sur un ensemble.de poids d! (eJ) qui
resulte de la différence terme par terme de la partie gauche
de 4' cumulant & d,(ei) et cette méme partie gauche de 4d'

cumulant & d)(ei_1) .

G.IIT.1. Construction d'un mélange de contrastes & partir des

fonctions de répartition gauches

e =J‘ ®
* = E[:
e
dd! IR N :
(e, €)= d(e,)- J:(EL)S
m‘{"l(’ . &)(e,,) = J}(es) = d(e,)
(e) cl(es){I ______ I
*
o ¥
S
— — >
e" & 2 €3 Sy E

]
Commentaire: Pour montrer le principe de la construction de mdd ’

envisageons deux €évaluations d et d', telles que & (e_,’) > d (e¢)>

d' (e) > d ,(e,) . Calculons m (ev )mdd('eue)qul donnent la

répartition de d(e4) sur d':

0‘4( € 3) = [ d;d}(ev)(e3) - &;d>(e=)(83)]
[(&)(eﬁ#) - ‘;l'(ez)) - °] )

d"\l(ev—.ez) = o'( )(ez) <ol(e )(ez)]
[Cde) - d(e) - (3(e) - 4 ()]
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Le mélange de contrastes ainsi construit vérifie les pro-
priétés voulues. En effet, V 1] =0, ... 1)

)
L5

R TR Ch IR S VA CO) IR S C

EoL diep(s) - Lao (D) - £

=0

De mém i e ..
ee)\/lJj 0)4) ) F

(1( A)(ei)(e-j) - J.( 4)(@21-1)(&5) f o c‘ue st
d(e.) s (e ¢« d (&) et dene e ey

y kS J
Une construction analogue, partant du concept de partie droite
d'une évaluation distributionnelle, permet de retrouver un
mélange de contrastes aux propriétés voulues & partir des fonc-
tions de répartition droites. | T
Etudions & présent la structure préférentielle que modélise

le surclassement orienté élémentaire sur 1l'ensemble ?.

III. B. 3. Structure préférentielle élémentaire sur un ensemble

d'évaluations distributionnelles gualitatives

A cdté du surclassement orienté é€lémentaire, nous pouvons
distinguer trois situations préférentielles, & savoir une si-
tuation d'indifférence stricte, une situation de surclassement
orienté strict et une situation d'incomparabilité.

Définissons d'abord 1'indifférence stricte élémentaire ( r*°)
entre éloignements inverses:

D.ITI.9.

v d,d' ¢ P!

(&.d) I (d-d) <> 3 =7 e
(mid(ee)to = e=e")

e S Ve’e'eE :

T e e e

1) Pour faciliter l'expression posons d>(eo_l)5 0
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L'éloignement (4 - d') est strictement indifférent &
1'éloignement (d' - d), eu égard & 1l'information contenue dans
une échelle élémentaire, si et seulement slil est possible de
caractériser ces éloignements & l'aide d'un mélange de con-
trastes exclusivement nuls.

On peut définir d'une manitre analogue une situation de sur-
classement orienté strict élémentaire (’s:°)entre éloignements
inverses:

D.III.10.
V d,d' €@

(@-d) s“(a-d) @3 e pt

VeeeE : (mddl(e,c')vl» o) = exe' et

e' f" . Ji' [} (11} '
> e PO AU MoLnS un m (e‘e)fo

L'éloignement (d - d') est en situation de surclassement
orienté strict élémentaire avec 1'éloignement (d' - d) si et
seulement s'il est possible de caractériser ces éloignements
3 1'aide d'un mélange de contrastes favorables ou nuls tel
qu'd au moins un contraste favorable soit associé un poids
non nul.

Ia situation d'incomparabilité(R¥*°)entre deux éloignements
inverses caractérisera ensuite l'absence de toute situation
de surclassement orienté élémentaire:

D.IIis11.

v 43" e @

(01- J.l) .R* ( U o\) i [?/ mu(ol' 3 Mo’d’
v e'e' € E: ( umJJ,(e,e') £ o =D E>,e'\) ou ( rn';a‘l(e'e');‘a
> esx ¢') J .

Ces trois situations préférentielles, auxquelles nous
ajoutons la situation Si°, définissent une structure rela-
tionnelle de surclassement orienté sur 1l'ensemble des éloigne-

ments inverses entre évaluations distributionnelles. Nous
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notons J* ce sousensemble particulier de 93*.1)

B ITIs2
Soit E une échelle qualitative élémentaire et soit $ 1l'en-
semble des évaluations distributionnelles définies sur Ej;
la structure relationnelle (Si", S§°, ixo, R*O/E*) définit
une structure relationnelle de surclassement orienté.

Démonstration:

'vd, d'¢e P ; Ve € E :

a'y(e) =a,(e) « Z{ Z‘{mdd'(e"e")/e' € E, e'> e"}/e'!éE,e"S .8}2}

Des lors V(d-a')e P* : '

(a-a')s%° (a'-d) &> Ve € E : dY (e) » a (e) et al, (e")>a (e")
pour au moins un e" € E.
Donc S*° est une relation irréflexive et antisymétrique sur P*.
D'autre part: V (d-d')e Px :
(a-d')I%° (d'-d)& ve € E : d'(e) = dy(e) .

Done I’;‘S est une relation réflexive et symétrique sur P*.

S;*:° correspond ainsi au regroupement de Sz° et I*¥°. Les défi-

nitions des relations S:°, Si°, I¥° et R*° correspondent donc

aux définitions des situations S¥ , 5%, I¥ et R*..De plus, ces

relations sont exhaustives sur P*. Il en découle également

que les relations S¥°, IX° et R*° sont mutuellement exclusives

sur P *. Enfin, les relations S¥° et E*° sont non vides sur P*.e
A partir de cette structure préférentielle, nous pouvons

déduire,grace & 1'hypothése H.III.2 une structure (S;, s, I2,

R°/ ?) que nous qualifierons d'élémentaire et ol les relations
S;’:, S2, I2 et R® représentent les relations déduites respective-

ment de SI° S¥°, IX° et de R*°.
’ . -

B+IBE: 3.
Soit E une échelle qualitative élémentaire et soit P 1'en-
semble des €valuations distributionnelles sur E : la struc-

1) Remarquons que P* comprend les éloignements "nuls" entre une
évaluation et elle-méme.
2) Voir relation (*) p. a6
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ture préférentielle élémentaire (SZ, S9, I2, R°/ Q) est
une structure relationnelle de surclassement orienté,
Démonstration:
D'apres 1l'hypothese H.III.2. nous avons ¥ d, d'e P :
(d—d')SI°(d'—d)¢:} dsfa’ .

La proposition P.III.3. est donc un corollaire immédiat de la
proposition P.III.2. &

On remarquera que 1l'indifférence stricte élémentaire repré-
sente une situation d'identité entre évaluations distribution-
nelles. Autrement dit, V a, a' € A, alla' si et seulement si
Ve€EE : da(e) = da.(e)'

I1 est intéressant de rapprocher la structure préférentiel-
le élémentaire de la structure préférentielle modélisée par
1'opérateur de moyenne. lais avant cela, essayons d'adapter la
définition d'une situation de surclassement orienté i 1'infor-
mation préférentielle supportée par une échelle qualitative

extensive.
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1II. C. Evaluations distributionnelles sur une €échelle

qualitative extensive

Que peut-on dire de la comparaison des mélanges de con-
trastes dans le cas ou les évaluations distributionnelles
correspondantes sont définies sur une échelle extensive?

L'étude de cette comparabilité nous amdnera & définir
une situation préférentielle sur l'ensemble des éloignements
entre évaluations distributionnelles que nous qualifierons
de "surclassement orienté extensif".

Tout comme pour le surclassement orienté élémentaire, il
est possible par la suite, de modéliser une structure préfé-

rentielle "extensive" sur un ensemble d'évaluations. !

L'étude comparative des situations de surclassement orien-
té rencontrées jusqu'ici, & savoir le surclassement orienté
obtenu par 1'opérateur de moyenne, le surclassement orienté
é1émentaire et le surclassement orienté extensif, et 1'étude
comparative des structures préférentielles modélisées 3 1'aide
de ces situations préférentielles montrera leur emboltement

les unes dans les autres.

IEL. €. 1s Définitibn du surclassement orienté€ extensif

Considérons & présent deux évaluations d d € 9 définies sur
une échelle qualitative extensive = et supposons que nous
ayons traduit leur éloignement (d - d') par une mélange néié,nég
Comparer ce mélange & son inverse revient & comparer deux
"Jistributions" sur un ensemble complétement ordonné par la
relation » . Or, ce probltme général s'apparente au problEme que
pose la comparaison de deux évaluations distributionnelles sur
une échelle élémentaire, qui ne sont autres que deux distribu-
tions sur un ensemble compleétement ordonné, et celui-ci a été
résolu par l'introduction d'une situation de surclassement orien-
té élémentaire ou de dominance stochastique. Nous adopterons ici

une démarche analogue. En particulier, nous essayerons de dé-

1) Voir D.m.41. (.53

(S,
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finir une situation préférentielle sur 1l'ensemble des éloigne-—
ments entre évaluations & partir des fonctions de répartition

des mélanges de contrastes.

Pour cela, il s'avere utile de considérer a la piace de
1l'ensemble des contrastes, l'ensemble E¥ quotient par la
relation d'égalité =¥. Soit,&l) une classe d'équivalence de
contrastes de E*i

£ = {p'/,CIEE*)aC‘Jé /C}
Nous notons E*/z* 1'ensemble quotient contenant les classes

d'équivalence de contrastes,
¥ - 2 x
E:/=* = { /C/}:C.E}
Puisqgue >§ est un préordre complet sur E¥, >£ sera une relation

d'ordre complet sur E¥ /_, : c'est-a-dire:

Y £, £ € by

)

)

(& # ') = (£ &' ou £ £) .

Le nombre de classes d'égquivalence que contient E?é* dépend
de la sériation extensive particuligre. Il est compris entre
un minimum observé pour 1'échelle régulitre € et un maximum
pour une échelle ot les contrastes non nuls sont tous iné-

gaux entre eux:

(20- 1) < L] <(r(r-n) 1)

. . dd
Transformons maintenant les mélanges de contrastes m en
, ’ o z ‘dd'
des mélanges de classes d'éouivalence de contrastes, notes m :

D.ITI.12.

J 1]

V&)cl'ég)etYmAE)ﬂJd

1) Nous avons choisi de marquer chaque classe d'équivalence de
contrastes sous =¥ par un point au-dessus du signe avec le-
quel nous désignons le contraste. Ainsi £ et (e = e') repré-
sentent-ils les classes d'égquivalence de c respectivement

~de (e-e'). ) ) :

2) Voir chap. II. p.95



I:ﬁQld : E/*,( — L 0'4] telle que

=

VieEL: (-] =)/ e Al -

C'

Ainsi md est-il une fonction gui associe & chaqgue classe

d'équivalence de contrastes un poids compris entre O et 1 qui

: ¢ . da'
est la somme des poids associés par le melange m a4 chacun

des contrastes contenus dans cette classe d'équivalence.

L'additivité des poids & 1l'intérieur d'une classe d'équi-
valence qu'implicitement nous avons admise, est cohérente avec
les propriétés d'ensemble de mélanges qu'est }1d£.1)

Définissons maintenant les fonctions de répartition gauches
1

et droites d'un mélange m
D.IITI.13. Nous appelons fonctions de répartition gauche, res-
. 1
pectivement droite de mdd , les fonctions:

. dd’ X
m° . B, — [o,1] ;

. E, — [ o]

. 1
déduites de mdd de la maniére suivante:

Y £ e E/ -

cdd' 4 . E U 5 s . .,

mdj(ﬁ) = E" Sl m (L)/,CEE/:*)IZSe,C}’)

S O B A R € PR AN A
2

La fonction de répartition gauche (resp. droite) est une
fonction croissante (resp. décroissante) sur E7=* et on peut

montrer que la connaissance de l'une guelcongue des fonctions
’ - - . ’ .dd‘
de répartition est suffisante pour connalitre le mélange m .

Par analogie avec la situation de dominance stochastique on
1

peut admettre dés lors que le mélange m est "comparable"

4 son inverse deés que:

) Jol. ou‘
1) En effet: V c € E¥ et xe[o0,1) : x (L) + (4-%) - (&) = m(£).

Voir TL. A.3. p.136



. Cdd dd, 1)
VieEL, 0 m (8 < m (£

Cependant, puisque la sériation des contrastes favorables
et la sériation des contrastes défavorables sont liées par la
condition de réversibilité S.E.l. qui lie la réciprocité de
la relation 3§ & 1'inversion des contrastes : , 11 faut
s'attendre & ce que les fonctions de répartition des mélanges
inverses soient également liées entre elles. En effet, une
telle propriété fait l'objet de la proposition suivante:

P.I1I1.4.
v 4,3 € P ot v m e M
V (ee) € EL,

m (ee') = m((e'-e) :

®
~—

(1]
1

e') = r;qdu (e' =
>

La fonction de répartition gauche (respe. droite) du mélange
* ! ’ v - o
mdd est identique & la fonction de répartition droite (respe.
gauche) "inversée" du mélange inverse.
En effet, V (ele') ¢ E,
Hqid (ele) =

L { r%&'il( e'Ze") /( e e")e E/:* , ((e"-e") S:(e'—'e)}_

(%)
.-‘-' by .
Ainsi un mélange n%% est-il "comparable" a son inverse
des que:
. 2 . dd" .  FX .
V(eze') € E/; . m (e-e) 2 mia(e'-e).

c'est-a-dire que pour toute classe d'éguivalence de contrastes
(eie'), la somme des poids attribués & des classes au moins
aussi favorables est supérieure ou égale & la somme des DPOiCS

associds & des classes au plus aussi favorables que la classe

inverse (e'>-e).

1) Ou encore, ce qui revient au méme, V65E7_* - md< (c)> n%
2) Voir chap. II.B.3., p.93 -



Mais on remarquera gu'il ne faut point parcourir tout l'en-
semble E/ 4« pour arriver & ce résultat. Il suffit de ne pren-
dre en compte que les classes d'équivalence de contrastes
favorables ou nuls. Cette propriété fait l'objet de la propo-
sition suivante:

P.III.5.
V d.d ¢ P et mcu'e /‘(du
les deux propriétés suivantes sont €quivalentes:
D v (ele) e B : mil(ete) ¢ milt(ete);
) v (ete) e(ENVEY, : mif(ere) » mii(die).

Démonstration:

L'implication (a) => (b) est immédiate, démontrons encore
1'implication inverse )(b) = (a).

En effet, soit £ la classe d'éguivalence des contrastes
muls. D&s lors V (e’e') € El/,

pdd’ : L ddt » .o
(f-e) = g{ s (f)/,ceﬂ}:“f’/c/co}

- +§{ (/‘)/’CGE/H’C(’C}
h:‘dcp(e— e) dd! . *.

4 i ;2{ ™ ___,,_),Z péEN\}j Se o}
’,_,_,—-——*\ B-/\- ——

& E. { m (/C)/ £ € E/c*) £ >: éo}

Or supposons (b) vérifié, alors:
. y .
/'\ = 3 2 B - L P v (e-e ) € E—A* "

Ces considérations nous donnent tous les éléments nécessaires

3% la définition d'une situation préférentielle sur 1l'ensemble

des éloignements entre évaluations distributionnelles.

D.III.14. Etant donnés une échelle gualitative extensive E
et un ensemble Y’d'évaluations distributionnelles
définies sur E. V d d € % |, nous disons que (4 - d')
est en situation de surclassement orienté extensif
avec (d' - d) si et seulement si 3 ~at e TThﬂ>—
Vi(eie) (@B, © l(ete) » ().




Ainsi 1'éloignement (d - d') est-il relié par une situation
de surclassement orienté extensif, notée SXe, 4 1'éloignement
inverse (d' - d) si et seulement siil est possible de décrire
ces €loignements & 1l'aide d'un mélange de contrastes tel que
pour toute classe d'égquivalence de contrastes favorables et
nuls, la valeur de la fonction de répartition droite soit
toujours supérieure ou égale & la valeur de la fonction de
repartition gauche pour la classe d'égquivalence des contrastes
inverses.

Illustrons cette définition & 1l'aide d'un exemple numérique:
B.III.1.: Soit B ={ey, eq, ey, ey} et soit (/") telleque:

(el—eo)<: (e2—e1)<§ (83-82)<:.(e2—e0)<: (e3—el)<,;(e3—eO

soient da et db les évaluations suivantes:

= = s>
E e, e e, e3
d, 1/12 0 6/12 5/12
dy 0 2/12 6/12  4/12

Construisons & l'aide de la procedure utilisée dans la dé-
A 4,
monstration de P.III.1. 1) un mélange de constrastes nwa 56)16

que nous pouvons représenter de la manidre suivante: 2)
E e e, g =3
d,y Az 0 %, %z
541 4 b/“_
Yo Y 1
i >
db ' 0 2/‘?_ 6/12. l*/47.

1) Voir III.B.
2) La fléche ——

2, 3, indique le poids

2.9 Pel1t? Proc.III.1.
allant de da(el) vers d (eJ) Yi; § = 0y 1,

cl.ls(el, 3)#‘0.
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Résumons les calculs den%:th et de &é*da dans le tableau

ci-dessous. On constate que
(dy - d) S (ay-da)
En effet, seul le contraste (eo—el), associé d'un poids 1/12,
indique une préférence de db sur da’ alors que deux contrastes
favorables, (e2—el) et (63—82)’ chacun avec un poids de 1/12,
indiquent une préférence de d, sur db' Et puisque la sériation
extensive donnée impose les relations suivantes:
(e3-e2) 7% (ey=eq) e (eg—ey),

on peut en déduire que (d_ -d,) est certainement au moins aussi

favorable que (db~da).

E7=* n"\A“J" o dady r-“‘)b"la
< <
(e3ieo) 0 0 0
(e3iel) 0 S 0 0
(ezieo) 0 0 0
(esiez) 1/12 1/12 ©
(ezlel) 1/12 2/12 0
(eqe,) o 2/12 1/12
(e e ) 9/12 11/12 10/12
(e,e;) 1/12 12/12 10/12
(elle2) 0 12/12 e
(ey ;) 0 12/12 12/12
(e,=e,) 0 12/1p 12/12
(el;eB) 0 15/12 12/12
(eo:e3) 0 12/12 12/12

III. C. 2. Structure préférentielle extensive sur un ensemble

d'évaluations distributionnelles gualitatives

A ¢cdté du surclassement orienté extensif, on peut & nouveau
distinguer trois situations préférentielles particuliéres qui

sont le surclassement orienté strict extensif (Sfe), 1l'indgif-
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férence stricte extensive (Iie) et l'incomparabilité extensive
(R*®).

Définissons d'abord le surclassement orienté strict extensif:
DisIT L 154

Y d}&'e g>

d' dd!
(a - &) § (d - 3 e N
tel que V (eie') € (EfUE), : iy (ex<) »

>

add el ey et Mt et > mtE (e I eY)
b s

e = [ T
pour AU Mmoins un (e"2e") € J:J+é¥ ‘

L'éloignement (d - d') est en situation de surclassement
orient€é strict extensif avec 1'éloignement (d' - d) si et seu-
lement si il est possible de construire un mélange de contrastes
tel que pour toute classe d'équivalence de contrastes favo-
rables ou nuls, les valeurs de la fonction de répartition

sk

droite de m soient supérieures ou égales aux valeurs de la

fonction de répartition gauche de pdd’ sur les classes d'équi-
valence "inversées", et tel que la fonction de répartition
droite prenne une valeur strictement supérieure a la fonction
de répartition gauche pour au moins une classe d'équivalence
de contrastes favorables et son "inverse". '

On peut définir d'une manidre analogue la situation 4‘'in-
différence stricte extensive:
D.III.16.

v a d e 7

da(' °(‘J~
(a - a) Ize(d’_ct)<=> 1w e JU >~

s . <l s
V ( e: e') € (E’fu Ef)/:* : mc:y(e-e'>= m, e-e).

L'éloignement (d - d') est strictement indifférent & 1'éloi-
gnement (d' - d) si et seulement s'il est possible de construire
un mélange de contrastes tel que pour toute classe d'égquivalence
de contrastes favorables ou nuls la valeur de la fonction de
répartition droite soit égale & la valeur de la fonction de

répartition gauche pour la classe "inverse".
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Et en fin de compte, nous pouvons définir la situation.
d'incomparabilité extensive par l'absence de toute situation

de surclassement extensif:
D.IIT.17.

v d d' ¢ @

(a2 -3) R (2-1) & Fatde

V(ete) € (Ef E:)/=*; .r:nio“(e_'e')z
Yhfiy 2o ) ou ( r%fd&_eQE') < '%idkeﬁie))-

Ainsi 1'éloignement (4 - d") est-il incomparable & son in-
verse (d' - d) d&s qu'il n'existe aucun mélange de contraste
décrivant ces éloignements tel que pour toute classe d'égui-
valence de contrastes favorables ou nuls les valeurs de la
fonction de répartition droite sont toujours supérieures ou
égales (resp. inférieurs ou égales) aux valeurs de la fonction

de répartition gauche pour les classes "inverses".

Ces quatres relations S;e, Sje, Iie et R*® définissent une
structure relationnelle (S;e, Sﬁe, Iie, R*eég*) gque nous
appellons extensive. ' _

A 1'aide de 1'hypothtse H.III.2 nous pouvons en déduire une
f, Ii, Re/?) que nous qualifierons

Ii, et R® sont les rela-

également d'extensive et ou Si, Si,

tions déduites respectivement des relations Sfe, Sie, Iie et R*® .

structure relationnelle (Sf, S

Avant de montrer que ces deux structures représentent bien
des structures relationnelles de surclassement orienté res-
pectivement suré?* et sur %, étudions les liens entre le
surclassement orienté extensif et d'une part le surclassement
orienté élémentaire et de 1l'autre le surclassement orienté

modélisé par la moyenne pondérée.
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III. C. 3. Structures préférentielles emboltées

I1 est utile d'étudier les liens entre les situations de
surclassement orienté élémentaire et extensif et la situation
de surclassement orienté modélisée par 1'opérateur de moyenne
sur 1'échelle codée, car ce rapprochement apportera des pré-
cisions concernant les caractéristiques de la structure pré-
férentielle extensive. De plus, nous verrons que les struc-—
tures préférentielles élémentaire et extensive représentent
des structures "partielles" embolitées dans la structure '"com-

pléte" obtenue par 1'opérateur de moyenne pondérée.

III. C. 3.a. Trois situations de surclassement orienté emboltées

Notons S? et S§m les situations de surclassement modélisées
par l'opérateur de moyenne respectivement sur un ensemble d'éva-
luations & et sur l'ensemble des €loignements inverses entre
ces évaluations. Ainsi, quelles que soient 4, d'€ P et étant
donné un codage X de E, nous.avons:

a7 & e (deX) 2(2-X)

t

1)

)

et par conséquent:

(2. a) ™ (2 -a)el a.x) -(@ 1)) yl@ex) - (@0

L'éloignement (d — d') est en situation Szm avec 1'éloignement
inverse (d'-4d) si et seulement si la différence entre les
valeurs moyennes de l'évaluation d et de 1'évaluation d' est
supérieure ou égale & la différence entre les valeurs moyennes
de 1'évaluation d' et de 1'évaluation d.

Quels sont les liens gui unissent cette situation Sim aux
deux situations de surclassement orienté SY® et SI° précédemment
définies? -

La réponse donne lieu & la proposition suivante:

24 9T

v a a4 € P

(a-a) s°(d-3)» (a-a) §°(a-a)5(d-2)5"(-3).

———

1) Voir chap. I. p.33 : (doX) représente la multiplication
vectorielle de d par X .
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Deux éloignements 1liés par une situation 5.° (resp. S} )
sont également 1iés par la situation Si¢ (resp. Si™ ).

Autrement dit, la situation SI™ "contient" la situation S
et celle-ci, & son tour, "contient" la situation Eio 8

La démonstration de cette proposition importante comportera
trois parties. Nous démontrerons d'abord que S:o = S;m y ENn-—

. s * e
suite que S;° Sim et enfin que S, = S,

Y al} d e P et etant donne un co dage X de E

| f
¢i (d- cll) Si (cl'— &) alovs 3 mcu € )\’{au >-

V (e-¢) e EX-  wt(ed) fo 5 erel 1
Dés lors, V (e-e') € EX : e p 0 > ece
Or[:(aox) (@) - 2{r{ w (e ) (1e) - XED) € eBY/ ecE],
j(a'ox) 0] = e{E W e X(e)'X(f'D/e"eEB/geE}.

[ 4eX) - (2-0) % 0 2 [(Fk)-(-0].

' !
va ale® . (a-4a) sf(a-4) - 3 e "

1) Dans le cadre des travaux sur la dominance stochastique la
démonstration de ce résultat, toutefois au niveau des si-
tuations S et $;' , repose sur les propriétés des fonctions
de répartition. On peut trouver cette démonstration notamment
dans les travaux suivants:

FISHBURN, P.C. (1974), convex stochastic dominance with finite
consequences, Theory and Decision, 5, p. 119-137;

HADAR & RUSSEL (ope.cite. Pet43);

HANOCH & LEVY (opecite. pe4y3;

QUIRK & SAPOSNIK (1962), Admissibility and measurable Utility
Functions, Review of Economic Studies, 29, p.140-146.

Par contre, BENZECRI (op.cit. p.l4) p.265, démontre ce résul-
tat & partir des propriétés du mélange de contrastes asso-
ciés & s¥° ; cependant, cette démonstration concerne égalenment
les situations ¢ et S .
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tel que A Al )
Vi{ele) e (ELuB)y = W, (eze') » v (e&-e).
1
D'aprés P.IIIL.3. 199" est tel que:
. dd! C . dd
V(eie‘)€E}=* : ) (e e') < m (ele')

Soit § un codage-C de E. Il est facile de voir que E¥_, est
une équivalence de codage-C, puisque les classes d'équivalences
sous =¥ sont également les classes modulo $ de E*. Donc &

est un codage de E7=% . Désignons par A et B les sommes sui-

vantes:

A

i

{ w02 pa) fe BLE- e #);
[ w (s gray < e EZXS-(M*"%;U.

On peut montrer que A» B. En effet, numérotons de 1 & g les

classes d'équivalences de E7=* dans l'ordre croissant.de <:

B =

MM DM

Dans ce cas, nous avons:

"
™o

‘M‘(ﬁj) ) ¢(;:_J.\]

- -1{ ?5 [m (f. ¢(/‘k) ﬁ(ﬁm))ﬂ
v 2] M- de] 7

=4

A

<

k=4 b /c"‘). ( ¢(/Ck)" ¢(/ck+4))] + Fq

Dés lors A - B devient:

A - B)- %'4{ [ %0 a) - w2 (8]-[ $Cen - ﬂmﬂ}.

k=1
Or,

[¢(ck) - %(’C:ku)] < © ) YV k= 1,2, ,,‘)‘1_4 :

.ol : '
[ r;‘d)d'</c.-k) - My (pk>] =9, Vk:A)Z’-..)q-‘i

donc A B. Et puisque une sériation extensive { %% /E*) est com-

et

patible avec le choix du codage-C ¢™ suivant

V(e-eDe B g(e=¢) = (K - Ue)

1) "ABEL's summation 1dent1ty", VOlI‘ FISHBURN, op.cit.pe. 58

2) En effet, l'addition partitive & la base de la propriété
"métrique" du codage-€ ¢™ est compatible avec la sériation

extensive ( >,§ /E*) , Voir chap. II.C. l.)p,403
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on voit que (r“dd'o ¢")2-(nw4uo g7 ), et dons

[(a o X) - (3o X)] - [(a‘ox) - (deX)] » o

- 5:0 =5 5’;8
v 4 4 e P . (d-3) s (4-a) =3 N T
que V (e-&') € B molu( (e/ e') 4 0 > exe . J1 sensurt
- JJ' _ ,) 0 _{ t (Q:E') € E’( ot donc
qU.e m (E - & = PQ\J( au _/=* )

| i . .\JA.' ~
ety s mit (el v

, ¥ X
V (ele) € (E, v E.g)/;
Avant de transposer ces résultats aux situations pré-
férentielles entre évaluations distributionnelles, c'est-&-
dire entre actions potentielles & la décision, reconsidérons

la structure préférentielle extensive ( S, I R¢/ @f).

III. C. 3.b. Caractéristicues de la structure préférentielle

extensive

De la proposition P.III.4. nous pouvons déduire, dans un
premier temps, certaines propriétés essentielles qui font de
(sxe, sxe, Ixe, Rxe/P’x) et (5€, S8, IS, Re/P) des structures

relationnelles de surclassement orienté.

PRTTIEs s
Soit Eune échelle qualitative supportant une sériation
extensive (2*/E*) et soit 9’1'ensemble des évaluations
distributionnelles définies sur E; les structures
(ste, ste, Ixe, Rxe/Px) et (s¢ , s&, Ie, Re/P) sont
des structures relationnelles de surclassement orien-

té.
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Démonstration

Nous allons démontrer d'abord que la structure (S;e, Sie, I%E,
R*e/ﬁ?*) est une structure relationnelle de surclassement orien-
te. P.III.6.b.

YV (a-d')e &% : (a-a')s¥®(a'-d) =——= (d-d')s*M(a'-d) et
(a'-a)g*Mm(a-a'), car, pour un codage @ vérifiant la sériation
(% /E*)‘donnée,'nous avons:

(d-d')o #™ > (a'-d)o g™

Donc Sie est une relation irréflexive et antisymétrique sur
T* et (a-a')s%¥(d'-a) > (d-d')s*qa'-d) et (a'-a)gxe(a-a').

D'autre part, ¥V (d-da')eP* : (d—d')Iie(d'—d)é-;*»(d—d')sie(d'—d)
et (d'—é)Sﬁ?(d—d'), donc I*® est une relation symétrique sur Px.

D'apres P.III.6.c. IZ contient la relation I%°, donc IX©
est une relation réflexive et R C est par conséquent une rela-
tion irréflexive et symétrique. Les définitions des quatre
relations S*©, S¥€, IX® et R*® correspondent ainsi aux défini-
tions des quatre situations Si, Si, I#* e B%« Il est facile
de vérifier que ces relations sont exhaustives surﬁa*, puisque
R*€ correspond & 1l'absence de situations Sie et I%*© entre
deux éloignements inverses. Le méme raisonnement montre d'autre
part que les relations Sie, I*® et R*® sont mituellement exclu-
sives. Enfin, on peut montrer & l'aide d'exemples judicieuse-

;). Les rela-

ment choisis que S¥® et R*® sont non vides sur P*
tions S*€ , s*e, fie, R*€® §éfinissent donc une structure rela-
tionnelle de surclassement orientd sur $*. Et puisque ¥d,d'e P :
(d—d')Sie(d'—d)&z-ded', les relations Sg, S8, I et R® dé-
duites de ces relations & 1l'aide de 1l'hypothése H.III.2. dé-
finissent également une structure relationnelle de surclasse-
ment orienté sur J° .4

La connaissance de la situation S¥e détermine donc entidtre-
ment ces deux structures préférentielles. C'est pourgquoi nous

les noterons indifféremment (Sie, R*ezf*) ou (Sie, L%, R*e/jp*)

1) Voir E.III.2., p.A6¥; da et dc sont "incomparables" au sens
de S°©
+
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et (Sf, Re/F/j‘) ou (Sie, IS’ Re/jo).

Il est important de noter que la propriété d'antisymétrie
de Si et en général 1'"exclusivité" des situations Si et Ii,
nécessaire & la modélisation des préférences, reposent sur
1l'emboltement des situations de surclassement orienté Sze et
Sfm. Or, cet emboltement repose & son tour sur la compatibilité
dgs types d'échelles qualitatives entre eux.

On retrouve ici le fait que les conditions d'équilibre
perceptif & la base des définitions des types d'échelles quali-
tatives sont é€galement des conditions nécessaires pour que
la structure relationnelle (Sf, Ii, R®/® ) décrive un moddle
de préférence "cohérent" sur & .

On remarquera encore que la situation Sg, par opposition
avec les situations Sg et S? n'est pas transitive. Pour montrer
cette absence, considérons 1l'exemple suivant:

B.111.2, Soit E une échelle gqualitative extensive :
E={e , e, €5 3 €35 €4 e5} telle que:
(el-eo)<:(82—el)<:(e3_e2)<;(e4—e3)<:(e5—e4)<;
(e2—eo) < (e3—e1) < (e4—e2) < (e5—e3) s (é3—eo)<g
(e4—el) <X (e5—e2) <¥ (e4—eo) < (e5—-el‘) <X (85—80)"

Considérons les trois évaluations distributionnelles

suivantes:
E
e.O el 82 83 e4 85
d, 0 1/12 0 6/12 5/12 0
dy 0 0 2/12 6/12 4/12 0
d, 3/12 0 0 6/12 0 3/12

On peut construire & l'aide de la procédure décrite dans
la proposition P.III.1. les trois mélanges suivants:



R . T S e
d, | o "/n . ‘/17. %, o
|
Yy e % % |
a | . Yo o Ve 0
b) -
B - é e, e, é, &y e, es
dy, ; ° 9 v % ¥ar o
5 -
; Uy Yan ' h Yo 341
d, g/ﬂz ° e “n © 3%2.
£)
) e € € €, Sy ey es
da o Yo, . Y. S o
iy 7, Yo S, )
d, i i g © “n ° Yoo

Le calcul des fonctions de repartition montre que daS$ db'et

e : .
-4y, S d, , mais aussi que d, Sg d, -

b

On doit donc constater que la situation Sf_, et partant les
situations S_f et Ii sont '"non-transitives". Cependant, cette
propriété ne conduit & aucune contradiction avec un modéle de

préférence sur P , comme le montre la proposition suivante:

P,III.8. V 4a,d' " € @ -
-(a s d') et (a st d" )
3 -(a It a) et (& TE ")

= (d $F d")ou(d R®A") ;
5 (4 TE L) ou(d R )
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e

e a") ou (4 R® a")

{-(d 5% a') et (a' 8% a") = (as

. , 3 . v e , .
Si 1'évaluation d est en situation S avec 1l'évaluation 4'
et celle-ci, de méme, en situation S$¢ avec 1'évaluation d",alors
s . y <2 o o y
ou bien 4 est en situation Sy avec 4", ou bien d est 1ncompa-

e
rable & d" au sens de Sj .

Cette proposition nous méne & désigner cette non-transiti-
vité par les termesde "SR-transitivité", de "IR-transitivité",
ou de "Ketransitivité".l) |
Démonstration:

—(dSzd') et (d'sfa") P;iiiéiéb (asia') et (a'sfa") —3 (asfa").
Donc d"S;d =3~ 4sSd" ou dR®a". - -
- méme raisonnement pour les relations I® et SS.¢
Abordons & présent les liens qu'établit la proposition P.III.
6. entre les trois structures préférentielles envisagégs jus—

qu'a présent.

III. C. 3.c. Trois structures préférentielles embolitées

I1 est intéressant de rapprocher les structures préféren-—
tielles élémentaire et extensive définies ci-dessus avec la )
i ‘ g

structure préférentielle modélisée par 1l'opérateur de moyenne
que nous appelons pour simplifier structure préférentielle

compléte.

D.III.18. Soit-@? un ensemble d'évaluations distribution-
nelles définies sur E et soit X un codage de E. Nous

appelons structure préférentielle compléte la
structure relationnelle (ST, IZ /P ) ou
vea d e @
(cl S:n cl')(=3 (d o X) >(d_'oX)
(@ If &)< (dex) =(d oX)

)

. = « . . m .= . . 5
Ainsi, la relation binaire S+ décrit—elle une situation ou

la valeur moyenne de 1l'évaluation d est strictement supérieure

1) SR = S,UR, IR = I UR, K = S,UR. Nous avons gardé le terme

transitivité pour monirer que seule une in-omparabilité peut
perturber la transitivité "normale" de ces relations.
?) Voir chapitre I. partie B. p.22
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4 la valeur moyenne de l'évaluation 4' et, la relation If ’

‘une situation ol ces valeurs sont strictement égales entre-elles.
On remarquera que ST est la partie antisymétrique, irréflexive

et Iz la partie symétrique, réflexive de Sg y, L'union de ST et

IE donnant ST . La structure (Sf, If/?b) n'est qu'une autre

forme de la gtructure (Sﬂ/@? ) introduite au chapitre premier.l)

I1 découle de la propgsition P.IIT.4. que cette structure
compleéte (ST, IZ,/Q’) "contient" les structures €élémentaire et
extensive, comme le montre la proposition suivante:

P.III,9J Soit E une échelle qualitative supportant une séria-
tion extensive (2§/E*), soit ¢ un codage-C de E et |
soit P 1l'ensemble des évaluations distributionnelles
définiessur E: V¥ d,d'e P:

A (a 52 d) e (asioa)s (& s d);

2) (d 80 d') = (& s d) » (& sTd);

+

) (& 12 d) = (aTId) o (a1

¢) (2 R ) = (4 & )

Démonstration:

— Les implications sous 1) sont une conséguence immédiate de la
proposition P.III.4. et de 1'hypothese H.III.2.

- Notons Sim et Iim les situations induites sur 1l'ensemble P *
des éloignementsinverses & partir des situations Sf et IE.
Ainsi, V4, d'¢ %: _ |

] # [} d f [ '; ~
(d-2) 8 (d-d) < [ (3ex)-@0]>[(3X) -(@d0)];

(3-3) T (d-a) e [ (X)) [ (2K - (LB

Un raisonnement analogue & celui qui a conduit & la propo-

sition P.III.6., permet de démontrer les implications suivantes:

1) Voir chapitre I.B.2.,p.35 .
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(d - d')s(d-a)» (d-a) sf(a-a)=>(a-a) s(a-d);
(d-4d) I®(d-a)=» (1-3) T(a-d) »(a-4) (A% 4).

L'hypothése H.III.2. conduit de&s lors aux implications sous 2)
et 3):

1 o|‘
_Va’ae@:@sia)a(awa')
sont contradictoires de par la définition des situation Si°

et R*C. @

Ainsi, étant donné un ensemble 9pd'évaluations distribu-
tionnelles définies sur une échelle extensive, la structure
extensive (Si, Ii, R®/%) apparait comme "intermédiaire" entre
la structure complete (ST, Iz/ﬁp) modélisée par 1l'opération de
moyenne et la structure élémentaire (Si, 12, R°/ %) modélisée
par la dominance stochastique simple.

Nous avons constaté au premier chapitre que la correspondén—
ce entre les préférences pragmatiques de l'acteur et la
structure compldte (ST, IS/EP) était sujette, outre la con-
dition de complete comparabilité transitive, & une condi-
tion d'indépendance et & une condition archimédienne.l

Or, fait trés important, il apparalt que la correspondance
entre ces préférences pragmatiques et les structures élémen-
taire ou extensive est également sujette & cette condition
d'indépendance. Autrement dit, les situations de surclasse-
ment orienté élémentaire et extensif vérifient, tout comme le
surclassement Sf, la condition d'indépendance par rapport
aux mélanges:

P.IIT.10. Soit E une échelle qualitative extensive (resp. élé-
mentaire) et soit<;>l'ensemble des évaluations dis-
tributionnelles définies_sprle:

V d,ad"e P & « € (0,1]
A (d 55 (vep-S5)d) = , o
[ad + (A-«)3] s§ (resp. s;_)[o\au@-&)a"]_ .
2) (d s (vesp. s7) ) =
1) Voir chapitre I. Be 2.,Dpe35 3.
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‘ [ & d % (,1, «) c{"] Sf('“{’-si>[°\<i‘ ¥ (A-%) ci“J ;
3) ( OI If (rcsr. If) o{l) =5

=

[ «d o (a-e) & I (resp I +a-0) ")

Démonstration:
] D} 1
-voa a, & e® 4 5 d o 3wl e M-
! '
V(ese) e (Efvry, ' (eie) 5 mif(elie),
et puisque Si est une relation réflexive, ;
| - - o“d" o(!ull
d' I d" et i m € M >
AW, LT L P : -
m _ (e—e) = My (e'-e) , V(_e—e') €<E4UE=)/=¥.
' nan , m gw ) %
Construisons avec mdd et md a le meélange pd & suivant, ou
d" = [ «a s @-0d"]
Jw = [ %X J' + (A— e() d"] ) ei-
, = . A"l Jdd! ) tyu
Y (e—e) e EY P (e'e') = o (ele') + (4—*) hk{d(c,e') .
LY . vy
On voit aisément que F"l . € )\1'{ : |
, J'"Q'[w . LI .
et que de plus P (e - e') > P e‘—C‘)

<
pour tout ( ele') € (Ef v Ef)/:, )

! o
puisque [ . r;ﬂj'i ( C—'?') + (4- =) ':"c(u'(e:e‘)]

y [ xmilcee v (a-9 il'ezen]

pour tout ( e-'e') € (E‘: u Ef_}/t; .

- Un raisonnement analogue conduit au méme résultat pour les
. : e e

situations S+ et I_ &

- De méme, on voit aisément que la situation S2 vérifie la

condition d'indépendance. En effet, V (e—e') c EY -

m“'(e e') 4 o > eze') et mu(uv(e'e' 4o 9 ere') =
. : 2%
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J"'J'V ' o yu

( P (ele_') = [ « mou(l’,t'> _*(’1-#)?1\ D((E"c'>] O D e >,€.'v) .

Le méme raisonnement s'impose en ce qui concerne les si-
tuations S{ et I%.

Nous constatons donc, tout en pensant au débat autour
de la condition d'imdépendance 1) introduit par M. ALLAIS,
que 1l'éventuelle violation de cette condition peut &tre inter-
prétée comme un indice du caractére non-mesurable et méme
non-métrisable des échelles de préférence en général. En effet,
les situations de surclassement orienté)adaptées chacune au
degré de précision avec laguelle on connalt 1'échelle de pré-
férence sousjacente, vérifient cette condition.z)

Ce résultat:est par ailleurs parfaitement cohérent avec
notre conception d'une reconnaissance "objective" des situa-
tions préférentielles. En effet, nous avons contraint cette
reconnaissance par des conditions d'équilibre perceptif .
dont nous retrouvons les effets précisément dans cette condi-
tion d'indépendance. Elle n'est qu'une conséquence de la re-
connaissance des situations,indépendante de l'activité per-

ceptive concreéte. : ' -

En fin de compte, nous avons remarque au premier chapltre
que la correspondance entre les préférences pragmatiques de
1'acteur et la structure complete était sujette & la con-
dition archimédienne.s)

Nous retrouvons une condition similaire, affaiblie au ni-
veau des siﬁuations S: et Si. Ce résultat fait l'objet de la
proposition suivante.

P.III.11. Soit E une échelle qualitative extensive (resp.élé-
mentaire) et soit P l'ensemble des évaluations dis-
tributionnelles définies sur E. \fd,d'e P

[xa + (1 -x)a"]s$ (resp. s2)a

1) 'Woir ALLAIS,M,,Le comportement de l'homme rationnel devant le risques
critique des postulats et axiomes de 1'école américaine, Econometrica,
V.21,1953,N°4, et ALLAISEHAGEN ( op. cit. p.y2)

2) Ce phenomene expllqueralt en partlculler pourquoi la condi-
tion 4' 1ndependance est pr801sement violée pour des probabl—
1ités tres faibles. Dans ce cas, en effet,l'imprécision avec
lagquelle on connait 1'échelle, devient apparente.

3) Voir chapitre I, Be 2.,p« 35
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? pour tout « € ( 0,4] alors d ﬁt (rﬁr.ﬁf)ot

Si le mélange des évaluations d et 4" avec les proportions
« et (1 - X ) est en situation de surclassement orienté
strict extensif (resp. élémentaire) avec 1'évaluation d' pour
tout « € (o,4], alors 1l'évaluation d' ne peut &tre en situa-
tion de surclassement orienté strict avec 1'évaluation d".

Démonstration:

Appelons d™ 1'évaluation [&'d +QL-*)J"] . On peut con-
1

; c ama' ; ’ . dd '
struire un melange m a partir d'un melange m et d'un

1mat

mélange md 4, En effet =V (e-e') ¢ EF

W oqe W)
e ey e+ (1 x) mt el

' ¥
. ] t 0N
=i A e M e W e N
JI.HJI

!-l""('
. . , (img(l
alors on voit aisément que m M

D'autre part, supposons que d"'Sf (Si)d' et 4 Sf(S:) g%
On sait dés lors que pour tout codage-C ﬁy‘tel que

Y (e-e') € BY  gr(eee) - (o) - X))

nous avons o L
(rw o ¢'“) > o > (m o %'“) )

TR a-xw"*'o;m e

ol Aot )
V ™M € )‘Z ?t m € /"I

et donc
JT

Or nous savons également que pour tout codage-C ﬁ,nous avons

(e gy s (e T

l"“ d’JU
v m&Ol € )v( ) D onc

, 1){\:(.“ ¢ )
d\
A CEr G g o ™)
o]
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pour tout g™ admissible, ce qui est contradictoire. @ 1)

Résumons 1l'ensemble des résultats dans le tableau ci-
dessous (v. p.176). Nous voyons ainsi que les structures
préférentielles élémentaire et extensive, étant des "sous-
structures" de la structure préférentielle compléte, sont
également les parties stables de celles-ci par rapport aux
choix possibles d'images numériques.

Abvordons & présent la comparabilité des éloignements
inverses dans le cas ou les évaluations distributionnelles
sont définies sur une échelle qualitative intensive.

1) On remarquera que la démonstration de cette propriété ar-

chlmedlenne repose 1argement sur l'antisymétrie des situa-
tions S+. C'est _pourguoi, 1nversement, dans la théorie de
1'utilité espérée en présence d'ordres stricts partlels
l'antisymétrie de la situation de préférence est basée sur
cette condition archimédienne affaiblie. Voir FISHBURN
OP«Cite, 1970, Pe 131,



T.IIT.1, Comparaison des Structures Préférentielles Elémntaire, Extensive et Compldte

Structure Préférentielle
tlémentaire

Structure Préférentielle
Extensive

Structure Préférentielle
Complate

E ¢ échelle élémentaire 3

X vérifie (>/E ) 3

¢ vérifie (»*/£%) 3

S : relation binaire antisymédtriqus,
irréflexive et transitive i '

IZ ¢ relation binaire symétrique,
réflexive et transitive g

R(J

relation binaire symétrique,
irréflexive et non vide sur® ;.

o

Indépendance des situations S, I
par rapport aux mélanges 3

Propriété archimédienne affaiblise
de la situation S] ;-

( s¢y I2, R°/P) : parie stable de
( s™ I"/P) par rapport aux choix
de codages X et ¢ admissibles ,

E ¢ échelle extensive

X vérifis (> /E ) 3

$ vérifie (% /£¥)

Si: relation binaire antisymétrique,
irréflexive et K=transitive

I° s relation binaire symétrique,
réflexive et IR=transitive j

R® s relation binaire symétrique,
irréflexive et non vide sur® -

)

Indépendance des situations 5§ , 1°
par rapport aux mélanges

Propriété archimédienne affaiblie
de la situation S§ ;

( s;y 1%, R®/P) : partie stable de
(s, 1"/9) par rapport aux choix de
codages X st ¢ admissibles ,

E s échelle métrée ou métrique
régulisre j

X vérifie (>/E) st (>,:_/E*);

b

X unique 3 1'unité et 3 1'origine prési

ST ¢ relation binaire antisymétrique,

irréflexive et transitive ;

I:‘: relation binaire symétrique,
réflexive et transitive j

Indépendance des situations S;, IV

par rapport aux mélanges g B

Propriété archimédienne de la situa=-

. m 4
tion S, ;

(s I"/P) : préordre complet
sur P ,

= 9Ll =
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T1I .0, Eﬁ?luations distributionnelles sur une €échelle guali-

tative intensive

La définition du surclassement orienté extensif, en repo-
sant sur les fonctions de répartition, présuppose une séria-
tion extensive, donc compléte,des contrastes. Nous essayerons
4 présent d'adapter cette définition au cas de la sériation
intensive.

Or cette définition fera apparaltre une équivalence entre
le surclassement orienté défini sur une échelle intensive
et le surclassement orienté élémentaire.

Nous retrouvons donc l'emboitement de la structure préfé-
rentielle, modélisée sur P dans le cas ol E est une échelle
intensive, dans la structure préférentielle extensive et la

structure préférentielle complete.

III.D.1l. Définition du surclassement orienté intensif

Pour adapter la définition du surclassement orienté 2
1'échelle iqtensive,nous devons introduire des concepts ana-
logues aux fonctions de répartition, mais adaptés & la séria-
tion partielle qu'est la sériation intensive des coﬁtrastes.
C'est pourquoi nous introduisons les parties commencantes et

finissantes de l'ensemble quotient des contrastes par la re-

lation =%,
D.ITI.1%.
Soit E une échelle qualitative supportant une sé-
riation commune (¥/E¥). On appellera parties com-
mengantes, respectivement finissantes, notées Egs,
E*x
fs
valence de contrastes:

,les sous—ensembles suivants de classes d'équi-
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yceEx/
s

EX_(c) ={c.:'/ '€ E*/z,é et(c! <% c)}

Btg(e)

{a-/ Gre B/, es(o' <% ¢))
S
La partie commengante (finissante) associée & la classe
d'équivalence ¢ est 1'ensemble des classes d'équivalence
de contrastes ! qui sont au plus (au moins) aussi favorable
que ¢ au sens de la sériation ( P ®)

On peut dés lors introduire les parties commengantes et
finissantes d'un mélange de classe d'équivalence de contrastes.
D.,III.20.

Soit E une échelle qualitative supportant la sé-

riation commune (X/E*) et soit P 1'ensemble des

évaluations distributionnelles définies sur E;

V d,a'e P ethdd'e )/(dd' : on appellera partie

commengante, respectivement finissante,du mélange

L ] '

mdd les fonctions suivantes:
«dd' '
m,, E*/'=9Se — [0, 1]
edd’ . r

dda’

déduites de m de la maniére suivante:

Vo e E*/ 4 ¢

KM - g (880G €l |

° d' ° . odd' ° ° e
mgs (c) = Z {nl (c')/ct € E%S(c)}
cl
) Caan
Ainsi la partie finissante (commengante) de dd' ggt-elle
une fonction décroissante (croissante) sur E*/;* et la con-
s

naissance de l'une quelconque des deux fonctions est suffi-
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Y !
sante pour décrire le mélange mdd .

On remarquera que l'on retrouve la définition des fonc-
tions de répartition gauche et droite de mdd; dés que la
sériation commune ()Z/E*) est extensive.

De méme, nous retrouvons les propriétés remarquables de

ces fonctions de repartitionl .

P.III.12.
Soit E une échelle qualitative supportant une sé-
riation commune ()é/E*) et soit ® 1'ensemble des
évaluations distrég?tionnelles définies sur E :
va, alePet vm € M : ¥ (ee') € BX/_, ¢
: S
edd', s,y _ =d'd; ,*
I a) m (e-e') = Mg (et-e)
-dd' _oed'd, -
b) (e-e') = m (e'-e)
Démonstration:

- La sériation commune (;;/E*) vérifie 1'équilibre percep-—
tif liant l'inversion des contrastes & la réciprocité de la

° ° ! ° e At L

relation »¥ . Donc: Y (e-e') € E*/;* : pdd (e-e') = md d(e'—e)

o
et 1'on retrouve les formules a et b. @

e 1
La partie commengante (finissante) de 138" associde 3 1a
classe d'équivalence (eze') de contrastes est identique &
e 1

la partie finissante (commengante) de md d associée & la

classe d'équivalence inverse (e'=e).

Par analogie avec la situation de surclassement orienté

extensif, nous dirons que le mélange ﬁad
1

son inverse md d, dés que : V (eze') € E*/;* :

est comparable &

edd', - - S

mdd (e—e')< m d d(e—e )

° ! l
ou dd (ele') » mf d(e -e') ,
¢ est—a—dlre si pour toute classe d'équivalence (e—e ) de con-—
trastes la partie commencante (finissante) de md 2 est in-

1) Voir III.C.1l. p.A%é-45%
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férieure (supérieure) ou égale & la partie commengante (finis-
sante) du mélange inverse md'a,
On remarquera & nouveau qu'il ne faut point parcourir
tout l'ensemble E*/;g pour trouver ce résultat, car nous
retrouvons ici la propriété de la proposition P.III.5.1)
PelIlsl3s
Soit E une échelle qualitative supportant une séria-
tion commune ( */E*) et soit P l'ensemble des éva-
luations dlstrlbutlonnelles définies sur E; VvV 4d,3'¢?
dd'e )(dd'; les deux propriétés suivantes sont

équivalentes:

a) V (e%e') € EX/_, : .fg'(e—e ) y m .d d(e 2e');
S

. ; “ad" 0!
b) V (e%e') € E¥ U E* . mdd (eze') » (e'2e).
+ 7é§ fs e

Démonstrations:

Analogue & la démonstration de la proposition P.III.5.%
Ces considérations nous montrent le chemin pour adapter
la situation de surclassement orienté & 1'ensemble de la
classe des échelles qualitatives communes.
D.IIT.12,
Soit E une échelle qualitative supportant une séria-
tion commune (;:/E*) et soit ® 1'ensemble des éva-

luations distributionnelles définies sur E; V d,d'e @ ,

nous dirons que 1l'éloignement (d-d') est en situa-—
tion de surclassement orienté avec 1l'éloignement
inverse (d'-d), orientée Sis , si et seulement si

t 1
3% M9 o v(e-e') € EXUEX/_, :
S

'dd'(e e,) 'dd'(e"e)

Ainsi, 1'éloignement (d-d') est—il relié par une situation
de surclassement orienté Srs a4 1'éloignement (d'-d) ssi il
R T 1
existe dans)ﬂda un mélange 4" te1 que toute partie finis-

sante associée & une classe d'équivalence (eZe') de contrastes

1} Voir ITT.Cels pPsd5E
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favorables ou nuls soit supérieure ou égale & la partie com-
mencante associée & la classe d'éguivalence de contrastes
inverses. '

Dans cette définition D.III.12. nous retrouvons comme cas
particulie?,la définition du surclassement orienté extensifl
correspondant au cas ou la sériation (;:/E*) est extensive sur
E*., Mais nous y trouvons également le surclassement orienté
correspondant & une sériation (;;/E*) gqui est intensive et

gue nous appellerons'pour cela surclassement orienté intensif.

III.D.2. Structure préférentielle intensive sur un ensemble

da'évaluations distributionnelles qualitatives

¥
A cdté du surclassement orienté intensif, nous pourrons

de méme définir les situations de surclassement orienté in-—
tensif strict (S* ), d'indifférence intensive stricte (I*l)
et d'incomparabilité intensive (R*'). -
D.III.22.

Soit E une échelle qualitative supportant une séria-

tion intensive et soit P 1'ensemble des évaluations

distributionnelles définies sur E;

a) vd, a'e® :
(a-a') Sii (d'-3) & 3 mdd'é 94 5
V(e%e') € EXVEX/ , : (e 115 3 -dd (e'2e) et
1

oddl
Mei
(e|l: m) € Ei
b) vd,i'e?:
3 ] 1
(a-a")1xt(ar-a) e= 3 mi%'e ;90

(en:_em) > ;nci(em_:_en) pour au moins un

)

g dd';, odd’
Y (e2e!) € E* * . ; 2 = 2
(eze') E+kJE /Li Mey (exe') m, (e'=e)

c) vd,are? :
(a-a1)R*(a'-a) e= F m8%e %%
Y (e=e')E€ EiLJEZ/;* : 'ad'(e Zet') » .dd (e"e)

° ! °
ou id. 3 ?i (eze') € dd (exe').

1) Voir pASH
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A 1l'aide des quatres situations préférentielles "intensives"
nous pouvons caractériser une structure préférentielle in-
tensive (S%1, sxi, Ixi, R*i/gz*) sur 1l'ensemble des éloigne-
ments inverses entre €évaluations distributionnelles.

Grace & nouveau & 1l'hypothtse H.III.2. nous pouvons déduire
de cette gtrugturg relationnelle sur % une structure préféren—
tielle (sl,_ PR

et ol S S1

9 IE,_et R sont les relations déduites respectl—
vement des relations S*l, S*l I*l et R*1,

Pour montrer gue ces structures relationnelles modélisent

Rl(@P) que nous qualifierons d'intensive

bien des structures relationnelles de surclassement respec-
tivement gurﬁ?* et ¥, étudions les liens entre le surclasse-
ment orienté intensif et le surclassement orienté élémentaire.

III.D.3. Equivalence entre le surclassement orienté intensif

et le surclassement orienté élémentaire

Essayons d'abord de montrer que le surclassement orienté

elementalre est emboité dans le surclassement orienté inten-

sif.
P.I1I.14.
Soit E une echelle qualitative supportant une séria-
tion intensive ()*/E*) des contrastes, et soit P
1'ensemble des évaluations distributionnelles dé-
finies sur E:
Y a, a'e P :
(a-a')sxe(ar-a) = (a-a')syt(a’-d)
Démonstration:

Va, a'e®: (d—d')Si°(d'-d)===?[3 ni%'e j 94 5 ¥ (e-e') e BX
a', . 1 °
(e—e') #0 => e»e'] — ¥ (e%e') € BXVEX /.
1.

(e te') y Qd (e'ze) .

Le surclassement orienté élémentaire est donc '"contenu"

dans le surclassement orienté intensif.
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Mais inversément, est-ce que le surclassement orienté

intensif ne serait pas €également contenu dans le surclasse-—
ment orienté élémentaire?

P ITE .15
Soit E une échelle qualitative supportant une séria-
tion intensive (;?/E*) et soit P 1l'ensemble des
évaluations distributionnelles définies sur E :
Vda, a' € P : (d-a')s¥i(a'-a) = (a-ar)s*e(ar-a)

Démonstration:
“ ] ]
vd, a' e P : (a-ar)s¥i(ar-a) = 3% e n%

Y (exe!') € Ejf_UEi/vzie : .dd'(e -e') > 'gg'(e'—e)

Or, on peut vérifier que:

° 1 - ]
dd d@ (e

me (el—e ) > oiei) ¢==?<i'(eo) 2 d(eo)i

138" (e,ey) » m2S (eges) <=>{a' (ey) + @' (e )] [ae,) + aley )

(e'—er l) .dd'(e 1Te, & [d'(eo) + d'(el) + eoet d'(erﬂ

ﬁdd

a(e ) d(e;) + eee + d(d.) . @
o 1 T

La fonction de repartition gauche de d' est supérieure ou
égale & la fonction de repartition gauche de d pour tout
échelon e de E.

I1 s'ensuit que les situations Sii et S¥° définissent la
méme relation sur P *. Les structures préférentielles €lé-
mentaires et intensives définies sur P * et ¥ sont donc

identiques.

Pelll,l16s

Soit E une échelle qualitative supportant une sé-
riation intensive (7*/E*) des contrastes et soit @
1'ensemble des evaluatlons distributionnelles dé-
finies sur E; les structures (S*l, S*l I*l R¥1/Px)
et (S i, Ii, R/ P ) representent des structures
relatlonnelles de surclassement orienté. De plus ces
structures sont identiques aux structures préféren-

tielles élémentaires.
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Démonstration:

Ce résultat est une suite immédiate de la proposition P.III.
5.4

Ce résultat n'est pas surprenant dans la mesure ou 1'équi-
valence entre le surclassement orienté élémentaire et la
dominance stochastique simple laissait prévoir que le passage
de 1'échelle élémentaire & 1'échelle intensive et méme 3
1'échelle métrique n'apportait pas d'informations préféren-
tielles qui permettent d'enrichir les structures préféren-
tielles élémentaires sur P* et sur P . '
~ Cependant est—ce qu'il en serait de méme si 1'on défi-
nissait le surclassement orienté S¥ non pas sur P* mais sur
tout 1l'ensemble des éloignements entre évaluations distribu-
tionnelles? '

I1 nous semble que le passage de 1'échelle élémentaire &
1'échelle intensive et de celle—ci & 1'échelle métrique
apporte bien de l'information quant & la comparaison des
éloignements autres qu'inverses. Il en découlerait que ce
passage est une condition nécessaire & la différentiation
des situations d'indifférence orientée, de préférence faible
et de préférence forte regroupées dans le surclassement
orienté strict.

Mais ceci nous ménerait trop loin dans le cadre de ce
travail. Mentionnons encore,pour clore ici la discussion
sur la comparaison des évaluations distributionnelles quali-
tatives)que la généralisation de la définition du surclas-—
sement orienté & l'ensemble des échelles communes,intermé-
diaires entre 1'échelle intensive et 1'échelle extensive,
n'est pas immédiate en ce sens qu'elle nécessite d'abord une
étude de l'emboltement de ces dchelles, donc des sériations
intermédiaires entre la sériation intensive et extensive.
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LT sl ga structure globale du systéme relationnel de sur-—

classement orienté sur P

Nous n'avons pas pu aborder dans ce travail les struc-
tures préférentielles définies sur P par les surclassements
orientés adaptés a l'information préférentielle supportée
par les échelles qualitatives métriques. Nous proposerons
néanmoins, sous forme de conjectures, deux résultats dont
il y a des raisons pour admettre qu'ils peuvent @étre
démontrés .

Conjecture 1:

La structure préférentielle modélisée sur P par le
surclassement orienté adapté & 1'information préfé-
rentielle supportée par 1'échelle métrique est iden-—
tique aux structures préférentielles élémentaires et
intensives.

L'équivalence constatée entre le surclassement orienté
€lémentaire et la dominance stochastique simple laisse pré-
voir ce résultat. '

D'autre part, les conséquences du passage de 1'échelle
extensive & 1'échelle métrique extensive sur les structures
préférentielles modélisées sur 9 se retrouvent au niveau
de la transitivité des situations de surclassement orienté.
Conjecture 2:

La fermeture transitive du surclassement orienté ex-
tensif donne le surclassement orienté adapté & 1'in-
formation préférentielle supportée par 1'échelle mé-
trique extensive. ‘
Remarquons que si cette conjecture se révele exacte, et
il y a des raisons pour l'admettre, alors la fermeture
transitive de surclassement orienté "régulier" donne le
surclassement orienté, modélisé par 1'opération de moyenne
pondérée & partir du codage de 1l'échelle métrique régulidre.
Ainsi se dessine la structure globale du systéme rela-
tionnel de surclassement orienté sur P . Alors que le pas-
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sage des types d'échelles intensives aux types d'échelles
extensives augmente en général la comparabilité des éva-
luations distributionnelles, le passage des types d'échelles
non métriques aux types d'échelles métriques contribue &

la transitivité des jugements préférentiels.
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CONCLUSION

"Le vieux probléme .des conditions et
limites de la connaissance n'est plus

4 traiter dans l'objectif pur et simple,
naif ou dans le transcendental du su-
jet, mais aux bords fluctuants de 1l'or-
dre et du désordre, ou est toujours

mis entre parenthéses le :bord commun

au sujet, & l'objet."

M Serresl)

¥

Apreés avoir étudié l'impact de la "subjectivité" de la
conséquence gualitative sur la définition de 1l'échelle de
préférence et sur le systéme relationnel de surclassement
orienté modélisé sur P, nous devzons aborder & présent une
étude similaire de 1l'impact de cette subjectivité sur 1l'opé-
rationnalité de la modélisation des préférences. Sans pou-
voir entreprendre dans ce travail une telle étude, nous
voudrions néanmoins, pour conclure, en esquisser les per-—
spectives. La portée de notre travail s'en trouvera éclairée.

Nous avons vu au chapitre I que 1'opérationnalité da
modele de la moyenne pondérée était liée & la nature objec-
tive de 1l'information prise en compte. Le corollaire en est
1l'absence d'une intervention de l'acteur pendant la phase
de calcul et de comparaison. Le modtle reproduit 1'état
des comparaisons dans leur globalité sans impliquer 1l'ac-—
teur.

Cependant, dans le cas ou le domaine décisionnel revét
un caractére qualitatif, nous avons vu, aux chapitres II
et III, qu'il était opportun d'introduire l'acteur comme
sujet actif dans la définition du domaine décisionnel et
des systeémes relationnels de surclassement orienté. Par 1a,
nous avons introduit une dimension "historique" dans la
modélisation des préférences, que le cO0té opérationnel du

modéle devrait respecter a son tour.

1) Le Passage du Nord-Ouest, liinuit, Paris.
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Or, nous croyons que la popularité croissante des mo-
délisations interactives aupres des hommes d'études et des
acteurs, n'est pas indépendante de la volont¢ de prendre
en compte, dans les problémes d'aide & la décision, une
information de nature plus qualitative et subjective. In
effet, les modtles interactifs semblent indiquer le chemin
par o l'on peut intégrer une dimension historique dans
la modélisation.

Dans cet ordre d'idées, il nous semble trés prometteur
de s'intéresser &4 la procédure gue nous avons utilisée pour
démontrer 1'égquivalence entre le surclassement orienté élé-
mentaire et la dominance stochastique simple. La mise en
relation de cette procédure avec les différents types de-
structures relationnelles de surclassement orienté per-
mettrait peut-8tre de construire les modeles interactifs
adaptés & la nature qualitative du domaine décisionnel.

Or, comme pour celui-ci et le systéme relationnel de

surclassement orienté, il faut admettre que ces modeles

interactifs, en tant que structures signifiantes, s'embdi-
teront les uns dans les autres, pour constituer une suite
de modeles opérationnellement de plus en plus performants ,
dont le plus performant aurait une opérationnalité analogue
au modele de la moyenne pondérée.

| Remarquons que dans ces modeles interactifsy les con-—

cepts d'éguilibre perceptif et de conservation des grandeurs

et rapports qualitatif's nous semblent devoir jouer un rdole

treés important, puisque la progression de ces modéles vers
une performance opérationnelle toujours plus grande se ca-
ractérise précisément par l'accks progressif 4 de nouveaux
équilibres perceptifs, englobant et dépassant ceux acquis

précédemment.

D'autre part, l'introduction de ces concepts dans la mo-
délisation interactive, permettrait de profiter de certains
résultats empruntés aux sciences pédagogiques. En effet,
1'gide & la décision peut &tre interprétée comme une situa-
tion pédagogigue particuliere, en ce sens que 1'homme 4'étude

est censé apporter un savoir, une connaissance a l'acteur.
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Des considérations pédagogiques, inspirées des travaux
de PIAGET, pourraient dés lors fournir & 1'homme d'étude
le cadre théorique par rapport auquel il peut orienter et
justifier ses interventions auprés de l'acteur.

llais ces considérations dépassent le cadre de ce travail
et nous ne pouvons les développer davantage dans cette con-

clusion.

Avant de finir, nous voudrions cependant mentionner encore

un probléme qui nous a beaucoup intrigué, mais auquel nous
n'avons pas pu consacrer. l'attention qu'il mérite.

Ce probléme est celui que pose la structure d'ensemble
de mélanges dont nous avons muni 1l'ensemble des évaluations
distributionnelles. Avec cette hypothése, nous avons im-
plicitement imposé & l'indicateur de modulation un statut
"objectif". Il serait intéressant de concevoir cet indica-
teur, tout comme 1l'échelle de préférence, d'une manidre
plus qualitative et subjective, c'est-a4-dire d'inclure. dans
sa définition l'acteur comme sujet qui percoit la modula-

tion de l'importance relative des différents éléments d'une

évaluation distributionnelle.

Ainsi pourrait-on distinguer différents types d'indica-
teur de modulation suivant la performance de la perception
de la modulation. Or, & tous ces types correspond une
structure particulidre associée & l'ensemble®P ; la struc-.
ture d'ensemble de mélanges €étant le type nécessitant 1'in-
dicateur le plus performant.

On peut s'attendre & ce que cette généralisation engendre
des conséquences intéressantes sur les systémes relationnels
de surclassement orienté.

Enfin, nous avons gardé pour ultime remarque, un probleme
qui se rapporte & la "dimension" de la conséquence qualita-—
tive. En effet, quelle est la "dimension" d'une échelle
de préférence qualitative?

La conséquence qualitative se congoit souvent comme un
"continu qualitatif" du plus favorable au plus défavorable.

T
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Quoi de plus tentant que de parler d'un axe de préférence.
L'échelle qualitative serait-elle donc de dimension un?

D'un autre coté, on ne peut connaitre cette échelle qu'a
partir d'un ensemble fini de qualités, d'états ou d'échelons,
puisque la perception qualitative comporte nécessairement
un seuil de discrimination 1ié & la non-additivité des
contrastes. La "dimension" de 1l'échelle, dans ce cas, pren-
drait donc la valeur zéro.

llais 1'échelle qualitative n'en est pas moins un en-
semble de points organisés directionnellement. Est-ce qu'elle
n'aurait de ce fait pas une dimension "fractionnaire'" de
valeur intermédiaire entre zéro et un et dépendante de
l'acteur et de 1l'homme d'étude & travers le nombre d'éche-
lons qualitatifspris en compte?

L'échelle qualitative serait ainsi un objet "fractal"
au sens de MANDELBROTll dont la dimension "fractale" tra-
duirait précisément la partie subjective de son apparence
objective. A cet objet "fractal" il conviendrait d&s lors
d'adapter un modéle numérique de "dimension fractale" qui
traduirait formellement 1l'absence d'indépendance objective
entre. les préférences pragmatiques et les évaluations
distributionnelles qui caractérise tout domaine décisionnel
qualitatif. | |

1) MANDELBROT, B., Les Objets Fractals, Flammarion, Paris.
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