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Abstract

In this paper we consider an ergodic diffusion process with jumps whose drift coefficient depends
on u and volatility coefficient depends on o, two unknown parameters. We suppose that the process is
discretely observed at the instants (¢7)i=o,...,n With &n = sup,_q (i1 — i) — 0. We introduce
an estimator of 6 := (u, o), based on a contrast function, which is asymptotically gaussian without
requiring any conditions on the rate at which A,, — 0, assuming a finite jump activity. This extends
earlier results where a condition on the step discretization was needed (see [15],[36]) or where only
the estimation of the drift parameter was considered (see [2]). In general situations, our contrast
function is not explicit and in practise one has to resort to some approximation. We propose explicit
approximations of the contrast function, such that the estimation of 6 is feasible under the condition
that nA¥ — 0 where k > 0 can be arbitrarily large. This extends the results obtained by Kessler [24]
in the case of continuous processes.

.....

Drift estimation, volatility estimation, ergodic properties, high frequency data, Lévy-driven SDE,
thresholding methods.

1 Introduction

Recently, diffusion processes with jumps are becoming powerful tools to model various stochastic phe-
nomena in many areas, for example, physics, biology, medical sciences, social sciences, economics, and so
on. In finance, jump-processes were introduced to model the dynamic of exchange rates ([6]), asset prices
([29],[25]), or volatility processes ([5],[11]). Utilization of jump-processes in neuroscience, instead, can be
found for instance in [9]. Therefore, inference problems for such models from various types of data should
be studied, in particular, inference from discrete observation should be desired since the actual data may
be obtained discretely.

In this work, our aim is to estimate jointly the drift and the volatility parameter (u,0) =: 6 from a
discrete sampling of the process X solution to

t t t
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where W is a one dimensional Brownian motion and i a compensated Poisson random measure, with a
finite jump activity. We assume that the process is sampled at the times (¢7");—o.... » where the sampling
step Ay, 1= sup;_g _,—1t41 — ti goes to zero. A crucial point for applications in the high frequency
setting is to impose minimal conditions on the sampling step size. This will be one of our main objectives
in this paper, for the joint estimation of y and o.

It is known that, as a consequence of the presence of a Gaussian component, it is impossible to estimate
the drift parameter on a finite horizon time; we therefore assume that ¢! — oo and we suppose to have
an ergodic process X?.

The topic of high frequency estimation for discretely observed diffusions in the case without jumps
is well developed, by now. Florens-Zmirou has introduced, in [13], an estimator for both the drift and
the diffusion parameters under the fast sampling assumption nA2 — 0. Yoshida [37] has then suggested
a correction of the contrast function of [13] that releases the condition on the step discretization to
nA? — 0. In Kessler [24], the author proposes an explicit modification of the Euler scheme contrast that
allows him to build an estimator which is asymptotically normal under the condition nA¥ — 0 where
k > 2 is arbitrarily large. The result found by Kessler, therefore, holds for any arbitrarily slow polynomial
decay to zero of the sampling step.
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When a jump component is added, less results are known. Shimizu [34] proposes parametric estimation
of drift, diffusion and jump coefficients showing the asymptotic normality of the estimators under some
explicit conditions relating the sampling step and the jump intensity of the process; such conditions on A,
are more restrictive as the intensity of jumps near zero is high. In the situation where the jump intensity
is finite, the conditions of [34] reduces to nA2 — 0. In [15], the condition on the sampling step is relaxed
to nA2 — 0, when one estimates the drift parameter only. In [30] a jump-filtering technique similar to
one used in [15] is employed in order to derive a nonparametric estimator for the drift which is robust
to symmetric jumps of infinite variance and infinite variation, and which attains the same asymptotic
variance as for a continuous diffusion process. Also in [2] only the estimation of the drift parameter is
studied. In such a case, the sampling step (¢}');=o,....» can be irregular, no condition on the rate at which
A, — 0 is needed and the assumption that the jumps of the process are summable, present in [15], is
suppressed.

In this paper, we consider the joint estimation of the drift and the diffusion parameters with a jump
intensity which is finite. Since for the applications it is important that assumptions on the rate at which
A, should tend to zero are less stringent as possible, our aim is to weaken the conditions on the decay
of the sampling step in a way comparable to Kessler’s work [24], but in the framework of jump-diffusion
processes. We therefore want to extend [2] looking for the same results, but for the joint estimation of
the drift and the diffusion parameters instead of focusing on the drift parameter only.

The joint estimation of the two parameters introduces some significant difficulties: since the drift and
the volatility parameters are not estimated at the same rate, we have to deal with asymptotic properties
in two different regimes.

Compared to previous results in which the parameters are estimated jointly (see [34]), we show that it is
possible to remove any condition on the rate at which A, has to go to zero.

Moreover, we consider a discretization step which is not uniform. This case, to our knowledge, has never
been studied before for the joint estimation of the drift and the volatility of a diffusion with jumps.

A natural approach to estimate the unknown parameters would be to use a maximum likelihood

estimation, but the likelihood function based on the discrete sample is not tractable in this setting, since
it depends on the transition densities of X which are not explicitly known.
To overcome this difficulty several methods have been developed. For instance, in [1] and [26] closed form
expansions of the transition density of jump-diffusions are studied while in [22] the asymptotic behaviour
of estimating functions is considered in the high frequency observation framework. They give condition
to ensure the rate optimality and the efficiency.

Considering again the case of high frequency observation, a widely-used method is to consider pseudo-
likelihood function, for instance based on the high frequency approximation of the dynamic of the process
by the dynamic of the Euler scheme. This leads to explicit contrast functions with Gaussian structures
(see e.g. [36],[34],[28]).

In Kessler’s paper the idea is to replace, in the Euler scheme contrast function, the contribution of
the drift and the diffusion by two quantities m and ms (or their explicit approximations with arbitrarily
high order when A, — 0); with

m(u, o, x) = E[X?

tit1

|X] =z] and (1)

ma(p, 0, x) == E[(X?

tiv1 m(.uv g, Xz))z‘Xf, = l‘]

In presence of jumps, the contrasts functions in [36] (see also [34], [15]) resort to a filtering procedure
in order to suppress the contribution of jumps and recover the continuous part of the process.

The contrast function we introduce is based on both the ideas described here above. Indeed, we define

it as

n—1
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where the function ¢ is a smooth version of the indicator function that vanishes when the increments
of the data are too large compared to the typical increments of a continuous diffusion process, and thus
can be used to filter the contribution of the jumps. The idea is to use the size of Xy, , — Xy, in order to
judge if a jump occurred or not in the interval [t;,¢;41). The increment of X with continuous transition
could hardly exceed the threshold Ag,m therefore we can judge the existence of a jump in the interval if

(Xt — Xo| > AL, for Be (1,3).
The last indicator in (2) avoids the possibility that |Xy,| is too big, the constant k is positive and will be
chosen later, related to the developments of m and mso that are the natural extension to the case with

jumps of the quantities proposed in [24]. Indeed, we have defined them as
EIXY,, oar (X0, — X0)|X0 = a]

tit1
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and

m(p, o, x) =



E[(X?
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The rates for the estimation of the two parameters is not the same, which implies we have to deal with
two different scaling of the contrast function, which lead us to the study of the asymptotic properties of
the contrast function in two different asymptotic schemes.

The main result of our paper is that the estimator 6,, := (fin, 0p) associated to the proposed contrast
function converges with some explicit asymptotic variances. Comparing to earlier results ([36], [34], [15],
[2]), the sampling step (t7')i=o,....n can be irregular, no condition is needed on the rate at which A, — 0
and the parameters of drift and diffusion are jointly estimated.

Moreover, we provide explicit approximations of msy that allows us to circumvent the fact that the

contrast function is non explicit (explicit approximations of m are given in [2]). We give an expansion
of mg exact up to order A2, which involves the jump intensity near zero, and is valid for any smooth
truncation function ¢. With the specific choices of ¢ being oscillating functions, in particular, we remove
the contribution of the jumps and we are able to prove explicit developments of the function ms valid
up to any order. Together with the approximation of the function m showed in Proposition 2 of [2], this
allows us to approximate our contrast function, at arbitrary high order, by a completely explicit one, as
it was in the paper by Kessler [24] in the continuous case.
This yields to a consistent and asymptotic normal estimator under the condition nA¥ — 0, where k is
related to the oscillating properties of the function ¢. As k can be chosen arbitrarily high, up to a proper
choice of ¢, our method allows to estimate the drift and the diffusion parameters, under the assumption
that the sampling step tends to zero at some polynomial rate.

Furthermore, we implement numerically our main results building two approximations of m and msy
from which we deduce two approximations of the contrast that we minimize in order to get the joint
estimator of the parameters. We compare the estimators we find with the estimator that would result
from the choice of an Euler scheme approximation for m and ms. From our simulations it appears that
our joint estimator performs better than the Euler one, especially for the estimation of the parameter o.

The outline of the paper is the following. In Section 2 we introduce the model and we state the
assumptions we need. The Section 3 contains the construction of the estimator and our main results
while in Section 4 we explain how to use in practical the contrast function for the joint estimation of
the drift and the diffusion parameters, dealing with its approximation. We provide numerical results in
Section 5. In Section 6 we discuss about possible forward generalization of the obtained results, while in
Section 7 we state useful propositions that we will use repeatedly in the following sections. Section 8 is
devoted to the proof of our main results while in Section A.1 of the Appendix we prove the propositions
stated in the sixth section. We conclude giving the proofs of some technical results in the Sections
A.2-A.3 of the Appendix.

2 Model, assumptions

We want to estimate the unknown parameter 6 = (u, o) in the stochastic differential equation with jumps

t t t
X0 =X§ [ bn XDds+ [Cae.xDawer [ q()sdsde), Ry @)

0 0 0 JR\{0}
where @ belongs to © := II x ¥, a compact set of R%; W = (Wi)i>0 is a one dimensional Brownian
motion and p is a Poisson random measure associated to the Lévy process L = (L;);>0 such that

L; = fg Jg zii(ds, dz). The compensated measure fi = p — fi is defined on [0, 00) x R, the compensator
is fi(dt,dz) := F(dz)dt, where conditions on the Levy measure F will be given later.

We denote by (2, F,P) the probability space on which W and p are defined and we assume that the
initial condition Xg , W and L are independent.

2.1 Assumptions

We suppose that the functions b : I X R = R, a : ¥ x R — R and v : R — R satisfy the following
assumptions:

A1l: The functions y(x), b(p, x) for all p € I and a(o,x) for all o € X are globally Lipschitz. Moreover,
the Lipschitz constants of b and a are uniformly bounded on Il and X, respectively.

Under Assumption 1 the equation (3) admits a unique non-explosive cadlag adapted solution possessing
the strong Markov property, cf [4] (Theorems 6.2.9. and 6.4.6.).
The next assumption was used in [27] to prove the irreducibility of the process X?.



A2: For all € © there erists a constant t > 0 such that X{ admits a density p?(x,y) with respect
to the Lebesgue measure on R; bounded in y € R and in x € K for every compact K C R. Moreover, for
every x € R and every open ball U € R, there exists a point z = z(x,U) € supp(F) such that y(z)z € U.

Assumption 2 ensures, together with the Assumption 3 below, the existence of unique invariant dis-
tribution 7%, as well as the ergodicity of the process X?.

A3 (Ergodicity): (i) For all ¢ >0, f|2\>1 |2|7F (2)dz < 0.

(i3) For all p € 11 there exists C > 0 such that xb(p, z) < —Clz|?, if |z| — .
(iii) |y(x)|/|x] = 0 as |x] = 0.

(iv) For all o € 3 we have |a(o,z)|/|z| = 0 as |z| = .

(v) ¥ € ©, Yq > 0 we have E|X§|? < .

A4 (Jumps): 1. The jump coefficient v is bounded from below, that is inf,er |v(x)] := Ymin > 0.

2. The Lévy measure F' is absolutely continuous with respect to the Lebesgue measure and we denote
F(z) = T

3. F is such that F(z) = AFy(z) and [, Fy(z)dz = 1.

Assumption 4.1 is useful to compare size of jumps of X and L. The Assumption 5 ensures the exis-
tence of the contrast function we will define in next section.

A5 (Non-degeneracy): There exists some ¢ > 0, such that inf, , a®(o, ) > ¢ > 0.

From now on we denote the true parameter value by 6y, an interior point of the parameter space ©
that we want to estimate. We shorten X for X?%.

We will use some moment inequalities for jump diffusions, gathered in the following lemma that fol-
lows from Theorem 66 of [32] and Proposition 3.1 in [36].

Lemma 1. Let X satisfies Assumptions 1-4. Let L; := fo Jg zi(ds, dz) and let Fs := 0 {(Wu)o<u<s, (Lu)o<u<s, Xo}-
Then, for allt > s >0,

1) for allp > 2, E[| X, — Xs|p]% < (|t — 3|%,

2) for allp > 2, peN, E[|X; — X,|P|Fs] < ]t — s|(1 + | Xs[P),

3) for allp > 2, p € N, supp,cpo,1) E[| Xstn[P[Fs] < e(1 + | X,[P).

An important role is played by ergodic properties of solution of equation (3)
The following Lemma states that Assumptions 1—4 are sufficient for the existence of an invariant measure
7% such that an ergodic theorem holds and moments of all order exist.

Lemma 2. Under assumptions 1 to 4, for all § € ©, X9 admits a unique invariant distribution 7° and
the ergodic theorem holds:

1)For every measurable function g : R — R s. t. 7°(g) < oo, we have a.s. lim;_,o0 T fotg(Xf)ds =79(g).
2)For all ¢ > 0, 7¥(|x|?) < oo

3) For all ¢ > 0, sup,s E[| X?|9] <

A proof is in [15] (Section 8 of Supplement), it relies mainly on results of [27].

A6 (Identifiability): For all p1,pe in I, u1n = po if and only if b(u1,x) = b(us,z) for almost all
x. Moreover, Yo1,09 in ¥, 01 = o9 if and only if a(o1,z) = a(og,x) for almost all x.

AT: 1. The derivatives W, with k1 + ko < 4 and ko < 3, exist and they are bounded if k1 > 1. If
k1 =0, for each ko < 3 they have polynomial growth.

2. The derivatives %, with k1 4+ ko < 4 and ky < 3, exist and they are bounded if ky > 1. If k1 =0,
for each ko < 3 they have polynomial growth.

3. The derivatives Y¥)(z) exist and they are bounded for each 1 < k < 4.

3 Oub(z,p0) #o) d 0
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3 Construction of the estimator and main results

Now we present a contrast function for estimating parameters.

3.1 Construction of contrast function.

Suppose that we observe a finite sample X, ..., Xy, with 0 =tg <t; < ... <t, =: T},, where X is the
solution to (3) with § = 6. Every observation time point depends also on n, but to simplify the notation
we suppress this index. We will be working in a high-frequency setting, i.e. A, :=sup,_g Ap; —0
for n — oo, with A, ; := (ti41 — t;). We assume that lim,,_,o, T}, = cc.

In the sequel we will always suppose that the following assumption on the step discretization holds true.
AStep: there exist two constants ¢y, ¢y such that c; < A‘:;;ﬂ < ¢1, where we have denoted A,,;, as

yeeesn—1

min;—g, .. n—1An;-

We introduce a version of the gaussian quasi -likelihood in which we have filtered the contribution of the
jumps. As in our framework the data is observed discretely, to formulate a criterion to decide if a jump
occurred in a particular interval or not we can only use the increment of our process. Such a criterion
should depends on n and should be more and more accurate as n tends to infinity. This leads to the
following contrast function:

Definition 1. For 8 € (1, 1) we define the contrast function U, (u,0) as

n—1
L (Xti+1 - m(ﬂvaa Xti))Q TTLQ(,U,,U, th)
nlo) 1= oy o e K~ Xl eacy
ith

b E[X? (X0 — X0)|X? = q]
tita SOAf” tita t; t; 5
E[(XD,, —mlin0. X0) o ps (X0, — X0)|X, = a] 6
el )= Elpny (X, ~ XKL =7 )

and
Xti+1 B Xti

@Ai i(Xti+1 - th‘) = (P( )

AL
The function ¢ is a smooth version of the indicator function, such that ¢(¢) = 0 for each ¢, with |¢| > 2
and ¢(¢) =1 for each ¢, with || < 1.

The last indicator aims to avoid the possibility that |X,| is big. The constant k is positive and it will be
chosen later, related to the development of both m and ms.

Moreover we remark that m and my depend also on ¢; and ;1. By the homogeneity of the equation
they actually depend on the difference t;11 — ¢; but we omit such a dependence in the notation of the
two functions here above to make the reading easier.

We define an estimator én of #y as

0, = (fin,6,) € arg min U, (p,0). (7)
(n,0)€0©
The idea is to use the size of the increment of the process X;, , — X, in order to judge if a jump occurred
or not in the interval [t;, t;41). As it is hard for the increment of X with continuous transition to overcome
— th| > Ag i

is too small, we can’t ignore the probability

the threshold Ag’i for 8 < %, we can assert the presence of a jump in [t;, ¢;41) if | Xt
B

n,i

i+1
It is worth noting that if 5 is too large, and therefore A
to have continuous diffusion reaching the threshold Af” On the other side, if £ is too small and there-

fore Afm is too big, it is possible to have an increment smaller than Aii even if a jump occurs in the
considered interval. That’s the reason why the threshold § has to be chosen with great care.

In the definition of the contrast function we have taken 5 > i because, in Lemma 3 and Proposition 6

below (and so, as a consequence, in the majority of the theorems of this work), such a technical condition
on [ is required.
We observe that, in general, there is no closed expression for m and ms, hence the contrast is not explicit.
However, it is proved in [2] an explicit development of m in the case where the intensity is finite and
in this work we provide as well an explicit development of ms that lead us to an explicit version of our
contrast function.



3.2 Main results

Before stating our main results, we need some further notations and assumptions. We introduce the
function R defined as follows: for § > 0, we will denote R(6,A? . z) for any function R(6, An L) =

’I’LZ’

R; ,(0,2), where R; , : © x R — R, (0,2) — R; (0, ) is such that
>0 |Rin(0,2)] < c(14[2]9)AS (8)

uniformly in # and with ¢ independent of 7, n.
The functions R represent the term of rest and have the following useful property, consequence of the
just given definition:

R0, 47 ;,x) = &) ;R(0, A, ). (9)
We point out that it does not involve the linearity of R, since the functions R on the left and on the
right side are not necessarily the same but only two functions on which the control (8) holds with Afm
and A ;, respectively.
In the sequel, we will need a development for the function msy. We will assume that such a develop-
ment exists, as stated in the next assumption:

Ad: There exist three functions r(u,o,z), r(x), R(,1,2) and 61,02 > 0 and ko > 0 such that, for
o] < At

ma (i, 0,2) = Apia?(z,0)(1+ Ay ir(p, 0, 7)) + A:L';‘slr(x) + Ai‘;éQR(& 1, ), (10)

where 7(u, 0, ) and r(z) are particular functions R(6, 1, z), that turns out from the development of msq,
and the function r(x) does not depend on . Moreover, the order of such functions does not change by
deriving them with respect to both the parameters, that is for ¥ = pand ¥ = o, | Zr(u, 0, )| < c(1+]z[°)
and [-ZR(0,1,z)| < c(1 + [z[°).

Assumption Ad is not restrictive. Examples of frameworks in which Ad holds are introduced in Propo-
sitions 2 and 4, that will be stated in the next section and proven in the appendix. Let us stress that it
is crucial for the proof of the consistency of the estimator that the second main term of the expansion
(10), A}lﬁ‘slr(m) does not depend on the parameter 6.

_ The following theorems give a general consistency result and the asymptotic normality of the estimator
0,,.

Theorem 1. (Consistency) Suppose that Assumptions 1 to 7, AStep and Ad hold. Then the estimator
0,, is consistent in probability:
én L 0o, n — o0.

Theorem 2. (Asymptotic normality) Suppose that Assumptions 1 to 8, AStep and Ad hold. Then
(VT (fin — pi0), V(6 — 50)) = N(0,K)  for n — o0,

(Zublzpo) y2
where K = ( . ol fg‘oo mlde))™ (2eal O) )
0 f]R a(z, 00;] (dx))71

The proof of our main results will be presented in Section 8.

It is worth remarking here that, when o is known and only the parametric estimation of the drift is
considered, the model (3) is LAN with Fisher information I(u) = [ (b(60.2) H(dx) (see [15]).

a?(x
The Hajek—LeCam convolution theorem states that any regular estlmator) in a parametric model which
satisfies LAN property is asymptotically equivalent to a sum of two independent random variables, one of
which is normal with asymptotic variance equal to the inverse of Fisher information, and the other having
arbitrary distribution. The efficient estimators are those with the second component identically equal to
zero. Therefore, the estimator fi,, is asymptotically efficient in the sense of the Héjek-Le Cam convolution
theorem when the volatility parameter o is supposed to be known and also without its knowledge.
In the general case we are not aware of any result which proves that our model (3) is LAN and therefore
nothing can be said about the efficiency of the estimator 0, However, Gobet has proved in [16] that, in
absence of jumps, the LAN property of the model is satisfied with a Fisher information which matches
with the variance matrix we found, in presence of jumps, for the joint estimation of the drift and the
volatility parameters.
Such a result gives hope for an eventual efficiency of the estimator 6,, here proposed.




4 Practical implementation of the contrast method

In order to use in practice the contrast function (4), one need to know the values of the quantities
m(p, o, X¢,) and ma(u, o, Xz,). Even if in most cases, it seems impossible to find an explicit expression
for them, explicit or numerical approximations of this functions seem available in many situations.

4.1 Approximation of the contrast function

Let us assume that one has at disposal an approximation of the functions m(u,o,z) and ms(u, o, x),
denoted by m(u, o, ) and ma(u, o, r) which satisfy, for |2| < A, ;7% the following assumptions.
Ap :

L. |m(p,0,x) — m(p, 0,2)| < R(O,A, ", x), |ma(u,o,x) —ma(p,o,z)] < R(O,A,,:"?,x),
where the constants p; > 1 and py > 1 assess the quality of the approximation.

2. |8%77m(ua 0,x)— %m(/’é’ o,x)|+ |%ﬁl2(u,0’, z)— %mQ(Ma o,x)| < R(0, An,i1+eax)7 fori=1,2,
for all |z| < A, ;7% and where € > 0.

3. The bounds on the derivatives of m and ms gathered in Propositions 8, 9 and 10 hold true for m
and me replacing m and mo.

We have to act on the derivatives of the two approximated functions m and ms as we do on m and mo.
That is the reason why we need to add the third technical assumption here above, which assure we can
move from the derivatives of the real functions to the approximated ones committing an error which is
negligible. Now, we consider 0,, the estimator obtained from minimization of the contrast function (4)
where one has replaced the functions m(u, o, Xy,) and ma(p, 0, X;,) by their approximations m(u, o, x)
and ma(u, o, x):

n—1 ~ _
T (th - m(IU/?U7 Xti)>2 mQ(M,O', th)
Un<M7U) = Z[ +71712(‘u - Xt) +10g(A7)]90A31(Xt1+1 _Xt‘)1{|Xf1|§A;kl}’
i=0 O Aty n,i

0,, = (jin,0n) € arg min U, (p,0).
(p,0)€O

Then, the result of Theorem 2 can be extended as follows.

Proposition 1. Suppose that Assumptions 1 to 8, Ad, AStep and Ap hold, with 0 < k < kg, and that

\/ﬁAﬁl_l/2 — 0 and /nAP2~t — 0 as n — oo.
Then, the estimator 6, := (fin, 0n) s asymptotically normal:

_ - L
(VT (fin — o), V1(6n — 00)) = N(0,K)  forn — oo,
where K is the matriz defined in Theorem 2.

Proposition 1 will be proven in Section 8.4.

We give below several examples of approximations of ma(u, o, X¢,) which can be used, together with
the approximations of m(u, o, X;,) given in Proposition 2 of [2], to construct an explicit contrast func-
tion.

4.2 Development of my(u, o, ).

We provide two kinds of expansion for the function ms. First, we prove high order expansions that
involve only the continuous part of the generator of the process and necessitate the choice of oscillating
functions ¢. Second, we find an expansion up to order A2 for any function ¢, and, in particular, show
the validity of the condition Ad in a general setting. For completeness, we recall also the expansions of
the function m found in [2].

4.2.1 Arbitrarily high expansion with oscillating truncation functions.

We show we can write an explicit development for the function ms, as we did for the function m in
Proposition 2 of [2], taking a particular oscillating function ¢. In this way, it is therefore possible

to make the contrast explicit with approximation at any order. We define AY{? (z) := A¥(hy)(z) and



Agg(x) := AF(hy)(z), where Ac(f) :=bf + La® ", with b(u,y) = b(p,y) — [z 7(y)2F(2)dz; K1 and K,
we have written here above stand for ”Kessler”, based on the fact that the development we find is the
same obtained in [24] in the case without jumps by the iteration of the continuous generator A.. The

functions who appear in the definition of Ag{? and Ay;z are the following: hy(y) := (y — ), ha(y) = y>.
To get Proposition 2 we need to add the following assumption:

Af: We assume that = — a(z,0), x — b(z,u) and = — v(x) are C* functions, they have at most
uniform in g and o polynomial growth as well as their derivatives.

Proposition 2. Assume that Assumptions 1-4 and Af hold and let ¢ be a C*° function that has compact
support and such that ¢ =1 on [—1,1] and Vk € {0,..., M}, [, 2*¢(z)dz = 0 for M > 0. Moreover we
suppose that the Lévy density F is C*°. Then, for |z| < A ko with some ko > 0,

[B(M+2)] [B(M+2)]
ma(p, 0, 1) = Z A ( —(z+ Z A )+R(9 AJMED gy (1)

Moreover, for 9 = ord =0

\%R(Q, AJMT2) ) < R(0, ALY 1), (12)

It is proved below Proposition 2 in [2] that a function ¢ which satisfies the assumptions here above ex-
ibtb it is possible to build it through w, a function with compact support, C* and such that |;_; j(z) =

&+ It is enough to define p(z) := MM(/J( x) to get ¢ =1 on [—1,1]; ¢ is C*°, with compact support and
such that for each I € {0,...M}, using the integration by parts, [ z'¢(z)dz = 0.
It is thanks to such a choice of an oscillating function ¢ that the contribution of the discontinuous part
of the generator disappears and we get the same development found in the continuous case, in Kessler
[24], due only to the continuous generator.
In the situation where (11) holds true with |S(M + 2)| > 2, we get a development for ms as in Ad for
r(z) identically 0 and r(u, o,x) being an explicit function.

For completeness, let us recall that under the same assumptions as in Proposition 2, we have the
following expansion for m (see Proposition 2 in [2]):

8 +2)] AR
m(p,o,x) =x + Z Ag?l)(x) kn"l + R(&AgfiMﬂ),x), for |z| < A;’;% with kg > 0. (13)
k=1 ’

In the definition of the contrast function we can replace the two functions m and mq with their approxi-
mations obtained from (11) and (13) :

k

A
. (k)
mP (u, o, ) .—I+ZA T and
k=1

me”? (p, 0, x) ZAK2 — +ZAK1

The errors we commit are, respectlvely, (9 Afllz, x) and R(6, Afj’l, x); for p; < |B(M +2)] and p; > 1,

i=1,2.

By application of the Proposition 1 we can see that the associated estimator is asymptotically gaussian
1

under the assumptions \/nAp' % — 0 and /nAP2~1 — 0, for n going to co. Since M and thus p;

and ps can be chosen arbitrarily large, we see that the sampling step A,, is allowed to go to zero in a

arbitrary slowly polynomial rate as function of n. That means that a slow sampling step needs to choose

a truncation function with more vanishing moments.

4.2.2 Second order expansion with general truncation functions.

Another situation in which Ad holds is gathered in the following proposition, that will be still proven in
the appendix:
Proposition 3. Suppose that Assumptions A1 -A5 and A7 hold, that B € (%, %) and that the Lévy
density F is C'. Then there exists ko > 0 such that, for |z| < An e,

1+38

ma (g 7,2) = B (04— F (0) / oPp(0)dv A7, (30 (1) o, )+ A NGO R (9,1, )
R
(14)




where ho = %GQ(GI)Z + %a‘r‘a” +a?b' +aa’b+b%. Moreover, for both 9 =y and 9 = o, %R(G, 1,2) is still
a R(0,1,x) function.

We observe that, defining r(z) := F(0) [ v’¢(v)dv and r(p, 0, x) := W, we get a devel-
opment as in Ad for é; := 30.

We observe that if fR v2p(v)dv = 0, we fall back in development of Proposition 2 up to order 2. We
therefore see that the choice of an oscillating truncated function ¢ is necessary in order to remove the
jump contribution.

It is worth noting here that biggest term after the main one is due to the jump part and do not depend
on the parameters p and 0. We will see in the sequel that is necessary, in order to prove the consistency
of [i,, that this contribution does not depend on the drift parameter. Considering indeed the difference
of the contrast computed for two different values of the drift parameter, its presence results irrelevant.

We remark that the term with order 1 + 40 is negligible compared to the order 2 terms since in our
setting 3 is assumed to be bigger than i.

In Proposition 3 before F is required to be C', such assumption is no longer needed in following more

general proposition.

Proposition 4. Suppose that Assumptions A1 -A5 and A7 hold. Then there exists kg > 0 such that, for
|| < Ao

n,t ’

B

AL+38 AP
ma(p, o, x) = Ay id%(z, 0 +L/u2 u)F(u—= du—i—AfLi?)l_)z x, 1) + ho(z,0))+

(3—25)/\(2+5)R(9 1,2) (15)

n,i

—_— up' (u u“p (u = )au
2(x) e ()

where hy = 2a*(a’)? + a®a” + a®b' + aa’b + V2.

Moreover, for both ¥ = p and ¥ = o, B%R(@, 1,x) is still a R(0,1,x) function.

We see that the contributions of the jumps depend on the density F' which argument in the integral
depend on A, ;. If we choose a particular density function F' which is null in the neighborhood of 0
the contribution of the jumps disappears and, in this case, we fall on the development for ms found by
Kessler in the case without jumps ([24]), up to order AZ ;.

The expansion (15) looks cumbersome, however all terms are necessary to get an expansion with
a remainder term of explicit order strictly greater than 2, and valid for any finite intensity F'. In the
particular case where F is C!, the first three terms in the expansion give the the main terms of the
expansions (14), while the last integral term, with order Ai‘;ﬁ , is clearly a rest term. However, in the
situation where F' may be unbounded near 0, with [ F(z)dz < oo, the last integral term is only seen to
be negligible versus A%Z Hence, this last integral term may be non negligible compared to the rest term
and is needed in the expansion.

We remark that the construction of the contrast function requires the knowledge of the law of the
jumps, which is typically unknown, since it affects m and my. However, Propositions 2 and 3 suggest
us some suitable approximation of m ad ms for which the corrections become explicit. For example,
requiring also that [, zF(z) = 0, b turns out being simply b and therefore A.(f) no longer depends on
the jump law. It implies that Ay, in Proposition 2 (and thus the expansions (11) and (13)) no longer
depend on the jump law either. Moreover, Proposition 3 suggests us to estimate in a non -parametric
way the quantity F(0), which would provide an explicit correction as well. Even if we are not aware of
any method for the estimation of F'(0), there are many papers related to such a topic. The problem of
the estimation of F(z) with  # 0 is connected for example to the works of [8] in high frequency and of
[17] in low frequency, considering in both cases a Lévy process. In [23] the authors deal instead with a
Lévy driven Ornstein Uhlenbeck (OU) process. Figueroa - Lopez proposes nonparametric estimators for
the Lévy density and obtains in [12] both pointwise and uniform central limit theorems on an interval
away from the origin for these estimators.

Finally, we recall the expansion of m valid under the Assumptions Al-A4 (see Theorem 2 in [2]),

B

1+28

- . uA” .

m(p,0,2) =+ Ay, b(x, 1) + —2= /ucqu “du + R Q,Ai;w,x. 16
(1.0 2) (@) + St | wp P+ R0, A7) (16)

Developments of my given in Propositions 2 - 4, together with the developments of m given in (13),
(16) will be useful for the applications, as illustrated in the following section.



5 Simulation study

In this section we provide some numerical results. First of all, in Section 5.1, we consider a second order
expansion for m and mso which holds true for any truncation function . After that, in Section 5.2, some
oscillating truncation functions will be employed with the purpose of using an arbitrarily high expansion
for m and meo, as in Kessler. As we will see, it will lead us to some estimators very well-performed.

5.1 Second order expansion

Let us consider the model

t
X, = X0—|—/ (01X +92)d5+0Wt—|—’y// i(ds,dz), (17)
R\{O}

where the compensator of the jump measure is Ti(ds, dz) = AFy(2)dsdz for Fy the probability density of
the law N (py,0%) with puy €R, 07 >0,0>0,60; <0,02 € R, v>0, A >0.

We want to explore approximations for m and ms which make us able to find en explicit version of the
contrast function. According to Theorem 2 of [2] (see also (16)) we have, considering a threshold level
which is cAg’i, the following development for m:

AP
7"*’)du +R(0, A2 x);

m(01,02,0,2) =x + Anyig(xﬁl, ) + —— / up(u)F(
Y R

which leads us to the approximation
_ A28 ucA?
T?L(gh 92, LU) =x 4+ An’ib(l', 91,92) + —mr / ugo(u)F(im)du,
v R

for b(x,01,02) = (012 + 02) — yAu;. The sampling scheme is uniform and therefore A,, ; = %, for each
i €{0,..n — 1}. Tt follows [m(61, 62,0, 2) — (61, 02, 2)| < R(0, AL *% 2)= R(0, AL,

).
n,t
Concerning the approximation of mg, from its development gathered in Prop051tlon 4 we define

A1+3B 3 UCAB )
ma(0) == Ay, 0% + i © / u?p(u) F( ) du,
v R v
which is such that [my(01, 02,0, x) — ma(0)| < R(0, A7 ;,2)= R(0, A, x).

By application of Proposition 1 we see that the associated estimator is asymptotically gaussian under

—26 — 0, for n — oo, with 8 € (4, 2) In the best case 3 is close to & and

the strong assumption +/n. A2 i
so the condition here above becomes equivalent to nA2 — 0. Despite such a strong requirement on the
discretization step, we expect the proposed method performing better than the Euler schema since the
main contribution of the jumps has there already been removed.

We want to compare the estimator 6,, we get by the minimization of the contrast function obtained
by the expansions of m and msy provided here above with the estimator based on the Euler scheme

approximation:
m (01,00, 2) =z + (012 + 05 — AV ) A iy ml (o, x) = o2 A (18)

We estimate jointly the parameter 6 = (01,62, 0) by minimization of the contrast function

nil[(XtiJrl - 1’%(917 927Xt7;))2 + log(m2(91707 Xt)

Un(e) = 7%2(0', Xti) An,i )](pcAfﬂ(Xti+l - Xti)’ (19)

=0

where ¢ > 0 will be specified later.
We compute the derivatives of the contrast function with respect to the three parameters:

XtH,l - m(017 927 th))XtI
;0 ﬁZ’Q(U) SDCAE‘J (Xti+1 - th) =
2 = |
- fﬁQ(O—) (Xt“rl - Xti a AmielXt"’ - A”JHQ + An,i'y)\:uj - J{)Xh(p('Ag v(Xti,Jrl - Xti)v
=0 .

10



where we have denoted as Ji the term in the development of m turning up from the presence of jumps,
2 1428 AP
which is C# Jz ugo(u)F(qu’)du
We want 8%IUH(Q) = 0, it leads us to the definition of the following estimator:
-1 .
E?:O (XtH»l - Xti - An7ie2 + An,iry)‘/“”j - Jf)th SOCAﬁ i(Xti+1 - Xti)

Z?:_Ol A”%iXtQi wcAﬁ s (Xti+1 - Xti)

el,n =

In the same way

B) 22Xy, — w61, 00, Xy,))
—U,(0) = i1 i
70,00 = 2 12(0)

3

(pCAi,z‘ (Xti+1 - th) =

—

n—

2 .
= 2(0_) Z(Xti+l - Xti - A’I’L,ielXti - A’I’L,ZHQ + An,fy)\uj - J{)wcAi ; (Xti+1 - Xt1>

0
Since we want %Un(ﬁ) =0, we define 9~2,n in the following way:

N

1=

n—1 n—1 74
- Zi:o (Xti+1 - th‘ - An,ielXﬁi)‘lOCAi 7A'(‘Xifwrl - th) Zi:o JIQDCAQ i(XtH»l - th)
92»" = n—1 : + ’Y)\,U/J - n—1 y =
Zi:o An,i(pcAﬁ’i(Xt'H»l - Xti) Ei:o An,i@cAi’i(XtH»l - Xti)

(20)

n—1 14

Zi:O Jl(pcAivi(Xtﬂ#l - th)
n—1

Zi:O Ami@cAfL i(Xti+1 - th‘)

we can see 03, as a corrected version of the estimator 95“1‘* that would result considering the Euler
scheme approximation for the function m, as in (18). We observe moreover that, considering a uniform

__ pEuler
= Hn

b

2 A28 B
discretization step, the last term in (20) becomes simply - := % Jz uw(u)F(%)du.

Computing also the derivative of the contrast function with respect to o2, we have

n—1 ~ ~ ~ ~
—(Xt,,, — m(b1,02,X:,))%0,2 052
a(ngn(e) _ Z[ ( tit1 m( 1,Y2, tz)) o mQ(U) +m2(0) [ m2(0)

=0

— Xi ., — X)),
m%(o_) ]<pCAi,i( tit1 tz)

which is equal to zero if and only if

n—1
Z[*(th_*_l - m(alv 92’ Xti,))zAn,i + An,i(An,iUZ + Jé)]%Ag : (Xti+l - qu) = 07
i=0 '
. AL+36.3 ucAP |
for Jj = =z fR u?o(u)F( 7’“)du, which is the part deriving from the jumps in the development

of ma(c). Tt drives us to the estimator

2 Z;L:_Ol (Xti+l - m(oh 02a Xti))QA’mi(pcAf’z.i (Xt'i«}»l - th) Zyz_ol A7l7i‘]2i<pcAﬁ P (Xt'iJrl B th)
n -1 o -1 ) :
Z:‘L:O A%’i@CAi,i (Xti+1 - Xti) Z;L:O A%,iwcAfm (Xti+1 - th)

Considering an uniform discretization step it is

E?:_Ol (Xti+1 - m(elv 927 th))zspcAﬁL (Xti+l - th) J2
A" Z?’:_()l SDCAZ P (Xt1:+1 - Xt,) An

52 .
On

Again, it can be seen as a corrected version of 24T the estimator that would have resulted considering
the approximation of the functions m and ms as defined in (18). In such a case, not only we would not
have seen the contribution of the jumps appearing in the second term here above, but also in the first
term we should have replaced m with its Euler approximation.

To illustrate the estimation method, we focus on the estimation of the parameters 65 and o2 only.

For numerical simulations we choose T' = 100, n = 50000, A =1, vy =1, 6, = -1, 8, = 2, 0 = 0.5,
d =2 and ¢ = 1.25. We estimate the bias of the estimators using a Monte Carlo method based on 1000
replications.

First, we consider 8 as big as possible, fixing it equal to 0.49; then we will take 8 = 0.3; in both cases
the jumps size has common law N(4,0.25).
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Mean (dev std) for f3 = 2 | Mean (dev std) for 0? = 0.25
gEuler 2.00284 (0.05020) 0.26558 (0.00161)
0, 2.00289 (0.04830) 0.26412 (0.00156)

Table 1: Monte Carlo estimates of 65 and o2 from 1000 samples. We have here fixed 8 = 0.3.

Mean (dev std) for ; = 2 | Mean (dev std) for o2 = 0.25
gEvler 2.00368 (0.05195) 0.25150 (0.00161)
O, 2.00302 (0.04992) 0.25067 (0.00159)

Table 2: Monte Carlo estimates of 6, and o2 from 1 000 samples. We have here fixed 5 = 0.49.

We see that there is not a big difference in the estimation of 63 with and without the correc-

tion term. The two estimators of @y differs in fact only for the contribution of the jumps 2L =

Ay
02§ffj fR ugp(u)F(%)du that is in this case close to zero, because of the natural choice of taking a
truncated function which is symmetric. Indeed, even if the density function F' is not symmetric, asymp-
totically the only contribution it gives is due by its value in zero and, therefore, the symmetry of ¢ is
enough to ensure the limit of the integral is zero.

Regarding o2, as the correction term 1—2 is very small the two different estimators provide two means for

o2 which are rather similar. However, the estimator we find through our approximated functions /m and
meo performs a bit better than the estimator we got through Euler scheme.

5.2 Kessler approximation

In the previous case we have used the second order expansion from m and ms, available for any truncation
function ¢. Now we still consider (17) in which Fy is still the probability density of the law N (17, 0%), but
we use Kessler approximation to remove the bias. To do that, we take an oscillating truncated function
o for which the initial contributions of the discontinuous part of the generator disappear.

Indeed, according to Proposition 2 (respectively Proposition 2 in [2]) we know that, using sufficiently
oscillating truncation functions, the expansion of mqy (respectively m) is the same found by Kessler in
the continuous case. The usefulness of Proposition 2 is to illustrate it is possible to neglect the effect
of the truncation function ¢ as the expansions of m and mg are identical to those of Kessler for the
continuous part of the SDE. Since the Kessler’s expansion approximates the first conditional moments
of X; = Xo + fot(ﬁl)_(s + 0y — yAuy)ds + oWy (see (1)), which is the continuous part of (17) and which
is explicit due to the linearity of the model, we decide to use directly the expression of the conditional
moment and set

~ 0 A Ay — 0
m(91,92,x) _ (ZE + vz Y MJ)GHIA,LJ + VAL 27 (21)
01 th 01
while the approximation of ma(u, o, x) is
o2
ma(br,0,x) = ——(e*18mi —1). (22)

20,

We want to compare the estimator 0,, we get by the minimization of the contrast function obtained
by the Kessler exact correction of the bias in which we use the approximations (21) and (22) for m
and mo with the estimator based on the Euler scheme approximation. Following Nikolskii [31], we
construct oscillating truncation functions in the following way. First, we choose ¢ : R — [0,1] a
C> symmetric function with support on [—2,2] such that ¢ (z) = 1 for |z| < 1. We let, for d > 1,
gogil)(:c) = (dp© (z) = (2/d))/(d—1), which is a function equal to 1 on [—1, 1], vanishing on [—d, d]¢ and
such that [, cp((il)(x)dx =0. Forl e N, 1 >1,andd > 1, we set <p((il)(:c) =t C’l’“(fl)k“%cp&l)(az/k),
where cq = 22:1 C’l’“(—l)’”l%. One can check that @Ell) is compactly supported, equal to 1 on [—1, 1], and
that for all k € {0, ... 1}, fR :ckgpg)(x)dx =0, for [ > 1. With these notations, we estimate the parameter
(61,02, 0) by minimization of the contrast function (19), implementing the just built truncation function
@ilig (Xt,, — X4,), where [ € N and ¢ > 0 will be specified latter.

For numerical simulations, we choose T' = 1000, n will be chosen equal to 2000, 10000 and 50 000,

0 = —1,60; =2, 0 =05 and Xg = zog = 0. We estimate the bias and standard deviation of our
estimators using a Monte Carlo method based on 2000 replications. As a start, we consider a situation

12



without jumps A = 0 , in which we remove the truncation function ¢ in the contrast, as it is useless in
absence of jumps.

Mean (std) for §; = —1 | Mean (std) for 6, =2 | Mean (std) for o = 0.5

A, =05
gEuler -0.7922 (0.0348) 1.5843 (0.0701) 0.3980 (0.0062)
0, -1.0063 (0.0578) 2.0128 (0.1166) 0.5017 (0.0099)

A, =01
gRuler -0.9536 (0.0422) 1.9068 (0.0857) 0.4761 (0.0034)
0, -1.0053 (0.0465) 2.0106 (0.0944) 0.5003 (0.0037)

A, =0.02
gRuler -0.9940 (0.0442) 1.9888 (0.0895) 0.4951 (0.0016)
0, -1.0039 (0.0437) 2.0084 (0.0886) 0.5001 (0.0016)

Table 3: Process without jump

In Table 3, we compare the estimator which uses the Kessler exact bias corrections given by (21)
and (22), with an estimator based on the Euler scheme approximation. From Table 3 we see that the
estimator #E4°r based on Euler contrast exhibits some bias which is completely removed using Kessler’s
correction. The improvement provided by Kessler approximation is particularly evident for n small.

Next, we set a jump intensity A = 0.1, with jumps size whose common law is N(4,0.25) and set
v = 1. Also in this case, we compare the results obtained basing the estimation on Kessler or on Euler
approximations for the quantities m and ms. Numerical simulations are provided for the truncation
function (@, where ¢ = 2 and 8 = 0,49. A plot of this function can be found in Figure 1.

Mean (std) for §; = —1 | Mean (std) for 6, =2 | Mean (std) for o = 0.5

A, =05
gEuler -0.7301 (0.0274) 1.5796 (0.0512) 0.4843 (0.0223)
0, -0.9095 (0.0423) 1.8697 (0.0763) 0.5967 (0.0234)

A, =01
gEuler -0.9509 (0.0153) 1.9213 (0.0338) 0.4761 (0.0034)
o, -0.9988 (0.0178) 1.9974 (0.0390) 0.5002 (0.0035)

A, =0.02
gEuler -0.9909 (0.0165) 1.9858 (0.0361) 0.4951 (0.0016)
0, -1.0013 (0.0166) 2.0028 (0.0374) 0.5000 (0.0016)

Table 4: Gaussian jumps with A = 0.1

Results in Table 4 show that the estimator deriving from Kessler approximation works well, better
than the one deriving from Euler approximations. The bias is visibly reduced for all the choices of n,
especially when n is small. It matches with our theoretical results for which, implementing an oscillating
truncation function, the discretization step can goes to zero arbitrarily slow. We remark that by the choice
of a symmetric truncation function one has [ up® (u)du = 0 and it can be seen that this conditions is
sufficient, in the expansion of m and ms, to suppress the largest contribution of the discrete part of the
generator.

When the number of jumps is greater, e.g. for A = 10, we choose once again ¢ = 2 and # = 0,49
but, unlike before, T is fixed equal to 100 and n is 10000, 50 000 and 500 000. Now the law of the jumps
is N'(0,1). We compare the results we get by considering different oscillating truncation functions 0,

‘sz)x and @gg, whose plots are given in Figure 1.

We see in Table 5 that the use of the more oscillating kernels <pﬁ, @5%% yields to a smaller bias than
using (@),
The estimator we get using gagg performs particularly well in this situation, it has a negligible bias

and a small standard deviation.
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Mean (std) for §; = —1

Mean (std) for 0y = 2

Mean (std) for o = 0.5

-0.9948 (0.0307)
~1.0007 (0.0241)
-0.9996 (0.0374)

5,: using (9
0, usin (2)
n g 901.4

6, using ©\")

1.9890 (0.0926)
2.0007 (0.0707)
1.9994 (0.1116)

A, =0.01
6,, using (© -0.9611 (0.0477) 1.9229 (0.1440) 1.1037 (0.0229)
6, using o) -0.9979 (0.0387) 1.9967 (0.1157) 0.3272 (0.0310)
0, using o!*) -0.9979 (0.1020) 1.9924 (0.3123) 0.5376 (0.1013)
A, = 0.002

0.7121 (0.0110)
0.4863 (0.0031)
0.5007 (0.0144)

A, = 0.0002
~1.0008 (0.0237)
~1.0009 (0.0217)
-0.9996 (0.0226)

0,, using ¢

0, using ©\°)

0 (4)

1.9991 (0.0717)
2.0021 (0.0643)
1.9978 (0.0677)

0.5331 (0.0027)
0.4995 (0.0005)
0.4999 (0.0010)

0,, using ¢35

Table 5: Gaussian jumps with A = 10

100 75 -850 -25 00 25 50 75 100 -100 -75 -50 -25 00 25 50 75 100 -100 -7.5 -50 -25 00 25 50 75 100

(a) p© (b) i) (©) o1

Figure 1: Plot of the truncation functions

6 Future perspectives

In future perspectives, we plan to generalize the obtained results. There are many remaining questions
of interest, both from a theoretical and a numerical point of view.
As explained in the introduction, in this paper we extend previous works in which only the drift parameter
was considered (see for example [15] and [2]). We may wonder what happens if the jump coefficient has
another parameter, that we here denote as 7. A first, simple answer is that, if the jumps are centered
(which means [, 2F(z)dz = 0), then the knowledge of the jumps is no longer needed. Hence, as discussed
below Proposition 4, it is enough to use the approximation of m and mgy proposed in Proposition 2 of [2]
and in Proposition 2 in order to make the contrast explicit. After that, we can still use our main results to
estimate jointly the drift and the volatility parameters and the lack of knowledge of the jump parameter
is not a problem. Estimating the three parameters jointly, that is a different story. In [36], Shimizu and
Yoshida deal with it. They propose a contrast function which has two terms: the first corresponds to
the contrast for an usual diffusion process, while the second concerns the discretization of the likelihood
function of a compound Poisson process with Lévy density. In the abovementioned work they show the
asymptotic normality of the estimators under some conditions on the sampling step which are more and
more restrictive as the intensity of the jumps is high and, when the intensity is finite, they reduces to
nA2 — 0.
One may wonder how to modify the contrast function introduced in (4) in order to estimate jointly the
three parameters under the general balance condition nA, — oo and nAfi — 0 for all £k > 2. The
natural idea is to add to (4) a term, corresponding to the one introduced by Shimizu and Yoshida, which
regards the discretization of the likelihood function of the jumps. In order to weaken the condition on
the sampling step we need to introduce in such a term a third unknown quantity that we would define on
the specif purpose to make 9,U,, a triangular array of martingale increments. However, it is not a simple
issue. First of all, it is not trivial to understand how to correct the contrast function and, furthermore, it
would become much more difficult to investigate the asymptotic behaviour of the new contrast function
and of its derivatives.

For practical implementation, the question of approximation of m and msy is crucial, and therefore
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one has to face the issue of choosing the threshold level, characterized here by ¢, 8 and ¢. Indeed, though
the efficiency of the estimators has been established theoretically, it is known that in general their real
performance strongly depends on a choice of tuning parameters; see for example Shimizu [35], Iacus and
Yoshida [19]. The filter is each time based on only one increment of the data and so, in this sense,
this filter can be regarded as a local method. In [20], Inatsugu and Yoshida introduce a global filtering
method, which they call o threshold method. It uses all of the data to more accurately detect increments
having jumps, based on the order statistics associated with all increments. Even if the « - threshold
method involves the tuning parameter « to determine a selection rule for increments, it is robust against
the choice of such a parameter.

In this work we use a local threshold method, having in mind a different objective. Here the idea, indeed,
is mainly to remove the bias caused by a wrong choice of the threshold parameters rather than determine
a good one. On contrary to more conventional threshold methods, the quantities m and mo depend here
by construction on the threshold level and may compensate for too large threshold. However, as seen in
Section 5, the quantities m and mso can be numerically very far from the approximations derived through
the Euler scheme approximation and through the approximation scheme at higher order (as proposed
in Proposition 3). A perspective would be to approximate numerically these two quantities, using for
instance a Monte Carlo approach, and provide more accurate corrections than the ones here proposed.

7 Preliminary results

Before proving the main statistical results of Section 3, we need to state several propositions which will
be useful in the sequel. They will be proven in Section A.1.

7.1 Limit theorems

The asymptotic properties of estimators are deduced from the asymptotic behavior of the contrast func-
tion. We therefore state some propositions useful to get the asymptotic behavior of U,.

Proposition 5. Suppose that Assumptions 1 to 4 and AStep hold, A,, — 0 and T,, — oo and f is a
differentiable function R x © — R such that |f(z,0)| < c(1+|z]°), |0z f(x,0)| < c(1+]|z|°) and, for) = p
and 9 = o, |09 f(x,0)| < c(1+ |x|¢). Then x> f(x,0) is a w-integrable function for any 6 € © and the
following convergences hold as n — oo :

n— P
Ll 3250 Anif (Xe, )1y, <asty = Jp fl@, O)m(dz)[ = 0,

n— P

2. |% 27;:01 An,if(Xtmg)@Ai)i(XtiH - Xti)]‘{‘th‘SA;,’z} - fR f(x,@)w(dxﬂ =0,

n— P
3' |% Zi:ol f(XtL,9)1{|Xt1|SA;)j} - fR f(xa Q)W(dl‘)‘ — 07

n— P
4' |% Zi:Ol f(Xtri’6><pA§=i(Xtri+1 - Xti)1{|Xti|§A;’;ﬁ} - fR f(il)‘, 9)7T(d.1’)| = 0.

Statements 1 — 2 and 3 — 4 of the proposition here above, as well as the first and the second point
of Proposition 6 below, turn out being similar if the sampling step A, ; = A, considered is uniform.
Otherwise, we need these two different convergences because, in order to estimate p and o jointly, we
have to deal with different scaling of the contrast function.

Proposition 6. Suppose that Assumptions 1 to 4 and AStep hold, A, — 0 and T,, — oo and f:

R x © — R. Moreover we suppose that 3c: | f(xz,0)| < c(1+ |z|°) and that B € (3, 3).
Then, V0 € O,

n—1

L Ti Z F(Xt,,0) (Xeiyy — m(p, 0, X4,))? @Ai,i(Xt'H»l - Xti)l{\Xti\gAf’“} 5 /Rf(:n,e)aQ(:c,oo)ﬂ(dx).

n,i
n . )
=0

n—1
1 f(Xy,,0 P
2. ﬁ E (At ) ) (Xti+1 - m(ﬂ’a a, Xti))z QDAEL 1'(Xti+1 - Xti)]‘{‘Xt“<A7k.} — /Rf("E,Q)GQ(x,O'(])’]T(dl').
iz0 n,i Ji iS50

The proof relies on the following lemma. In the sequel we will denote E;[.] for E[.|F3,], where (Fs)s is
the filtration defined in Lemma 1.

Lemma 3. Suppose that Assumptions 1 to 4 hold. Moreover we suppose that § € (%, %) Then
1'Ei[(Xti+1 - m(/j'v 0, Xti))2 SDZB »(Xti-#l - th)] = An,iGQ(XtivUO) + R(Qv AlJrﬂ th‘)v (23)

n,,

7
2'Ei[(th‘+1 - m(:uv g, Xti))4 904Aff ) (Xti+1 - Xh)] = 3A$L,ia/4(Xti7 00) + R(@, Afzjﬂa th')7 (24)
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3.For k > 17 ‘Ei[(Xti+1 - m(uv g, th)) @Z{f ) (Xti+1 - th)“ < R(ea An,i; Xti)’ (25)

4For k> 2, VK >0, Eil|Xu,, —ml,0, X)) lepr (Xe, = Xi)[F] < RO, AR X,y (26)

H1= R0, A3T7 X,).

n,g

5.Vk' > O, Ei[(th‘+1 - m(:“Oa O—OvXti))3|SDAf}LJ(Xti+1 - th)

We observe that the first and the second points here above are particular cases of the the fourth one,
in which we get some better estimation. In particular, we can identify in detail the main term.
Concerning the fifth point, instead, we remark that for £k = 3 we don’t have the main contribution of the

k
Brownian part anymore, which gave us the rest function of size A;Jv in (26). In this case the main term
of the development is given by the square of the Brownian integral times the jump part, which magnitude
can be estimated by % + 5.

In next lemma we consider the derivatives of ¢, getting an improvement of the estimations here above. It
relies on the fact that, from the definition we gave of such a function, we know its derivatives are different
from zero only if the increments of our process are smaller than 2A§7i (as it was for ¢) and bigger than

Aﬁ)i (extra bound that we did not get using ). Having therefore no longer only an upper bound but
also a lower bound for X;, , — X;,, it is now possible to prove a better version of (26):

Lemma 4. Suppose that Assumptions A1-A5 A7 and Ad hold. Then ¥p > 1, Vk > 1 and Vr > 0,

k
E(IX2 —m(u, 0, Xz, [Pl (X7

tit1 Ai ; tit1

- XteL)lr] < R(ev h1+5107 Xti)'

Considering only the jump part, the following result holds:

Lemma 5. Suppose that Assumptions A1-A4 holds. Then, ¥q > 1 we have

EZHAXZJSOAB (A’LX)|q] = R(907A£117j5q)/\q7Xti)7

where AX 1= j;t“ Jp 27(Xs-)fi(ds, dz).

Other estimation about the expected value of the jump part in the presence of an indicator function
which is 0 if the increments are bigger than cAgi are gathered in Lemma 4 of [3].

Using the lemmas stated here above, it is possible to prove the following proposition, that will be proved
in Section A.1 and which is useful to show the tightness of the contrast function.

Proposition 7. Suppose that Assumptions 1 to 4 and AStep hold, A, — 0 and T,, — oo and g;r is
a differentiable function R x © — R such that |g;n(z,0)] < ¢(1 + |z]°) and, for 9 = p and 9 = o,
90gin(2,0)| < c(1+ |al°). We define

1 n—1

S’n(a) = Ti Z(Xt11+1 - m(u“’ a, Xti))‘)OAi i(Xti+1 - Xti)gi,n(tho)'
™ =0 '

Then S,(0) is tight in (C(0©),]|.|l..)-

7.2 Derivatives of m and ms

We now state some propositions which concern the derivatives of m and ms that will be useful in the

sequel. We introduce the following notation for the derivative operators Oy := %, for 9 = p and 9 =o.

Proposition 8. Suppose that Assumptions A1-A5 A7 and Ad hold. Then, for |z| < A;f“ and Ve > 0,
we have

1.0ump, 0, Xe,) = AniOub(Xe,, 1) + R0, A27°7° X,.),

n,i

2. |8Um(/’ca g, th)| S R<0a An,iaXti)a
3. |a/—tm2(:u”07 Xti) < R(ea Az Xti)a

n,i’

4. 0,ma(p, 0, Xp,) = 20,,:0,a(Xy,, 0)a(Xy,, 0) + R(O, AP X, ).

n,t
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We denote 03 := 38— and 97, = 83%. Estimation on the second derivatives are gathered in the
following proposition:

Proposition 9. Suppose that Assumptions A1 - A5, A7 and Ad hold. Then

|8;2wm(:u707 Xt1)| < R(9 Af”, )7 |agm(/‘707 Xti)‘ < R(evAn,iaXti)v (27)
33m(u, o, X)) = A, iaib(u,Xti) + R(0, Af; i X1.), (28)
|650m2(,u,a, Xti) (9 A?L’L’ )’ |8Zm2(:u70 Xt') (9 An i) )7 (29)
OZma(p, 0, X4,) = 24,,:0,a(0, Xy,)a(o, Xy,) + R(6, An i X1, (30)

Deriving once again, the orders do not get worse. Indeed, the following estimations hold.
Proposition 10. Suppose that Assumptions A1 - A5, A7 and Ad hold. Then

(0, Af”, ) 2. |8 ma(p, o, Xe,)| <

opo

1. ‘837”2(/% ag, XtL)

(9 A?Ll’ )7
3. 103, oma(p, 0, Xy,)| < R(O,A2 ;, X4,); 4. |03ma(p, 0, Xyi,)| < R(O, A iy X4,),

5. 103m(p, 0, Xe,)| < R(0, A i, Xy,); 6.

7. | ,u,uo (/u'aaath‘,) =

| opo Tt (H?J’Xti” < R(9 Afmv )7

( An [ )7 8 |C{9§m(,u,0, th) —

(07 An,ia Xt,)

The notation here above proposed for the third derivatives is the natural extension of the one intro-
duced in Proposition 9 for the second derivatives.
Propositions 8, 9 and 10 will be proved in the appendix.

8 Proof of main results

We first of all study the asymptotic behaviour of the contrast, from which we find the consistency of our
estimator.

We underline that, to get the consistency of the drift parameter, the normalization of the contrast function
is different than the normalization we use to find the consistency of &,,. Even if it doesn’t seem a natural
choice, it works well on the basis of Proposition 6.

8.1 Contrast’s convergence

To prove the contrast convergences, the development (10) of mg will be useful. We have shown in [2] (see
(16) also) that under Assumptions (A1)-(A4) the following development of m(u, o, ) holds :

mp, 0,2) = x4+ Ay b, 1) + R (A, x) + 71 (1, 0, 1), (31)
where 71 (u, 0, ) is a particular R(#, ALt° X)) function (with 6 > 0) and R (A, ) = —A, Jg 2y (2)[1—-

n,t ?

Pas (v(z)2)]F(z)dz; the J underlines that it turns out from a jump term. It has the same properties of

the functlon R defined in Section 4.2 but it does not depend on 6.
Let us now prove the consistency of 0,,. The first step are the following lemmas:

Lemma 6. Suppose that A1 - A5, AStep and Ad hold. Moreover we suppose that 8 € (i, %) Then

Un (s, 0) 5 / z,9) +1og(c(x,a))]7r(dx), (32)

where c(x,0) = a®(x,0) and 7 is the invariant distribution defined in Lemma 2.

Lemma 6 is useful to prove the consistency of 6, while we will use next lemma to show the consistency
of fin
Lemma 7. Suppose that A1 - A5, AStep and Ad hold. Moreover we suppose that 8 € (%, %) and that
201 > 1. Then
1 P (b(aj?uo) B b(x,,u))z / C(III,O'())
T Un ’ _Un ) — d » Uy - s & 1——— d )
T U ) =T ) 5 [ PERGEIr)+ [ fr.) =, )} (1= S22 ()

(33)

where r(u, o, x) is the particular R(0,1,x) function who turns out from the development (10) of mao.
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8.1.1 Proof of Lemma 6

Proof. We first of all observe that by the equation (10) we have, for |Xy,| < An 7,
1 B 1

m2(/~L70—7 th) An,iC(Xt“U)( + A(Sl r(Xr,)

n,ic(Xy, O')

+ An,ir(:u7 g, th) + R(Gv A'}:ri(h ) th))

1 s T(Xe,) 261 A(14-62)A2
- (=AY R A (0, Xy ) + R(O, A2 L X1). 34
An,ic(‘itwa) ( o C(;(t“O') ' T(,u 7 tl) * ( e tl)) ( )

In the sequel we will just write 7 for 261 A(1+3d2) A2. We observe that, as a consequence of the Assumption
Ad, we have for both ¢ = pand ¥ = o, |0y R(6, A7, ;, X;,)| < R(6, An .+ Xt ), where the two rest functions
are not necessarily the same.

Similarly,
) X T X .
(2P — log(e(X,,0)) + og(1+ AL T Ay (o X) + RO X)) =
1 (Xt ) 7
=log(c(Xy,,0)) + A 4(X —) + Apir(p, o, Xy,) + R(0, An iy Xt,)- (35)
tis

Using both (34) and (35) in the definition of U, (u, o), we have to show that

(X))
Xtm )

An,ir(,u/va7 Xt )+R(0 A;w ))+

n—1
1 (X, —mlp,0,Xy,))? 5
D D : Xy, 1 1-A%,
n =0 ATLJC(XtMO') @Af’( bt ) {|X <A n,i ( (

1

n—1
Xy
+= 3 (log(e(Xe,, 0))+A2, riXs)
1=0

(Xtm 0)

3

8
oy A (0, Xe )FR(0, A% Xi)eap (Xeon=Xe) gy, j<as) = Moo
i b

converges to the right hand side of (32). We know that I} 5 fR(m)T((dI) because of Proposition 6.

c(z,0)
Using the third point of Proposition 5, I 5 Jg log(c(z, 0))m(dx). All the other terms converge to zero
in norm 1 and so in probability. Indeed, passing through the conditional expectation and using the first
point of Lemma 3 we have

n—1 Aél X )
EHI"I]<EZEHMEKX —m(p,0,Xe,)) o (Xiry, — X)L — ] <
T STET 6 I R O
Al & 5
< D E[IR(0,1, Xp,)[] < cAl,
1=0

reminding that r(X%,) is a function R(6,1, X;,) by its definition and having used the property (9) on R,
its polynomial growth and the third point of Lemma 2. In the same way we obtain

E|) <cA, and  E[L] <Al

that goes to zero since 7 = 261 A (1 4 d2) A 2 is always positive.
Concerning I, as a consequence of the definition of r(z) and the fact that A, ; < A,, we have again

51 n—1

ZE\RQ X)) < el

E[|Zg ]

which converges to zero for n — oco. Again, acting in the same way we have
E[|I7]] < cA, and E[|I¥]] < cAT.
Convergence (32) follows. O

8.1.2 Proof of Lemma 7
Proof. Using again (34) and (35) we have that

i S[(XtHl - m(/i, g, Xti))2 - (Xti+1 — m(MO’ s Xti))

Tin(Un(,UqU)_Un(/lO,U)) = An,iC(XtiaO') An,iC(Xt,”U) ]LPAB (A X)1{|X <A nl}+
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n—1
_"_i Z Aél T(Xti) [(Xti+1 - m(/J'7U7 Xti))2 (Xti+1 - m(/l,07(77 Xti))2

. - A X)1 -
LX) A Xe.0) BrselXeo) 7l B e ey
n—1
1 (Xti+1 - m(,LL,O', Xti)>2
+ﬁ;An,ZT(M7U7Xti)[1 - An iC(X,g.,O’) ]SOAﬁl(AZX)lﬂXfJSA;ﬁ}—’_
n—1
1 (Xt,,, —m(po, 0, Xt,))?
b i 31 — i+1 i ; 1 .
Tn ;A R 7"(,“070'7 th)[ A . (Xti,U) }SDAﬁJ(A X) {\Xti‘SAnf;}“F

o SR 0), Al Xo) R (1), 8, ) et TR g (A cay

Ty i=0 An,iC(Xth)
n—1 6
1 (XtH»l - m(,uo,@ XtL))
+T7 ;[R«MO’ ) A’ﬂ Al >+R(<M07 ) An 77 ) An iC(Xt 70_) }‘pAﬂ (A X)l{\X \<A k} = Z s

where we have introduced the notation A; X := X, — X;, and we recall that 7 = 261 A (1 4+ 02) A 2.

We have already proved in Lemma 4 of [2] that I} L —(b(z’“ 0)—b(z.pt dz). We observe that I} differs
c(x,0) 2
r(Xe,;)

n,ic( Xy, o’)
order to prove the convergence of I it is pObblble to show that the added An’i make I3’ converge to zero
in probability.

Concerning 17,

from I7* only from the presence of A% and so, since J; is positive, acting exactly as we did in

n—1
TLZAHZT(M,O’ X, )cpAa (A; X)1{|X <A }—>/ r(p, o, )7 (dz) (36)

=0

as a consequence of the second point of Proposition 5. Moreover, using the third point of Proposition 6,
we have that

n—1
1 (X¢,., —m(p, 0, Xy,))? P c(x,00)
— Yy A, r(p,o, Xy, o : AX)1 —k : :
7 2 Anirl o Xo) TS (X1, ety [ o) S ()
(37)
From (36) and (37) it follows
N / (0, 2)[1 — SET 1
° R e C(.CL‘70') .
Acting on I} exactly like we did on I3 we get
L / r(po, 0, x)[1 — C(x’ao)]ﬂ'(da:)
* R o C(:I:,O’) .
Concerning I, it is
1 n—1
T—ZR(G,AZLJ,X“WA?Li(AiX)l{lxtiEA;,z} < AT 11 ZR LXe)pan (AiX),
™ =0 ’ ’

which converges to zero in norm 1 and so in probability because of the boundedness of ¢, the polynomial
growth of R, the fact that i = O( ) and that r — 1 is always positive since we have assumed 24§; > 1.
Moreover, passing through the condltlonal expectation and using the first point of Lemma 3 we have that

n—1 n—1
1 7 (Xl 1 _m(M’U’Xi)) F— T—
7 D EIR(0, AT 5, X0 B[ X, a)t oar (DXL, jca-y] S A 12 ~ > E[R(6,1,X,)] < Al
n i=0 n,1 i)

i=0

We have therefore proved that the second part of IZ' converges to 0 in norm 1 and therefore in probability.

It follows IZ 5o and, acting exactly in the same way, we have also I 5o It yields (33). O
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8.2 Consistency of the estimator.

In order to prove the consistency of ,,, we need that the convergences (32) and (33) take place in proba-
bility uniformly in both the parameters, we want therefore to show the uniformity of the convergence in
0.

We regard W and S, (p,0) = 7 (Un(p,0) — Up(po,0)) as random elements taking values in
(C(©),]]-l.)- It suffices to prove the tightness of these sequences; to do it we need some estimations for
the derivatives of m and mqy with respect to both the parameters, which are stated in Proposition 8, that
will be proved in the Appendix. Such a proposition will be also useful to study the asymptotic behavior
of the derivatives of the contrast function. We observe that, as a consequence of (31) and Proposition 8,

for ¥ = por ¥ =o0itis |Osri(p,o,x)] < RO, A, Xy,).

Un(p,0)
n

Lemma 8. Suppose that Assumption A1-A5, Ad, AStep and A7 are satisfied. Then, the sequence
is tight in (C(0), ||.|l»)-

Proof. The tightness is implied by sup,, %E[sup#’g |09Un (1, 0)|] < oo (see Corollary B.1 in [33]), for ¥ = pu
and ¥ =o. It is

n—1
agUn(,u,O') = Z[iQaﬂm(u’U’ Xti)(XtHl — m(iu’707 Xfa)) o aﬂm?(uvga Xti)2(Xti+1 - m(.u’a g, Xti))2+
i=0 m2(/’[/’0-7 th) m2(/’[’50-7 Xt,,)

(38)
8197712 (N: a, th)

o, Xy Pan (Bl x <ass)

Using the first and the third point of Proposition 8 and the development (10) of mq it follows

n—1
E[Sup |8MUTL(.UJa U)” < Z ]E[sup |R(9a la Xti)(Xti+1 - m(.ua g, Xti))‘PAB (A7X)‘117n]+
Hn,o i=0 n,o n,i
n—1 n—1
+ Z E[Sup |R(97 L, Xti)(Xt'H»l - m(:u7 g, Xti))QQOAB ,(AiX)lli,n] + Z ]E[sup |R(97 A’I’L,i7 Xti) 1i>n]7 (39)
=0 Ho e i—0 o
where we have used 1, ,, instead of 1{‘th <Ak} to shorten the notation.
We observe that Y
]E[Sup |R(97 17 Xti)(XtH»l - m(/‘? g, Xti))@Aﬁ ,(AiX)‘li,n] <
w,o n.i
< E[(Sup |R(97 1, Xti)l)(sup |(Xti+1 - m(/j“ﬂ g, th))(pAi s (AZX)l)ll,n] <
H,o ,0 Ji
< E[(Sup |R(07 1, th) 1i,n)(|(Xti+1 - m(/J'O> g, th))SDAfL Z(AlX)D]—’—
Mo ’
+CE[(Sup |R(97 17 th) )(Sup |m(lu’7 g, th) - m(ﬂOv g, Xti))‘)li,n]' (40)
w,o o

We can now use Cauchy-Schwartz inequality and (23) in Lemma 3 on the first, while on the second we
use the development (31) of m getting that (40) is upper bounded by

CE[R(6, A is X,)]2+CE[(sup [R(6, 1, Xz,) ) (sup | A, (6(Xi,, 1) =b(Xt,. 10))+71 (1, 0, X, ) =71 (10, 0, Xi,)])] <
Qo

0

1 1 1
< eAZ + cE[sup |R(0, Ay i, Xi,)|] < cAZ + A, < cAZ, (41)
n,o
where we have also used the boundedness of ¢, the fact that R has polynomial growth uniformly in 6
and the third point of Lemma 2 to say that our process has finite moments.
In the same way,

Efsup [R(6, 1, X4, ) (Xt,,, ~m(p, 0, X1,)) 200 (AX)|Lin] < Elsup [R(6, Ay, Xy, [+ Elsup [R(6, A2, X,)[] < e,
n,i 1,0

1,0 o n,i’
(42)
Replacing (41) and (42) in (39) it follows

1 1
sup EE[sup 10, Un (11, 0)|] < AR < ¢ < o0.
n o
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We can act in the same way on 9,U, (i, 0). Considering this time the second and the fourth point of
Proposition 8 and still using the development (10) of ms and (23) in Lemma 3 it follows

n—1

1 1
sup ﬁ]E[sup |05 Un (1, 0)|] < sup Z E[ sup |R(6, An X))+ R(0,1,X,)]] <e< oo
n w,o

29

The tightness is therefore proved. O

Lemma 9. Suppose that Assumption A1-A5, A7, AStep and Ad are satisfied. We suppose moreover that

01 in the Assumption Ad is such that 261 > 1. Then, the sequence Sy (pu,0) = Tin(Un(u, o) — Un(to,0))
is tight in (C(0©),|.|l.)-

Proof. We take again the notation used in the proof of Lemma 7, for which S,,(u,0) = 26_1 7. Since
the sum of tight sequences is still tight, we will proceed showing that they are all tight. We start with
I3; acting as we did in Lemma 8, we prove that sup,, E[sup,, , [9s%'|] < co. We observe that, for J =
and ¥ = o,

n—1
: 1 (th N m(/l,ov';(ti))2
81923 = — E An,i[éi9 (M’ ’ tl)(l A ‘C(;(t O) )
1n var: n,t i)

(Xti+1 B m(“ﬂ g, Xti))2

—r(u, 0, X¢,)09( A, c(X,.0) )]SDAELi(AiX)l{\XMEA;’z} =: I§1+I§2~
n, i o ) ’

On I%; we use the first point of Lemma 3 and that |9y7(u, 0, X¢,)| < R(0,1, X;,) as stated in Assumption
Ad to get

SUPE[SUP |13 1 H >
1,0

Z E Sup |R 9 )(Xti+1 - m(u7 g, Xti))2<pAﬁ I(AlX”ll,nH <c

(43)
where we have used the polynomial growth of R, the third point of Lemma 2 and (42) and the notation
1;,, instead of 1{|X <Azt

L —m(0,Xe,))?
n 7C(Xt ,0)
cases they are upper bounded, using the first and the second point of Proposition 8, by |R(6, 1, Xy, )(X;,,, —
m(p, 0, Xt,))pas (A;X)]. We can therefore use (40) and (41), getting

Concerning I35, the derlvatlves of Gl t” with respect to p and o are different but in both

sup E[sup [I3'5|] < csupA2 <e < oo. (44)
T

From (43) and (44) it follows the tightness of I§. Acting exactly in the same way on I} it is clear it is
tight too. Concerning IZ and I§, recalling that the function R(6,A], ;, X;,) turns out from (34) and it is
such that its derivatives with respect to both the parameters remains of the same order, we observe it is
possible to act like we did on I3 getting

sup E[sup [I7]] < cAT! + cA},
n w0

since we have chosen 20; > 1 and so ¥ — 1 is positive. Clearly the same estimation hold for I§.

We now prove that I is tight. To do it we observe that, using the development (31) and the dynamic
(3) of the process X we have

tit1 tit1 it1
Xo, - ml, 0, X,,) = / b(Xs o) ds + / a(00, X2)dW, + / / V(X )2jilds, dz)+ (45)
¢ t t; R\ {0}

7RJ(ATL,1'3 Xf7) - An,lb(Xfm.u“) -7 (N? a, th)

It is worth noting that only the last two terms here above depend on p and so replacing (45) in I some
terms are deleted by compensation. Therefore we can define

n—1 (A X)1
Pan (BiX)lgx, <azk
Il 1= Ti {X [A%,i(bZ(Xtihu) - bZ(thu’O)) + 7“%(/,[,, g, th) - ’I"%(/.Lo, g, th)+
i=0 n 'LC(Uv ti)

tit1
+2A7L7’ib(Xtm U)Tl (,ua ag, th) - 2An,zb(th P /LO)Tl (,an g, th) + 2[/ b(XS’ :uO)dS + AXzJ+
t

i
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_RJ(AH let)][A '(b(Xth') - b(thMO)) + 7"1(”,0' Xt') - Tl(uo?o-v Xti)]’

where we have denoted by AX; the jump part in AX;, that is j; s fR\{O} (X -)z(ds, dz).
Moreover we define

— 2(b(Xe;, 1) — b(Xt,5 o)) ft a(og, Xs)dWs

Ity : ? ; c(o, X,) ?az (Bl x, <ot}
) 1 n—1 2(7"1(/!, o, Xt ) 7’1(”07 o, Xf )) f it1 a(CTo, Xs)dVVs
Iy 5= T Z A, ic(o, X)) (pAgi(AiX)l{‘Xii‘gA;lz '
n l:O n,t ) i ' 1

Itis I7" = IT'y + I’ + IT'3. We are going to prove that I1'; is tight showing that the expected value of the
derivatives is bounded, like we have already done. On I 12 and I{'5 we will use instead the Kolmogorov
criterion for which, if for some positive constant H independent of n and for m > r > 2, .S, is a sequence
such that

E[(S.(0))") < H Vo € O, (46)

E[(Sn(ﬁl)—Sn(Gg))m] SH‘}U —u2|r+H‘O'1—O'2‘T V91,02 6@, (47)
then S, is tight.

Let us start considering I7';: we want to show that sup,, E[sup,, , [0sI7';]] < co. We observe it is

1 &R Par, (A X)1{|Xf |<azk}
T, Anic(o, Xy))

Ity = [AD 1(2b0,ub) (Xe,, ) +(2r1 0 ) (1, 0, X, ) 42805 ((9,0) (X, )1 (1, 0, X, )+

=0

tit1
+b(th :u) (aurl)(/u7 g, Xti ))+2(/ b(X87 #O)dS_FAXiJ_RJ(An,i’ Xti ))(Anﬂaub(th > U)+8MT1 (u“’ g, Xti))];
t

7

1 n—1 @Ai I(AZX)l{lxt |§An};
T ’ Aol X)) (2710571 (1, 0, Xt,)—2110571 (0, 0, X4, )+200 5 (0( X, , 1) 0o 1 (11, 0, Xy, )+

no_
0o 171 =
1=0

tita
—b(X¢,, 10)9571 (o, 0, Xti))+2(/ b(X s, p0)ds+AX] =R (Ap iy X1,)) (051 (105 0, Xt,) =81 (1, 0, X1,)) ]+
t

i

Ooc(Xeis o) (BiX)Lfix, j<ar

- A0, X0) A2 03X 1) = B2 (Xos10)) + 1200, X) = 1 (10,0, X )+

tit1
+2Anﬂb(Xt7 ) M)Tl (.uv g, th) - 2An7ib(Xt1, 5 ,uO)Tl (Hov g, Xt7) + 2(/ b(XSa ,LLQ)dS + AX1J+
t

R (A i, X)) (B i(0( X, 1) = 0( X, 110)) + 71 (1,0, X)) = 71(p0, 0, X))
Using the polynomial growth of b and recalling that r; is the particular R(6, A+ x X;,) function that

n,t )
turns out from the development (31) of m and it is such that [9yry(p, o, Xt,)| < (9 Ay, X)) as a
consequence of the first two points of Proposition 8, we get

n,e

n—1
> leas (AXIRO, Ani, Xo,) + RO, AL X, )+
n ZZO n,r

tit1

+2(] b(Xs, po)ds| + |AXT |+ R (Ap i, X1,)) (R(0, 1, X1,) + R(0, A, 4, Xt,))]-
t;

Using Lemma 5, the boundedness of ¢, the fact that % = O(ﬁn) and that 2| ftt“ b(Xs, po)ds|] is a
R(00, Ay, Xy,), it follows

n—1
1
SupE[Sup |a'l9]1 1 H S Sup(TLA Z E[Sup IR(G) An,i7 th)—i_(R(eOa An,i) Xt¢)+RJ(An,i7 th))R(ea 1) th)‘]—i_
w,o n n i=0 M,o
1 n—1
by 3 Bl |ROL XDEIAX sz (80 <

where in the last inequality we have used Lemma 5 here above, the polynomial growth of R uniform in
¢ and the third point of Lemma 2. I7'; is therefore tight.
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We now show that (46) and (47) hold on I',. Indeed, using Burkholder and Jensen inequalities, we get
E[lI75(61) = I72(62)[™] <

b(X —b(X X X
12 t,v/’(‘l b( tw/”'O) b( tu/J/Q) b( tLa/J’O |m|/ 0_07 s)dWs|m|@A5(AZX)|m]

- nmAm O'l,Xt ) (O’Q,Xt )
(48)
We observe that, as a consequence of the finite-increments theorem, we have
b( Xy, — b( Xy, b(X —b(X 0ub(Xy,, fi
| ( tutul) ( tu/J’O)_ ( tm/’@) ( tLvl’LO)'m_I ( til’u)(ul_MQ)'*' (49)
C(UlaXti) (027Xt ) (Xtmo')
~ (b(Xe,, /1) — b(Xe,, 110)) 0o (X, 0)

(o1 —02)|™ < R(6,1,X,) |11

— p2|™ + R(0,1, Xy, — oo™
c(Xti,&) :u2| + ( P t,)'gl 02| )
where actually the functions R are calculated in a point 6 := (j1,), with i € (u1, u2) and & € (o1, 02)
but, since the property (8) of R is uniform in 6, we have chosen to write it simply as R(f, 1, X;,). Using
also the boundedness of ¢, we get that (48) is upper bounded by

cn 2 -1 n 1
nmAm

i+1 i+1
E[] / (o0, X)W, B0, 1, X, |1 —ps2) ™ +E] / a0, X)W, B(O,1, X,,)]|or—os| "
Using Burkholder-Davis-Gundy inequality we have, Vp > 2,
tit1 tit1 » p
B([  alo. X)aW.y < B[ oo X)) < B[RO, A Xi)E = AL, (50)
t; ti
where in the last inequality we have used the polynomial growth of a and the third point of Lemma 2.

From Holder inequality and (50) it therefore follows

c
— p2|™ + 7(71A )% lo1 — oo™ < |1 — pe|™ + clor — o2|™,
n

where we have also used that nA,, — oo for n — oco. For r := m (47) is proved.
Concerning (46), acting in the same way we get

n n m c
E[Ih,z(@l) - 11,2(92)| ] < m\#l

—1n-1 tit1 c

C’I’L2
17 E[R(61,1, X;,)™ Xs)dWs|™ AX) L ——=x <ec
Bl 2(0)"] < g L EIROWL XM | alon, X)Wl "lony (A" < Gty <

Iy is hence tight. The tightness of I7'5 is obtained acting exactly in the same way, remarking that

(9“7'1 (ﬁ? o, th)

|7“1(M0701,Xt1-) — 11,01, Xe,)  r(po, 02, Xe,) — ri(pe, 02, X4,) 1m

Anaclon, Xo) (o2, X1) SR e, T
Oy ,0,X1,) — Oor1(ft, 0, Xy, Oyc(a, Xy, )(r ,0,Xe,) —ri(f, 0, Xy, m
senlio 2 B 2 g ) Bes Ru)nfn s ) Sn Sl 6, - o)m < 61

m

S R(ea 17 XtL) M1

—u2|m+R(9,1,Xt.) —0’2|

as a consequence of the fact that (rq(u, o, X¢,))™ and (9yr1(p, o, Xt,))™ are respectively upper bounded
by R(6. A", X;,) and R(0. AT.;. X,,).
Concerning I3, we act like we did on I1 . We still use (45) getting 13, I35 and I3';. We observe that, if

n noo__. n—1 n—1 A5 (X)) n
we define s7 as IT; =: > /" s7, then I3, = > 71" An,ic(a,Xti)Sj'

By the computation of 9,15 and 9,13 it follows that

sup]E[sup |09154]] < sup(cA‘S + AP <
w,o

In order to prove that also I3, and I35 are tight we still use Kolmogorov criterion. From (49) and (50)
it follows

om om

A
E[|155(61) — I35 (02)|™] < c—— |11 — po|™ 4+ c—2—
[[132(61) — 135(02)] }_C(nAn)? p1 = o] +c(nAn)7

o1 — 02| < cpur — p2|™ + cloy — o™
and E[(IQ"’Q(H))’”] <ec.

The tightness of I35 is obtained in the same way, through Kolmogorov criterion and (51).
The sequence S, is therefore tight in (C'(©), |||, ), as we wanted. O
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8.2.1 Proof of Theorem 1.

Proof. Let us begin with the consistency of ¢;,. An application of lemmas 6 and 8 yields

~Unlis) 5 Ulo0) = [ [((x ‘2?)) T log(e(z, )] (da) (52)

uniformly in 6.

In order to prove that the uniform convergence here above implies the consistency of ¢, since the
convergence in probability is equivalent to the existence, for any subsequence, of a subsequence converging
almost surely, we will consider that the convergence in (52) is almost sure and prove that it implies that
0n — 0o almost surely. For a fixed w, thanks to the compactness of ©, there exists a subsequence
ny such that (fin,, 0y, ) tends to a limit O = (loo,0oo). Hence, (52) together with the continuity of

o+~ Ul(o,o00), implies
1 PO
— Uy, (/"nk ) Unk)(w) = U(0oo, 0'0)-
ng

But, by the definition of our estimator 0,,,

1 . . 1 .

nikUnk (Mnk ) Unk) < FkUnk (M’ﬂk ) UO)'

So, using again the convergence (52), we get U(0s,00) < U(0p,00). On the other hand, since for all
y>0,y0>0itis y?o +log(y) > 1+1log(yo) we deduce, using also the identifiability stated in Assumption
A6 and Proposition 8.1 in Supplemental materials of [15], that 0o, = 0¢. We have proved that any
convergent subsequence of &, tends to oy, hence 7, ﬂ oo and we are done.

Concerning the consistency of fi,,, we have from Lemmas 7 and 9 that the convergence (33) holds uniformly
in 6. In order to deduce the consistency of i, the method is similar to the previous one. We know now
that (fin, ,0n,) tends to (teo,00), hence

1
T,

0) = b(x, pioc))?

(. 00) m(dx) > 0.

(U (fing s ) = Uny (10, 6y )) —> /R (b,

But Uy, (fin,,6n,) — Un, (o, 6n,,) < 0 and so we conclude by A6, getting poo = po and therefore the
consistency of fiy,. O

8.3 Asymptotic normality of the estimator.

The proof of the asymptotic normality goes along a classical route (see for instance Section 5a of [14]).
We define the following notations:
1
0
Mn = ( g" 1) .
Vvn

Let
ST 1
S = < Tn(,ufn NJO)) I3 (00) — 7\/'1"7n8/1Un(,u‘0700)
n Vn(on —o0) )’ n - \}ﬁagUn(um 00)
and , ,
L 017 (u, -
Cn(g) = Tiﬂ 8#(92 (M U) \/annag,ua' (/‘L U) .
Tt 9 Un(t:0) 5552 Un(p; 0)
Then

Now, by Taylor’s formula,

n

1 .
/ V20U, (60 + w(6, — 60))du <’f" - “°> = —VoU,(6p),
0 g g0
since V@Un(én) = 0. Then, using (53), we have
1 A
/ Cr (8o + u(By — 60))duS,, = Ly (6o). (54)
0

We deduce from this equality that, in order to prove the asymptotic normality of 0,, and hence to end
the proof of Theorem 2, it is enough to prove the following lemmas:
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Lemma 10. Suppose that Assumptions A1-A8 and Ad hold. Then, as n — oo,

La(00) % L~ N(0,K"),

(2 bWO) dx 0

where K' = s a(@,00) m{de) a a(m 0’0) :
0 8 f]R a(xz,00) (dl‘)
Lemma 11. Suppose that Assumptions A1-A8 and Ad hold. Then the following statements hold:
5 ub(z,10)
2 d 0
1~Cn(90) K B = ( fR a(x ao) ( CU) 8 wloion) ) ’
0 4 f]R a(z,00) (d;E)

2. sup |Cn(6o+ é) — Cr(60)] L 0, where e, — 0.
{I61<en}

8.3.1 Proof of Lemma 10.

Proof. As a consequence of a combination of Theorem 3.2 and Theorem 3.4 in [18] (c.f. also Section A.2
in the Appendix of [33]) we get the result if we prove that L,(fp) is a triangular array of martingale
increments such that, for a constant » > 0, the following convergences hold.

We define ¢; and ¢; such that 8,U, (10, 00) =: Sy Ci(fo) and 95Uy (p0,00) = S1—y Ci(fo). Then it
must be

n—1 el
Ti Z Ei[CiZ(90>] 5 4/]1{(822)(;;::;))%@35) (\/Tl)zw Z]Ei[<i2+r(90)] LN 0, (55)
" =0 ’ n i=0
ln_l 72 P 9-a(x, 00) 2 (da ;n_l (Fagr P
n ;EZ[Q (Gl = 8/]R( a(x,00) )7m(de) (V/n)2+ ;Ez[gﬁ (60)] = O, (56)

\}meg%mmn (57)

First of all we observe that L, (6p) is a triangular array of martingale increments as a consequence of the
definitions of m and ms. Indeed, using (38), we clearly have

_28Hm(:u07 00, th:)
ma (o, 0o, Xt,)

(Xti+1 - m(NOv 00 Xti))2
ma(po, oo, Xt,)

E;[¢i(00)] =

Ei[(XtiJrl_m(,uoaO'OaXti))SDAf’hi(AiX)]l{\X |<A” }+

n,i

aﬂmQ(N’Ov 00, th)
+
ma(po, 00, Xy,)

E{(1 - oag (X ix, sty =0

In the same way, computing the derivative with respect to o we clearly have E;[(;(6)] = 0.
Concerning 0,U,,, using (34) we can see (;(6p) as

—20,m(po, 00, Xt,) 2
Al;V»L‘C(Xti, O_O) (XtiJrl - m(,an 00, Xh‘))SDAivi (A7’X>1{|X11|§Aglz} + Ri,n(eo) = C’L(HO) + Ri,n(eO)a

we have already proved in Lemma {5 of [2] the asymptotic normality of \/% Z?;OI @(90) and, in particular,
that convergences (55) hold with (;(6p) instead of ;(6p).
In order to conclude the proof of (55), it is enough to have % Z?:_Ol Ei[R7 . (60)] L 0 and

(A=) Sy B[R (69)] 5 0. Tt is
= n-! S1AL
! a m M()’UC)’Xti)R(a?Anli th)
T, ZEL[ A Anic(Xy,, 00) ’ VEil(Xt,,, —m(po0, 00, X¢,)) 025 (D X)]+
’ = n’z ¢ n,i

a ma M07007Xt ) 2
1 K
nA Z ma(to, 00, Xt,) ) {Ixi1<a;5t

Ei[(XtiJrl - m(/u‘Ov g0, Xti))4<p2Aﬁ (AtX)]1{|th |§A;ﬁ

m%(MO’ 00, Xti)

Z Ouma(to, o0, X, ))
nA ma (o, o0, Xt,)
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As a consequence of the first and the third point of Proposition 8 and using first and second point of
Lemma 3 it is upper bounded by

n—1

Z R(6o, Ai(,s;/\Qa th‘) +
=0

n—1

C

n[&n E }uﬂONAi¢7)(n>a
=0

c
n
which converges to zero in norm 1 and so in probability.
Acting in the same way, using this time the fourth point of Lemma 3 twice, for k = (2+r) and k = 2(2+r),

it follows that also (ﬁ)”’" Z;.:Ol E; [R?;gr(@o)] goes to zero in probability.

Concerning the derivative of the contrast with respect to o, it is

n—1 n—1

1 . 1

- PRAEDIE - D Eil(AF +24:B; + BY)pRs (AiX)lfx, |<a-r)s
i—0 i—0 i K n,t

where we have defined
_ _280m(1u’07 00, Xti)(Xti+1 - m(/J'Ov 90, th))

Aii
m?(,u/Oa O-OvXti)

and

_ 8am2(NOa 00, Xti) )(1 — (Xt11+1 - m(ILLO’ 00, Xti))z )
ma(po, 0o, Xt,) ma(po, 00, Xt,)
By the development (10) of mg, the second point of Proposition 8 and equation (23) in Lemma 3 we have

Bii

n—1 n—1

1 1

n Z Ez‘[AZZVJQAQ i(AiX)]1{|Xti|§A;’Z} < n Z R(00, An.i, Xt,),
i=0 ' ' i=0

that goes to zero in norm 1 because of the property (9) of R, its polynomial growth and the third point
of Lemma 2. The convergence to zero in probability follows.

On the mixed term we use the development (10) of mg, the second and the fourth point of Proposition
8 to get respectively an upper bound on the derivatives with respect to o of m and mso and the first and
the fifth point of Lemma 3 to obtain the following:

n—1 n—1

1 1
-~ > |Ei[2AiBi902Ag_i(AiX)]l{pcti|§A;§.}| = > E(X,,, — m(umUo»Xti))@Zg’i(AiX)HJr
=0 ' =0
1 n—1 ) 8
+R(00, AL Xe)El(Xo =m0, 00, X0)) 030 (AXON] < =D [R(B0, A i Xo)+R(00, AT, X)),
i=0

We obtain that the mixed term converges to zero in probability for the same argument we gave for the
convergence of A?: because of the property (9) of R, its polynomial growth and the third point of Lemma
2 we get the convergence in norm 1 which implies the convergence in probability.

We now study the convergence of the term

n—1

1
- Z ]Ei[BiQQOZAi,i (AiX)}l{p(ti |<AZEL

i=0 -
Using the fourth point of Proposition 8, the development (10) of mo and (34), it is

(Xti+1 B m(uov 00, Xti))2
mo (,LL07 go, Xt,i)

n—1
1 20,a(X, . 0o)a(Xy.,
LS (el 00)aXu,00) 2y g, AN x, YR [(1-

2 2 _
= (X, 0) sy, (B0 x, eary

(58)
We now need the following lemma:

Lemma 12. Suppose that Assumptions A1-A4 hold. Then, Vg > 1,
]EiHSDAB (AZX)|q] =1+ R(aa An,i’ th)

Proof. Lemma 12.
We can see Eq[[p, s (AiX)|7] as 1+ Eif|p e (A X)]7 —1].

Because of the definition of p,the expected value here above is different from zero only if |A; X| > Agz
Hence, using (71) it is

Eilless (AdX)|" = 1] < Billgs xppas 3] < RO A, X0,).

==n,i
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Using the lemma here above, still the development (10) of ms and (23) and (24) in Lemma 3 we have

(Xt'iJrl — m(MO’ 00, Xti))z
ma (o, o0, Xt,)

a4(Xt,i ) UO) _ G’Q(Xti? UO)
CQ(Xti,O'()) C(Xt“O'())

E[(1— 1202 5 (AiX)] =14 R(By, A X, ) +3

B )
AP n,t

_1 _1
+R(60, A2 X, ) = 24 R0, A2 x, ),
we remind that c(x,0) = a?(x,0). Replacing the last equation in (58) we get

n—1

4(0ra(X,, 00))* 18 BASIA(B—1)
L A, e S a0
) ' i=0

%)%(dz) as a consequence of the third point of

Proposition 5 while the second one clearly goes to zero in norm 1 and so in probability thanks to the
polynomial growth of R, its property (9) and the assumption we made 3 > i. Tt follows the first

The first term here above converges to 8 [ (

1
convergence of (56). To obtain the second one we observe it is
1 = 1 . 20,m(po, 00, Xt,)
et - o 0570, ts r r
s LB < s D (e Ry i sagy Bl (X — o, 00, X)) (AX)]H
=0 i=0 ’ ’ i ’
n—1
1 ] Z Oyma(fi0, 00, Xt,) 241 o 1en-ty (et — c Ei[(Xt.H—m(,uo,007Xt-))2(2+T)902(§+T)(AiX)D <
nlts — M07007Xt1) {I ;1< ,”} 2+T(,LL070—07Xti) i i IND
n—1 n—1
r 1 1 1
A(1+ IN(L+B(2+7)) ZR 00,1, Xp, )+ — ZR(GO, 1, X, )+ AOA(1+2[3(2+7") (2+7")) ZR 60,1, X,,),
ntT2
i=0 i=0

(59)
where we have acted like before using the development (10) on ms and the second and the fourth point
of Proposition 8. Besides, we have used the fourth point of Lemma 3 with kK = 24 r and k = 2(2 4 r),
respectively. It is now clear that the first two terms of (59) go to zero in norm 1 and so in probability
for n — oo. Concerning the third one, if the minimum between 0 and 1+ 282+ r) — (24 r) is 0 it
is exactly like the second one and so we know it goes to zero in probability, otherwise it can be seen

as ¢ Al 3 AT =@in+E 1 L3 ' R(fy,1, Xy,), that goes to zero since nA, — oo for n — oo and
because of the fact that the exponent on A, is always positive. Indeed 1 +28(2417) — (2+7)+ 5 >0
iff 28(2417) > 1+ %, that ISB>2(2+T) I

To conclude, we prove the convergence (57) We have

48 Oy
m 12; |]E Cz 90 CI(HO) m lz; |E %)(M07007Xt7)()(t1+1 - m(,an 0-07Xti))2+

0, m Oymo + 0,,ma Oym (Xt,., —m(po, 00, X¢,))?
—o( S 2 X)) (X, — X)) (1 — 2t :
( m% )(,uo,O'Q, tl)( tit1 m(,u'070—0a tz))( m2(ﬂ07007Xti)
(Xti,+l - m(/J’070'07Xti))2 21 2
3 ' o, o0, Xe) ) WPan (A X0Iix, 1<acy

Now using the four points of Proposition 8, the first, second, third and fifth points of Lemma 3 and the
lemma here above we get that (60) is upper bounded by

)+ (60)

n—1 n—1
4
FZR (B0, Aniy X1,) + R(60, ST X0,) + R(80, A3 X)) < A ZR 00,1, X,,),
n =0
which converges to zero in norm 1 and so in probability since we have chosen 5 > % > %. O

8.3.2 Proof of Lemma 11.

Proof. Point 1.
We start showing the convergence of Cy,(6g) to B. We observe that

n—1 2
—2(Xy,, —m)05,m  _9,mi,m 2(Xy,, —m)0ymd,ma  2(Xy,,, —m)dymaedem
aZaUn(NJOMTO) - Z[ ( bott ) K -2 pimn m_|_ ( tita 2) [ 2+ ( tit1 2) T2 i
i=0 ma ma m3 m3
(61)
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2(X4,,, — m)20,ma0ymo (9ng2 (X4, —m)? . 0ymadymo Ly
+ ! + 11—+ —-£ 8 AX;)1 =
m3 ma ( ma ) my ](pA ( : {lxed=a ; i=0
where, for shortness, we omit that m, mo and their derivatives are calculated in (ug, 09, Xt,).
In order to show that 92, Uy, (po,00) L 0 we will use repeatedly Lemma 9 in [14] and the estimation

\/7 po
of the derivatives of m and mgy gathered in Propositions 8 and 9.

Yo 01 I}, goes to zero in probability for n — oo because I is centered and, using also the first point of
Lemma 3

n—1 n—1 n—1

" 1 1 1
ZEi[(Ii,l)Q] =LA ﬁ ZR(e’An,i’Xti)R(evA%i’Xti) n, n ZR(@, 17Xti)7

which converges to zero in norm 1 and so in probability as a consequence of the polynomial growth of R
and the third point of Lemma 2. Zz —o 1i'3 goes to zero in norm 1 and so in probability. Indeed, using
the development (10) of ms and the first two point of Proposition 8, it is

n—1

=0

,;1 — 1
252 [1R(0, A, X)) < cA,

which goes to zero.
Concerning I3, it is still centered and from the first and fourth points of Proposition 8 and the first
point of Lemma 3 it follows

711

ZIE (I < — nEZRH VR0, A iy X,) < nA nA ZRH

=0

which converges to 0 in norm 1 and so in probability. Hence, \/17 Z:L_Ol 17y L 0 from Lemma 9 in [14

]
The same apphes to I7',, which squared is upper bounded by L R(0,A% . X; )R(0, A4, X3,) <

nA n i= (] n,i)
nA nA3Z R(GlXt)
On Z" ! Ii's we prove the convergence in norm 1 and so we have the convergence in probability: from

the first pomt of Lemma 3, the development (10) of mo and the third and the fourth points of Proposition
8, it is

3\
—
\

_

1 1
— > B[ < A2 ZR 0. 8 Xi)R(0,1,X,,) < A
" i=0

which goes to zero.
We observe that, as a consequence of the definition of ma, I]'s is centered. In order to apply Lemma 9 in
[14] we evaluate its squared value, that is

1%
E (9717Xti)7

I§
=

n—1 n—1 n—1
11 ) 1 11
— (1™ < — ) < — .
T ;Ez[(fzﬁ) 1< ZR 0, A X0 RO, 1, X0) < A ;R(al,th),

where we have also used the estimation of the mixed second derivative of my contained in Proposition 9.

To conclude the proof about the mixed derivative of the contrast function, we observe that > " ! I

converges to 0 in L! from the third and the fourth point of Proposition 8 and the boundedness of . We
obtain

n—1 -
1 1
E " n’— LX) < eAZ
12 fal <an S BIR0. A X0 < e,
=0 i=0
that goes to 0 as we wanted.
The next step is to prove that 797Uy (0, 00) 5 2 Ja( %)%r(dz). In order to do it we compute

8 U, (po, 00) and we observe it is exactly like (61) but all the derivatives are with respect to p. For such a

reason we keep referring to (61) and we write 9;U, (p0, 00) = Z; L Zn_l I7;. We are going to show, in

particular, that 7- 377" oI ', converges to the wanted integral, while - LI I+ Z] S D i )

0. Indeed, we observe that Iz’fl, IZB, 131’4, IZG are still centered and, using Lemma 3 and Propos1t10ns 8
and 9 it is easy to show that their squared values are upper bounded in the following way:

_ n—1
1 1
n 1=
3§‘ Oj [(I7,)? 7% Ay ?ORQAM,Xt JR(6.1,X,) < — nﬁ;ORGlXt)

28

n
I



that goes to zero in norm 1 and so in probability since nA,, — oo for n — oc.

n—1 n—1
1 n 11 2 2 1 1 P
?g [(I75)?] <nTA ZRGA,”,Xt JR(,A2 ;X )gAnnAnﬁ;R(&l,Xti)—m.

Now I, i and I "3 are exactly the same quantity and so the estimation here above clearly holds also for
124 instead of 1{33. Concerning 1"6, we have

1 n—1 S 1 . 1 n—1 1 1 n—1 P
TT% ;Ei[(li,ﬁ) ] < mAn ﬁ ;R(aa n, z7Xt1) (07 I’Xti) < AHTAnE ;R(0717Xti) — 0.

The application of Lemma 9 in [14] gives us A Z?;ol (ffl + I~z”3 + f{f4 + firfﬁ) L 0. We now prove the
convergence to 0 in norm 1 of % Z?;Ol (fl”t-) + I~Z”7) Indeed, using again the first point of Lemma 3, the

development (10) of m and the last two points of Proposition 9 it is Z,?;Ol E[|f[‘5 + I" A <

n—1 ne1
1
2
<A ;E[R(G, Anis X )R(0, B iy X,) + R0, A7 5, Xi)] < Ap— Zi:o E[R(0,1, X,,)] < ¢An,

which clearly goes to 0.
Concerning the principal term % S 01 Iy, we observe that using (34) and the first point of Proposition
8, it is

5_B—¢
(9,m)? (An,i0ubpo, X)) + R(00, A2 ;7 Xy,))? 5 m(Xt)
X)) = : 1— A LA, , 00, X4,
mg (000 Xt:) A ic(00, X0,) B R, gy St io- 00, Xe )+
n,i(aub(MOaXti))2

R(907 nz’Xt )) =

(5 —B—e)A(1461)
R(0o, A2 X,
C(UO;Xti) (0’ N, B tz)’

with 7 = 2 A (1 + d2) A 201, as defined below (34). In the last equality we have used that the other terms
are negligible. Now we have that

1 Aua@ubl0, X)) | o [ Dublarpo)
7 > 2=l (AKX, aany 2 2 [ 2r(d),

a(x,0p)

as a consequence of the second point of Proposition 5 while
ﬁn Z;:(} —2R(6o, A’Efi_ﬁ—e)/\(l-i-tsl),Xti)gOAﬁ _(AXi)l{IXthAfk_} is upper bounded in norm 1 by

n—1
3_3_¢ 1 3_3_¢
AETPTM SRR, 1, Xy, )] < AR
ni 0

that converges to 0 since the exponent on A,, is always positive.

To prove the first point of Lemma 11 we are left to show the convergence of %8§Un(u0, 00)-

Again, we still refer to (61) observing that that the only difference is that all the derivatives are with
respect to 0. We write 92U, (o, 00) =: 2;21 Sy Iy

We keep using Lemma 9 in [14] joint with the development (10) and Propositions 8 and 9 to show that
the centered terms go to zero in probability, that is

n—1

1 n rn rn rn
o Z([i,l + s+ I+ g ar (AKX, )1{\)( <Az
i=0

}—>O

n,i

Moreover,

n—1
Pl 0] < 2 S BIRG. 8, X)) < ey =0,

1=0

[

We are left to deal with the principal terms I 1’5 and f 'z and so we study the convergence of

1y anrlnz (2(Xti:rn12*m) _ 1)¢Ag (AX )1{\)( <azt)- From the development (10) of my and the
development of 0,mq stated in the fourth point of Proposition 8 it follows that the conditional expected
value of the quantity here above is

(2A,,:0,a(X X 2(X¢,, , —m)? o
1 Ly (A:(lazt()??)(;(o))t? 190))? (An i;2+(1Xti,oo) — 1)1{|Xti|§A;,’Z} plus a negligible term that comes from
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the developments (10) and (34) and it converges to zero in norm 1 and so in probability.
The principal term is therefore such that, using the second point of Proposition 6 and the third of
Proposition 5, we get

%i(fﬁs +I7) 54 / (%ol %0) 27 4,

2 2\ alw, 00)

Point 2. ~

We start proving that \/7 SUp|gi<., 02, Un (0 + 0) — 92,Un(00)] goes to 0 in probability for €, that
goes to 0.

Wajg n(0) is tight, which is implied by
sup,, \/%T"E[supw, |09(92,Un (1, 0))|] < oo (see Corollary B.1 in [33]), for ¢ =y or ¥ = o.

We observe it is

In order to do that, it is enough to show that the sequence

n-1 209md2,m — 2(Xy, ., — )aiaﬂm+2(Xti+1 —m)d;,mdyma L (92 ymdym + 9, mdzym) N

9% U, =
nod (1, 0) ;0[ My mg My
N 20,md;mdyma  209ymd,mdymo N 2(Xy,,, —m) (Q%maamz + 0,,md%yms) B 4( Xy, ., — m)Dmdymadymy N

2 2 2 3
m3 ma m3 ma

_2819m8Mm280m . 2(Xt,, — m)(azﬁm28am + 9,m202,m) B 4( Xy, —m)0uma0,mdymy n

2 2 3
my m3 my

_4(th'+1 - m)&?maum280m2 +2(Xti+1 - m)z(azﬂmQaUmQ + aﬂm28319m2) _6(th'+1 - m)28Mm280m2819m2 +

m3 m3 m3
82019m2 97, madyma ) (Xt —m)?. O2,ma 2(Xy, ., —m)dym (X4, —m)?Ogmo
+( - (1 - )+ ( + > )+
ma ms ma ma ma my

2 2 117
8m9m280m2 + 0,ma07yma 20, m20,m20yMm -

2 + 3 ]SDA’B (AX)l{‘X <A nk} = ZZL] (1, 0,9).

m m n,
2 2 =0 j=1

Now using Assumption Ad, the estimation on the derivatives of m and ms gathered in Propositions 8, 9
and 10 and the inequalities (40), (41) and (42) it follows

n—1 17
E[sup |00 Un (1 0))[] = Elsup | Y > Lij(p,0, 1)) < cnAf.
o o =0 j=1
In the same way we get
n—1 17 )
E[sup |05 (0 Un (1, )[] = Elsup | Y > Iij(u,0,0)[] < enAZ .
Ha 9 =0 j=1

Hence, for both ¢ = p and ¥ = o we can say it is supn \/% [supu o \819(8ZUU (1, 0)]] < ¢ < o0; that
implies the tightness of our sequence and so that \/7 SUp g <., |02, Un (60 + 0) — 92, Un(0)] goes to 0

in probability for ¢, that goes to 0.
To prove the convergence to 0 in probability of 1 o SUDjg <. |82U,, (00 + 0) — 82U, (6y)| for e, that goes

to 0 we act in the same way: we show that the sequence %83 n(0) is tight through the criterion
sup,, LE[sup,, , |9 (92U, (11,))]] < oo.

We observe that, computing the derivative with respect to 9 of 92U, (i, o), we obtain 17 terms analogous
to the case just studied, with the only difference that also the derlvatlves that were with respect to p are
now with respect to o. In particular, it is 9 (02U, (p, o)) = >y Z I j(0,0,9).

We still use Assumption Ad, the estimation on the derlvatlves of m and mo gathered in Propositions 8,
9 and 10 and the inequalities (40), (41) and (42) to prove that E[sup,, , |05 (95U, (k, 0)|] < co. Indeed, it
is

n—1 17
E[sup |9, (93 Un(p.0)] = Elsup | Y 0 > Lij(o.0,0)]| <c.
o o i=0 j=1

Moreover, since the order in which we compute the derivatives of the contrast function commute, we have

n—1 17 n—1 17 n—1

E[sup |0, (02U (11, o) E[sup | Z ZI” 0,0, 1) bup | Z ZI” w,0,0)|] < Z CA,%M».

a4 Mo i=0 j=1 9 =0 j=1 i=0
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We can therefore say that, for both ¢ = p and ¥ = o, it is sup,, +E[sup,, , [09(02Un (1, 0)[] < ¢ < o0
that implies the tightness.

We are now left to show that - SUp <., 107 Un (60 + 0) — 83Un(90)\ L0 for e, — 0. We still consider
the notation introduced in the first point for which 92U, (0) =: Z] S I7,(0) with 92U, () that is
as in (61) but both the derivatives are calculated with respect to p.

From Proposition 7 we already know that T% Z?Z_()l I:Z”j (0) are tight sequences for j € {1,3,4}; having

—28%m ,0,X¢. 20, m(p,0,X¢,)0,m ,0,X¢. .
w0 X)) nq 20umin Xt;)0uma(n t’), twice. We see that the
ma(p,0,Xt;) ma(p,0,Xt;)

assumptions required on g; , hold as a consequence of the estimation on the derivatives of m and my
gathered in Propositions 8 and 9 and the development Ad of ms.

We also show the tightness of the other terms proving that, for both ¥ = p and 9 = o,

sup,, 7- Elsup,, , | >, 619(1” 1"5 +I”6 —&—17”7) || < e. Indeed, using the estimation on the first derivatives
of m and mo gathered in Proposition 8 and the development Ad of ms it is

sup sup | Z 8

n

taken as g; (0, Xy,) respectively

Z An7,+Aiz — 7
=0

n—1
c
sup—n sup|za ial] <SuanZO(A"*i+An7i) <c
In the same way, using Assumptlon Ad, the estimation on the derivatives of m and mo gathered in
Propositions 8, 9 and 10 and the inequalities (40), (41) and (42) it follows

n—1
1 5 s
sup 7B suplza (15 + I + I ) < sup —— (A" 4+ A2 L A29) < o
no o n NAnp
— 2A2 1IAIAS A2
sup bup|26 115+I;16+1”)\]<5up € (AN L ANNENZ L ALNZ)
n n o nan

We have therefore proved that the sequence T 82 U, (0) is tight, which implies the convergence to zero in
probability of Tn SUP /<., 02U, (60 + 6) — o n( )| O

8.3.3 Proof of Theorem 2.
Proof. By (54) we get

1
(/0 [Cr (B + (0, — 05)) — Cp(00)]du + Cr(00))Sn = Ly (0o).

We find that the matrix .
/ [Coa(0 + (B — 09)) — Con(8)]dut + Co(6) (62)
0

converges in probability to the nonsingular matrix B. Hence, taking the limit on both sides after multi-

plying by the inverse of (62), we see by the continuous mapping theorem that S, 4B~ N(0,K~1).
The asymptotic normality of S, is therefore proved. O

8.4 Proof of Proposition 1

We observe that, having assumed Ad on 7y and as a consequence of the first point of A,, the developments
(10) and (31) keep holding true with m and mq instead of m and mso with the only difference that the
function r1(p,0,x) in the development of 7 contains also the rest function R(6, A}, x). Now it is
possible to prove on m and my every result stated in Section 8.1 following the proof we give with m
and meo replacing m and me, since the only tools we use are the here above discussed developments.
Moreover, the results stated in Section 8.2 hold true also on m and g for the third point of A,,.

The substantial difference between m and mo and their approximation is that we have defined m and
mz as in (5) and (6) on purpose to make L, (6p) a triangular array of martingale increments without
requiring any constraint on the rate at which the step discretization has to go to zero. Defining U, (1, 0)

the contrast function in which we have replaced m and ms with their approximation m and ms, we have
that L -
~ ——=0,U, 0,00
Euty) = | Ve
—=05Un(pt0, 00)
is no longer a triangular array of martingale increments regardless and so we have to provide an alternative

to Lemma 10, which is gathered in the following lemma.
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Lemma 13. Suppose that Assumptions A1-AS8, Ad, AStep and Ap hold, with 0 < k < ko, and that
\/ﬁAﬁl_l/g — 0 and /nAP2~t — 0 as n — oo. Then, as n — oo,

Ln(60) % L~ N(0,K"),

f 6abiajc7ruo) (dl') 0
where K' = R( 6’ 8 [ (% a(x %) )2 (dr) )
f]R a(x,00) ( Jf)

Proof. The result follows from a combination of Theorem 3.2 and Theorem 3.4 in [18] (c.f. also Section
A.2 in the Appendix of [33]). We get the lemma proven if, for a constant r > 0, the following convergences
hold.

We define ¢; and (; such that 8#(771(#0,00) =: Z?;OI Ci(00) and 0,0, (1o, 00) =: Z;ZOI Ci(6p). Then it
must be

n—1 n—1
= L EGE] S0 =S EG ) o (63)
™ =0 =0
T S ElCE) S [ s SR B0 (o)
™ i=0 ’ " i=0
L Ym0 5 s [ (P W SEETE) B0 (6
i=0 ’ i=0

\/7 Z ‘E Cz 90 Cz(QO)H (66)
=0

It is enough to follow the proof of (55), (56) and (57) with /m and s instead of m and ms to get (64),
(65) and (66).
We are left to show (63). We observe that, by the definition of m and the first point of A,, we have

|]Ei[(Xti+1 - m(ﬂoa 0'07Xti))<pAﬁyi (AIX)H = |Ei[(Xti+1 - m(,u07 UOath))(pAf”(AlX)]—i_

+Ei[(m(po, 00, Xt,) = m(po, 00, Xi))ppp (AiX)]] < R(00, AT, Xr,). (67)

In the same way, using also the definition of my and the estimation which assesses the quality of the
approximation of my through 7y, still in the first point of A,, we get

(Xti+1 - m(:L"O? 00, Xti))2
ma (o, 00, Xt,)

(Xti+1 — m(po, 00, Xti))z
mQ(/’LO,O—O; Xt7)
(th',+1 - m(,u()v 00, Xt,y))Q _ (Xt11+1 - m(ﬂ07 g0, Xti))2
’ﬁ’LQ(,LLO?O'O,Xti) mQ(,LL0,0'(),Xti)

1 1

T o i1 M 70'7X1»2 s (A X))+

ma(po, 00, X¢,)  ma(po, 00, X¢,) + (1o, 00, X4,)) ‘PAM( )]

(m(’uo’ 90, th) - Th(um 90, Xti))Q + 2(m(M03 00, th) - m(ﬂm 00, Xti))(Xti+1 - m(ﬂOa 00 th))
mQ(,Uo, O'OaXti)

Now, using also the development A, for mo and ms and the first and the third point of Lemma 3, the

absolute value of the equation here above is upper bounded by

E;[(1 -

Yo (BiX)] =

=E;[(1 -

)‘PAEM,(AZ’X)]"'

+E( Joas (AiX)] =

JE[(X:

=0+ (

+E| pas (AiX)].

R(00, A7 X1) + R(00, A1 7Y X)) + R(0o, A, X1,) = R(00, AL X, ). (68)

We compute hereafter the derivatives of U, with respect to y, obtaining

_Qaum(ﬂoa g0, Xti)
ma(pio, 00, Xy,)

]El[gl(eo)] = Ei[(XtiJrl - m(luo’OO’Xt'i))@Af,i(AiX)]l{\Xti\gA;’z}_'_ (69)

(Xti+1 — m(u()v g0, th))
m2(,u'07 go, th)

_i_auﬁlz(uo,Uthi)

~ E;[(1 -
mo (/»‘L()v go, th) [(

)@AB ,(A Xﬂl{\x <Ak

n,i
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As a consequence of the third point of A,, Proposition 8 still holds replacing the derivatives of m and
mg with the derivatives of m and mo. Therefore, using also Ad and the equations (67) and (68), we have

_ Aglﬂl—%)/\(Pz—%) n—1

/72“5 Cz 00 Z 00a nzaXt )JFR(G Ap?Alerl X )) —ZR(govleti)7
Tn i=0 =0 \/ﬁ i=0

— A _1
A%pl 2)A\(P2 2)—>Oforn—>oo, as we have

which converges to 0 in norm 1 and so in probability for \/n.
required.

To show Lemma 13 holds true we have to prove finally that f SR Gi(60)]] L 0for n — 00, recalling
that E; [Q(@O)] is defined as (69) but with the derivatives with respect to o which take now the place of

the derivatives with respect to . From Proposition 8, Ad and the equations (67) and (68), it follows

Apl/\(Pz—l) n—1

ZE [€i(60)] s—z (60, A2, X1,) + R(B0, A2, X)) < =———— > R(0,1,Xy,),
\F Vn = vnoo =

which converges to 0 in norm 1 and so in probability for \/EAZIA(’JTI) — 0 for n — oo, as we have
required.
We get L,,(0y) is asymptotically normal, as we wanted. O

After having replaced Lemma 10 with the Lemma 13 just showed, it is enough to follow the proof of
the asymptotic normality of the estimator 6,, given in Sections 8.1—-8.3 to get the asymptotic normality
of 6,.

A Appendix

In this section we prove all the technical results we have introduced, starting from the preliminary results
stated in Section 7.

A.1 Proof of limit theorems

We first show Proposition 5, observing that its last two points are the discretized version of the first point
of Lemma 2.

A.1.1 Proof of Proposition 5

Proof. The first two points have already been proved in Proposition 3 of [2].
We want to show that L S £(Xy,, ) converges in L? to [, f(z,0)m(dx).
Since Var(2 S0 £(X4,,0)) < 5 30 Z? o Cov(f(Xy,,0), f(Xy,,0)), we need to estimate the covari-
ance.
We know that, under our assumptions, the process X is 8- mixing with exponential decay (see [27]) that
is 3y > 0 such that Bx (k) = O(e™*); with Bx (k) as defined in Section 1.3.2 of [10]. If a process is -
mixing, then it is also a-mixing and so the following estimation holds (see Theorem 3 in Section 1.2.2 of
[10])
1
|CO’U(Xti’th)‘ <c ||Xt'i ||p Hth ||q ar (Xtm th)

with p, ¢ and r such that %—i— % +1 = 1. Using that a(Xy,, Xt,) < Bx ([ti—t;]) = O(e~"1%~41), in our case
the inequality here above becomes |Cov(f(Xy,,0), f(Xy,,0))] < ce=+1ti~t1 where we have also used the
polynomial growth of f and the third point of Lemma 2 to include the two norms in the constant c.

We introduce a partition of (0, 75, based on the sets Ay, := (kZ=, (k+1)Z=], for which (0, T,,] = UpZ} Ay.
Now each point ¢; in (0,7),] can be seen as ty j, where k identifies the particular set Ay to which the
point belongs while, defining M}, as |Ax|, h is a number in {1,..., M}} which enumerates the points in
each set. It follows

n—1n—1 n—1 n—1 Mg, Mg, ; —1 n—1 Mg, My,
< E E e—%’v\fw‘,—tjl < < E E E E e—%’v\tkl,hl—tkz,hz\ < E E E E e—*’Ylkl—kz\T"
n? — n? -

=0 j=0 k1=0ko=0h1=1 ho=1 1=0k2=0h1=1 ho=1

where the last inequality is a consequence of the following estimation: for each ki, ks € {0,...,n — 1} it

is |tk1,h1 _tkz,h2| > |k1 - kz‘% - %

Now we observe that the exponent does not depend on h anymore, hence the last term here above can
71 n 1 _1 _ T
be upper bounded by €5 Zkl o 222 o My, My, e w1ki—kel =2
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Moreover, remarking that the length of each interval Ay is L=, it is easy to show that we can always
Z?z_ol Ap i <nd, and so M <

upper bound M; with T AA’T ,
bounded by a constant 61
1Tn LN

Furthermore, still using that 7,, < nA,,, we have er = < er=n < ¢ because, by our hypothesis, A, 40

goes to 0 for n — oco. To conclude, we have to show that -5 Zk o 22:10 —*’Y|k1 k2l 5 5 0 for n — oo.
We define j := k1 — ko and we apply a change of varlable getting
n—1 n—1 c n—1 - c n—1 c c
—tylki—ka| T2 o © =il i < £ =713l Amin -
I I D S D M e e
ki1 =0 ko =0 j=—(n—1) j=—(n—1) n er n
that goes to 0 for n that goes to co. We therefore get |2 > 7" 01 (X, 0) — [ f( 7(dx)| Lo

In order to show the third point we observe that

n—1 n—1

1 n—l
|n2f(Xt1a )1{|X |<Ank} /fl‘ 9 dx ‘ < |7Zthm 1{‘)( <Az k} ;f(Xtia0)+

=0

1 n—1
H 216000 [ sl op(an)

We have already proved that the second goes to 0 in probability, while the first is

|1 Z?;ol f(Xti,9)1{|X,,_ >a7%) |, that converges to 0 in L' as a consequence of the polynomial growth of
f and the third point of Lemma 2 and so in probability.

We act in the same way in order to show the fourth point, observing that, by the definition of ¢, it is

n—1 n—1
1 c
|ﬁ Z% f(Xtm0)1{|Xti|§A;)’j}(<pAi’i(AXi) —-1)| < -~ ; |f(Xt“9)\1{\Xti\ga;§;}1{|x >af ) (70)

We observe that, since AX{ = AX; — AX/, if |[AX;| > A,

B
n

—5++. Hence

E[1 8 =[E[l 8 + E[1 8 <
Hiaxizag } = {lei|>A£,7-,,|AX{|<AZ*"}] | {AXi|>A§,wAX{7>Ag’i}]

and |AX;

|AX¢| must be

i

more than

AL AP E[|AXE|" gy
B(IAXE] > —)+B(AX]] > Z4) <c “ABT” R(8, Ay Xi,) < RO, A2 X0) = R(0, A, X1,).

(71)
On the first probablhty here above we have used Tchebychev inequality and the fourth point of Lemma

1, for |[AX/| > A the fact that the intensity of jumps is finite and therefore the probability to have at

n,i

least one jump blgger than AQ‘ can be computed and it is of order A,,. Moreover, by the arbitrariness
1_ T . o .

of r > 1, we get that R(0, Agfz A , X¢,) is negligible compared to R(0, A, ;, X¢,).

From Holder inequality, the polynomial growth of f, the third point of Lemma 2 and (71) it follows

that the right hand side of (70) goes to 0 in norm 1 and so in probability. The proposition is therefore

proved. O

We now prove Proposition 6, that is a consequence of Lemma 3.

A.1.2 Proof of Proposition 6

Proof. In order to show that the first convergence holds, we define
st = T%f(th 0) (X, —m(p, 0, Xe,))? (pAff/,,;(Xtiﬂ - Xti)l{leiISA;,’i}' From Lemma 9 in [14], if we
show that

n—1 n—1
S Eifsr] B / f(@,0)a2 (@, 00)n(dz) and 3 Ey{(s7)] = 0,
i=0 R i=0
then the proposition is proved. We observe that (23) yields
n—1 1 n—1 n—1
Z;Ei[s?] =7 Zo Amf(Xtm9)(12(Xt“00)1{|Xti|§A;§} + Z A f(Xe,,0)R(00, AL, Xy).
1= 1=
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The first term here above converges in probability to [, f(z,0)a*(x,00)m(dz) as a consequence of the
first point of Proposition 5, while the second is upper bounded by

Aﬁ% Z?:_Ol f(Xe,,0)R(00,1, X;,), which converges to zero in norm 1 (and so in probability) by the poly-
nomial growth of both R and f and the third point of Lemma 2. Moreover, using (24) and the fact that
T% = O(ﬁ)7 we have

n—1 n—1

Zua DS e (X PRI A2, X0) < 5 3 P(0Xe 6)R(60. 1, Xe),
=0

which goes to zero in norm 1 and so in probability for n — oo as a consequence of the polynomial

growth of both R and f and the third point of Lemma 2. The first point is therefore proved. In order

to show the second point of Proposition 6 is enough to act on the sequence 35} := 1 f(i(; 16) (Xt,y —

m(p, o, X,))? N _(tirl th)1{|x <Ak} exactly like we have just did here above, with the only
difference that the third point of Prop051t10n 5 has to be applied instead of the first one. O

A.1.3 Proof of Lemma 3

Proof. Replacing m(u, o, X¢;) with its development (31) and using the dynamic (3) of X we have

tit1 tit1 tit1
X —m(p,0,Xy,) = / b(XS,uo)ds+/ a(XS,UQ)dWS—i—/ /RZ’y(Xsf Va(ds,dz)+R(0, A, ;, Xy,) =
t t ti

tig1
=: / a,(Xs,O'O)dWS +Bi,n- (72)
t

i

In order to prove (23) we start considering

tit1
Ei[(Xti+1 - m(M»@ Xti))chAB ,(th'+1 - th)] = El[(/ a(X8700)dW5)2<pAﬁ ,(Xti+1 - th)]+
n,i ‘ n,i

i

tit1
+Ei[(Bi,n)2@Af’ _(Xt'i+1 - th)] + 2E1[Bl7"(/ CL(XS, O-())C”/V‘S')QDA[f ,(Xti+1 - Xt'i)]'
n,i P n,i

7

Now the first term on the right hand side here above is

B[ X odWHl Bl (X o)W eny (Xii, = Xe) = 1)] =

i i

tri+1 ti+1
= B (X ) 4B [ [0%(Xa,00) =0 (X o)A 0l 00)dW) (g (Xi = Xe) 1)
t t "

Moreover,

Bl [ 6(Xeon) — @ Kionlds] + Bl a(Xeo0)dWo exg (Xi = Xi) = ]| <

i i

titv1 tit1
< [ BdRad oK ool|X. — Xllds + B oK )W E L gy ()
where X, € (X, X¢,) and we have used Holder inequality and the definition of ¢, that is equal to 1 for
AX;| <A,

Using Cauchy-Schwartz inequality and the second point of Lemma 1 on the first term of (74) and
Burkholder-Davis-Gundy inequality and (71) on the second we have that the right hand side is upper
bounded by

tit1
[ RO AL X0 )ds 4 R0, B Xu)Rl60, AL Xe) < RO, AL Xi) + Blf, A3, X))
ti
where we have taken ¢ next to 1.
Replacing in (73) we get
tit1
El[(/ a(st O—O)dWS)z(pAﬁ _(Xt11+1 - Xt7)] = An i@ (Xt 700) + R(007 An Pl ) (75)
t; n,i
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Now we evaluate the contribution of (B )%

tit1
Ei[(Bi,n)QQOA[’ _(Xti+1 - th)] < CEZ[(/ b(XSa MO)dS)QQOAﬁ _(Xt7:+1 - th)]+
n,i ‘ n,i

i

i1 tit1
+cE;[( / / zfi(ds, dz))*p Pas (X — X)) + R(0, Afu, ) < Ay Ei[bQ(Xs,u)]ds—F
"
+R(00, AP Xy,) = R(00, A2, X1,) + R(00, ALY, Xy,) = R(00, AL, X4), (76)

where we have used Jensen inequality, Lemma 5 and the fact that R(f, A} ;, X;,) is always negligible
compared to R(6y, Aiﬁw,Xti) since 2 > 1+ 24.

We observe that (75) still holds with 1 instead of ¢ (see (73) ). Using it, Cauchy-Schwartz inequality and
(76) it follows

tit1 tit1
BilBin( [ a(Xe00)dW)gy (Koo =X SB[ al(Xesou)dW 2B ((Bin) P (e = X0)] <
t n,i t n,i

< R(00, Anis X0,) 2 R(00, ALE?, X,,)% = R(60, ALY,
From (72), (75) - (77) it follows (23).

7 X)), (77)

’n.l’

Concerning (24), we have

B[ a(Xeo)aW) oy (AX)] =Bl a(Xua)dW) B alXao0)dW) (e (AX)-1L

(78)
Using Holder inequality and the definition of ¢ we have that the second term here above is upper bounded
by

X)),
(79)

’I’LZ’

Ed(/t”la(Xs,ao)dWs)ﬂ (AX] > A% ) < R(0y, A2 ;) X0 )R(00, AL, X,.) = (6o, A

i

where we have used BDG inequality, (71) and we have taken ¢ next to 1. Moreover,

Es|( /t " (X, 00)dWL )] = Ei( /t (X, 00) AW ( /t M a(X, 00)—a(Xa,, 00)dWL) 1+ (80)

i i i

i

+§: C) Ei[(/titi+l a(Xy;,00)dW; ) ( /t o [a(Xs, 00) — a(Xe,, 00)]dWs) 4.

Since the expected value of the fourth moment of the gaussian law is known we have

tit1
Ei[( / a(Xy,00)dW,)") = 32 ' (X, 00). (81)
t

i

On the second term of the right hand side of (80) we use again BDG inequality to get

Ei[( / T a(Xa 00) — (X, 00)ldWa)Y] < B / " a(X, 00) — a(Xs,, 00)]2ds)?] <

tiy1 tit1
< Qi |0pall % Bl Xy — X, [*]ds < cAy |5 — ;| (L4 | X, [*)ds < R(00. A 5, Xo,),  (82)
i ti
where we have also used Jensen inequality and the second point of Lemma 1.
Concerning the last term in the right hand side of (80), from Holder inequality it is upper bounded by

)3 (4> Ei( / " X o)W PR / [a(Xs, 00) — a(Xy,, 00)JdW,) =972 72

j=1 i i
Now we take p; = 7. and so py = . Therefore, using also (81) and (82), the expression here above is
/4 tita ; fit 4qizi
S (et ooy Bt 00) - X o) F <
j=1 ti t;
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3 3 )
Z ( ) 907 nzﬂXt )%R(QOaAn 27 Z < ) 607 n,i aXt ) R(907An KA )7 (83)

since when j = 1 and j = 2 we get terms that are negligible if compared to R(6, A;‘L 0 Xt
Replacing (79), (81) - (83) in (78) it follows

tit1
]Ei[(/ a(Xs,00)dWs) o0 (AXy)] = 3A7 a*(Xy,,00) + R(eoyAn o Xt,)- (84)
) g,

i

We now study the contribution of B; ,,. First,

BB lon, (AXO) < Bl [ BXew)ds) oy (AXDI+

i

i1 tita
v ([ [ 206 s de) oag (AX0+ RO.8 X0) < d, [T R L plds
t; et t;
R(00, 057, X4,) = R(60, A%, X¢,) + R(00, A5 Xy,) = R(00, AT X4,), (85)

where we have used Jensen inequality, Lemma 5 and the fact that R(fy, A% ,, X;,) is always negligible

n, i)
compared to R(6y, A;‘;‘lﬂ, X;,) since 4 > 1+ 40.
Using (72) we have that

Bi(X =m0, X)) g (AXD] = Bl( [ alXescn)aWe) g (AXDIHE(B) sy, (AX0)+
’ (86)

3 4 tita 4 -
+]§ (j)El[(/t (L(X57 UO)dWS)] (B,L,n) J|<10Af“(AX7,)|]

i

On the last term here above we act like we did in (77), using holder inequality and taking p; = %. It
follows, using also (80), (81), (82), (83) and (85), that it is upper bounded by

3 3
4 i 4—j 4 Ji(1—
3 (;) R(00, A% ;, X, ) R(60, AL X, )7 =Y (J) R0, AT ., (87)

j=1 j=1
Since we have chosen 8 > 2, the terms in which j = 1,2 are negligible compared to the one in which

j = 3 and so we get R(fy, A4+B Xt,). From (84)- (87) it follows (24).

n,t ?

In order to show (25) we start considering B; ,:

n,i

tiy1 tit1
Ei[Bing® s (AX)]| < R(Bo, Ans, Xo,) + | / b(X, w)ds]] + B / / (X, Yiilds, d2)]] <
t; ti R

t71+1 t'i+1
< R0, A iy X1,) + cE| / (X, )| ds] + cEi| / ( / |2 F(2)d2)(Xoo)lds] < R(Bo, A i, Xe,),
t t; R

(83)
having used the definition of B;,, given in (72), the boundedness of ¢*, the polynomial growth of both b
and - and the third point of Lemma 1.
Moreover,

IEi[( / oK 00) AW, (AX)]] = [ / " (X 00) AW HE( / AKX, 00)dW) (P (AX)-1)]| <

. . . n,i
i i i

< R(907 An i) )E1[1{|AX,|ZA£1}]E (00’ An i ’Xt )7 (89)

where we have used (71) and taken ¢ next to 1. From the inequality here above and (88) it follows (25).

Concerning (26); we have

Eil| Xr,y —m(p, 0, X0 )[Flops (AX; )] < Bl I/ a(Xs, 00)dW|"|p 5 (AX; ¥ 14 | Bi o loas (AX; )] <

R(00, A2 X,,) + R0, AL X)) = R, 05207 x,),

n’L7

X,) + R(6p, AL

n,i’
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where we have used on the first term here above the fact that ¢ is bounded and BDG inequality while
on the second we have acted like we did in (76) or (85), with ¢ that this time is equal to k.

We now want to show the fifth and last point of the lemma. Using (72) we have

tiy1
( ) / a(X,, 00)dW,) B,
t;

Mw

(Xti+1 - m(,uO7 go, Xt
7=0

Therefore

Ei[(Xti+1 - m(,u(), 00, th,))g@]gﬁ (AXl)] =

n.,i

-

Il
o

3 tit1 ) o
( J.)Ei[( [ e oaw B, (ax0)
J ti me

We observe that, for j = 3, it is

Edl( / T (X 00)dWL) s (AX)] = Ei( / " (X 00) W) E / T (X 00)dWL)P (68 (AX)—1)] <

tit1 tit1

<[ X on)dWa)?] 4 B[ fa(Xes00) — alXe )WL) + (B0 AT X,

ti ti

We remark that the first term here above is centered while on the second we can act like we did on (82)
(still with an exponent that is 3 instead of 4), obtaining

Ei[(/t Lﬁ[a(Xs,Uo) = a(Xy;, 00)]dW,)°] < R((’Ovﬁma )

i

For j = 0, instead, we get a term on which we act like we did in (76) or (85), with ¢ that this time is

i)

equal to 3 and so we can upper bound it with R(fy,
For j =1 and j = 2 we use Holder inequality, getting

tit1 tit1 o 1
B[ a(Xo)aW P BLIe, AXD SB[ a(Xao)aW EEBE G (AX)]) <

i

i

K’

tit1 J _i
SE([ T a(Xeoo)d W BB AT (AX = R0, ALE X0 R0, ALYV, X )
t

. n,i
i

_R(907 1+3ﬁ+](5 B) Xt,i)-

Now, since 5 > i > % the term we get for j = 1 is negligible compared to the one we get for j = 2,
which is R(6y, A3 1P x

ni »Xt;). In conclusion we have

i

Ei((Xr,, — m(po, 00, X0,))*% s (AX0)] = R(00, A2, X0,) + R(60, AT X, )+

FR(60, A3 X, ) = R(60, 0317 X,),

n,g n,g

since we can always find an ¢ > 0 for Wthh 2—e>1438> % + . The result follows. O

A.1.4 Proof of Lemma 4

Proof. We first of all observe that, for all £ > 1, |<,0'Aﬂ (X? = X{)|"is different from 0 only if | X7

tit1 tip1
X{ e [Ai “2Aﬂ ;]. Recalling that from its definition (72) ft (X, ) ds—l—ftl+1 Jg 27 (Xs-)iu(ds, dz)+
R(0, A, th) it follows
0 / 0 o) o
BIIXY,, — min o, X Pl (X0, — X0 < [ / DAV s st sty

90)

n,i?

. |P
+C]E[|B17n| 1{|Xf,;+1—Xf7¢‘E[AB QAB ]}}

On the first term here above we use Holder inequality, (50) and (71), remarking that {|X - X/ e (AP 2AB ]}

tit1 n,i’

{|Xt0i+1 — Xfi| > Afl} We get it is upper bounded by

i+l EN EN J
|/ o)dW,|PP1] Pl {|X VIFICIIN. ]}}P < R(0 Anz’ 1) R0, Ay, 5, Xy, ) P2 :R(G,Aﬁj Xt ),
tit1

n,i’ n,i
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for all € > 0. In the last inequality we have taken p; big and ps next to 1.

We now study the second term of (90). From the definition of B;,, given here above, Holder inequality,

the polynomial growth of b and still (71) we get that the second term of (90) is upper bounded by
pt+l—e J

R(aaAn,i , Xi,) + E[|AX; |p1{\xtei+17Xfi|e[Aﬁyi,2A§1i]}]~

We now recall that AX¢ = (X[ — X/ ) —AX/ and so when X/ —X/|< 2A0 ; and |AXY| > 4A)

then |[AX?| must be more than 2A5 Hence

J|p J
EflAX;T 1{\xt RS AN TN, ]} <E[AX; |p1{|x, L XU lelal 2af \AX’|>4A§M}]+
L
+EIAXTT 1{\Xt - XE el 207 LIAX] |<4nf .}] < B[ AX] [P ]PTP(AXE| > 245 )55 +
+eADPP(IXE | — XP € [AD 200 ] IAX]| <4Al ) < (91)
G-8)r
< R(O,AZ, X, )RO,A, 77 X,)+R(0, AL X,) = RO, A% X, )+ R0, A7 X, ) = R(0, A X,.),

where we have used Kunita inequality (for pp; > 2, that holds since we take p; big and ps next to 1),
Tchebyschev inequality as we did in (71) on the first term and still (71) on the second. Moreover we have
used that, by the arbitrariness of r > 0, we can always find r and € such that (% —B)r—e> 1+ fp. The
result follows. O

A.1.5 Proof of Lemma 5

Proof. The case ¢ > 2 has already been proved in Lemma 10 of [2] so, we are going to focus on the case

q € [1,2).
For all n € N and i € N we define the set on which all the jumps of L on the interval (¢;,¢;41] are small:
» a7,
N,rzL = |AL5‘ < —: Vse€ (ti7ti+1] .
TYmin

We split the jumps on N; , and its complementary, getting
Ez‘HAXi]@Ag (Xt = X))z ]+ ]Ez‘HAX{]@Ag (X

— X)) (92)

We now observe that, by the definition of N, the first term here above is upper bounded by

i+1
\/ / >dsdz|Q+|/ / , X 41

From our assumptions on the jump density the second term here above is upper bounded by a R(6, A?
function while on the first one we use Lemma 2.1.5 of [21]. We can therefore upper bound it with

i+l i+l

th‘)

77427

i+1
/ / wor [T (X [7(ds, d2)] < RO, AL, X,

7’Y

having used again that f(ds,dz) = (dz)ds and Assumption 4 on F'. It follows
E(lAXY pns (AX:)|1n;] < R(O, AL, Xe) + R(0, 0,577, X,,) = R(0, A%, 1, X, ).

n,t?

Regarding the second term of (92), we have that |[AX/| < |AX;| + |AX{| and, as we have already
remarked several times, by the definition of ¢ it is different from zero only if |AX;|? < CAE?Z.. It follows

Eil|AX|"ons (AX:)|Ungye] < eAJIP(N)7) < R(6, A7, X,),

where the last inequality is a consequence of the following:

) tit1
]P)Z((N:L)c) = ]P)Z(HS € (ti,ti+1} ‘AL ‘ > < C/ /A[ﬂ dZdS < CAnz
’szn t; d

Tmin

In the same way
B AX| 000 (AX0)[T(ngc] < AZE AL (141X, [) = RO, 4,52, X0,).

Putting all pieces together we have

E{|AXY |*lpnn (AXi)|7] < R(0, A7, Xe,),

that is the result we wanted remarking that, for ¢ € [1,2), 1+ 8¢ > ¢ and so A} ; = Afl’Ai(H’BQ). O
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A.1.6 Proof of Proposition 7

Proof. We want to prove the tightness of the sequence S,,(#). Since the sum of tight sequences is still tight,
we show the tightness of the sequence S,1(6) and S,2(6) which are such that S, (0) = Sn1(0) + Sn2(0):

n—1
1
Snl(e) = Ti Z(Xti+1 - m(/J‘O?UOvXti))QpAﬁ ,(th‘+1 - Xti)gi,n(eﬂXti) and
n 0 )%
1 n—1
Sn2(0) = Ti Z(m(:u()ra(h Xti) - m(:u70'7 Xti))wA? v(XtH»l - Xt'i)giﬂ'b(e?Xti)'
" =0

We prove that S,1(6) is tight using Kolmogorov criterion, we therefore want to show that inequalities
analogous to (46) and (47) hold. Starting with the proof of (47) we have that, using Burkholder and
Jensen inequality,

en®-1 2
EHSnl(el)_Snl(eQ”m] < W ; E[|(Xti+1 —m(uo, oo, th))‘m‘gozi,l (Xti+1 —Xti)

™

gi,n (917 Xti)_gi,n(927 th)

(93)
We observe that, using finite-increments theorem and the assumption on the derivatives of g; , with
respect to the parameters, it is

|gi,n(913Xt71) - gi,n(027Xti)|m S ‘R(aa 15 Xt7)

"ur = p2|™ + R0, 1, X)) o1 — oo™ (94)

where actually the function R is computed in a point 6 := (f1,5), with i € (u1, p2) and 6 € (o1, 02) but,
since the property (8) of R is uniform in 6, we have chosen to write it simply as R(6,1, X;,). Replacing
(94) in (93) and using the fourth point of Lemma 3 it follows

cn%fl mA(14m c OAN(14+mpB—2

E[|Sn1(61)—Sn1(82)™] <~ nAZ T (g — oy s < e AT TR (o — | ™),
(nAy) (nAy)2

with ﬁAgMHmB*%) < ¢ because nA,, is lower bounded by a constant and we can always find an

m > 2 for which 1 +mg — % > 0 since 8 € (%, %) Hence, (47) is proved.

Acting exactly in the same way but using this time the control on g;,, instead of on its derivatives we
have also an estimation for S,,; analogous to (46); the tightness of S,,; follows.
Concerning 5,2 we observe that, for ¥ = y and ¥ = o, it is

199S2(0)] < cloym(p, 0. X,)

|gi,n(97 th)

‘8ﬁgi,n(0v Xti)

+ C|m(/~"07 g0, Xti) - m(:uv g, Xti)

From the controls we have assumed on g; ,, and its derivatives, the finite-increments theorem and the first
and the second point of Proposition 8 we have |09Sn2(0)| < R(6, Ay i, X¢,). Therefore for both ¥ = u
and ¥ = o, using also that % = O(ﬁ), we get

n—1
sup E[sup |0y Sn2(0)|] < sup Ti Z Elsup |R(0, A iy Xt,)] < c.
n Mo n n i=0 M,o

The tightness of Sy,2 (and therefore of S,,) follows.

A.2 Proof of derivatives of m and ms

In order to prove the developments and the bounds on the derivatives of m and ms, the following lemmas
will be useful. We point out that X¢ is X" and so the process starts in 0: X0* = z.

Lemma 14. Suppose that Assumptions from 1 to 4 and A7 hold. Then, ¥p > 2 d¢ > 0: Vh < A, V& we

have , .
9,x0 2 x0
EH%\”] < (14 |9, E[I%Ip] < (14 |x]), (95)
Do X" 92, X"
E[ITJIP] < (14 [z]9), E[I‘;liflp] < (1 4+ |z]9), (96)
92 x 0
E[I"Thlp} < (1 + |x[%), (97)
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PBXT »PBX

Ef| th 7] < e(1 + [2[%), [I“TI J <e(d+ 2] (98)
Hag“;g)TP] <1+ |2[%), [Ia’i";gxp] <+ |2[%), (99)

Proof. Lemma 14.
Inequalities (95) have already been proved in Lemma 9 of [2]. To show the first inequality of (96), we
observe that the dynamic of the process 9, X% is known (cf. [7], section 5):

h h h
Dp X7 = / Dub(p, X0%)0, X% ds+ / (9pa(o, X0)0, X0% +0,a(0, XI%))dW,+ / / 8y (X080, X0 2u(dz, ds).
0 0 0 R

(100)
From now on, we will drop the dependence of the starting point in order to make the notation easier.
Taking the L? norm of (100) we get it is upper bounded by the sum of three terms. On the first one we
use Jensen inequality and the fact that the derivatives of b with rapport to = are supposed bounded to
obtain

h h h
E| / (Dab(s, X2)0, X0ds|P] < hr~) / E[|0,b(1, X7) |0, X°|P)ds < ch?? / E[|0,X’|P)ds.  (101)
0 0 0

Let us now consider the stochastic integral. Using Burkholder-Davis-Gundy inequality we have

h h
E| / (Bea(o, X)0, X + Dpalo, X?))dW, 7] < cE]| / (Bpa(o, X0))2(0,X0)?ds| ]+
0 0

h h h
+cIE[|/ (0,a(o, X?))2ds|3] gch%—l/ E[|8aXf|p]ds+ch§_1/ E[(14|X?)ds < (102)
0 0 0

h
= Ch%fl/ E[|0,X{|?]ds + ch® (1 + [2[°),
0

where we have used Jensen inequality, the fact that, by A7, the derivatives of a with rapport to = are
supposed bounded and those with rapport to ¢ have polynomial growth and the second point of Lemma
1.

We now consider the third term on the right hand side of (100), it can be estimated using Kunita
inequality (cf. the Appendix of [21]):

h h
EH/O /R8ﬂ(X§—)8,,X§zﬂ(dz,ds)|p] gcJE[/O /R|aﬂ(xg,)aaxg|p|z‘pﬂ(dz7dS)H
h » h
+CEH/O /R(az’V(Xg—)aan) f(dz,ds)|z] < /0 E[| 0,7 (X7 )[P|0, X7 |7] /|Z|pF (2)d=)ds+

+Bl| [ @(X1)0, XD [ 2P(pdpaslf] < c [ B0 X0+ B / (0, X0)ds]%],

where in the last two inequalities we have just used the definition of the compensated measure fi,the
third point of Assumption 4 and the fact that the derivatives of « are supposed bounded. By the Jensen
inequality we get

h
4 p c 5= o1P)ds.
|/ /8ﬂ )0, X zfi(dz,ds)|P] < ec(l+h )/ E[|0, X |P]d (103)

0

From (101), (102) and (103), it follows
h b
E[|0,XfP) < c(RP~' + hE 71 4 )/ E[|0, X [P]ds + ch’ (1 + |z[°).
0

Gronwall Lemma gives us
P p— %—1
E[|0, XJ[P] < ch¥ (1 4 |z[)ec" #2741

we therefore obtain the first inequality in (96). Concerning the second, we observe we can deduce the
dynamic of the process 0,,, X? from (100). It is

h h
3ZUX3=/ (3§b(u,Xf)aaX§3uX(f+3ﬁxb(u,Xf)ﬁaXfﬂL@xb(u,Xf)agqu)d8+/ (92a(0, X)0, X0, X+
0

0
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+02,a(0, X°)0, X0 + 0,a(0, X0)02, X0)dW, +/ / 2(X° )0, X0, X0 + Oy (X0 )02, X9 2fi(ds, d=)

On the p-norm of the first integral we use Jensen inequality, the fact that the derivatives with respect
to x are bounded and the estimation we have already proved on the LP norm of the derivatives of our
process with respect to p and 0. We get it is upper bounded by

h . h
v /O (ElJ0, X080, X° |+ E[|0, X° [P+ E[|02, X°|P))ds < e(h3P+h3P) (14 |z|7)+ch?~! /0 E[|02, X?|P]ds,
having also used Holder inequality. Acting in the same way on the stochastic integral we get it is upper
bounded by
h
e (hE7 + 1)1+ [ol") + [ (02, X1 las
while we upper bound the third term in the dynamic of 92 1 X % acting as we did in order to show (103),
with , N
ch 3P (1 4 |2[¢) + c/o E[|02,X?|P]ds + ch® (1 + |z|°) +ch%’1/0 E[|02,X?|P]ds

In total we have, not considering the negligible terms,
3 2 h
E[02,X1P] < ch?P(1+ |2|°) + c(h?~' + A2~ + 1)/ E[92,X¢|P)ds
0

From Gronwall Lemma it follows the second inequality of (96), as we wanted.
We are left to show (97). Again, the dynamic of 92X? is known:

h h
2X} = / (02611, X2) (05 X7)? + 0ub(11, X2)02X0)ds + / (02a(o, XI)(0.X0)? + 202 ,a(0, X2)0, X+
0 0

h
+0a(0, X902 X! + 02a(0, X7))dW, + / / 2y( X ) (0, X2)2 + 0,y(X-)02X ) 2ji(ds, dz).  (104)

Acting exactly like we did for the estimation of the p-moments of the processes d, X% and 02 uX 9 we get
3 p h
E[|02X8[P] < e(1 + |2[¢)(h?P + h2P 4+ hP + h% 4+ hPTY) 4 e(hP~! 4 hE 4 )/ E[|02X%P)ds. (105)
0

Using Gronwall Lemma and remarking that the other terms are negligible compared to ch? (1+|z|°), we
obtain the result wanted.

Concerning the third derivatives, it is easy to see that, writing the dynamics of 92X 2, 82)(2, af;w
and GWUX 2 the principal terms are such that their order are, respectively, h%, h and twice h3. Actmg

exactly like before, (98) and (99) follow. O
We are left to show one last proposition, before showing Propositions 8, 9 and 10:

Proposition 11. Suppose that Assumptions 1 to 4 hold. Moreover suppose that (Zy,)y is a family of
random variables such that E[|Z,|P|X§ = z] < c¢(1+ |z|°). Then Vk > 1 Ve > 0, we have

sup B[ Zullgys (X7 — 2)|| X§ = 2] = R(0, ', ).
he0,A,]

We have used @EL]Z) (y) in order to denote the k-th derivative cp(k)(h%).

Proof. Proposition 11.
Once again, |g0(k)(X9 — )| is different from 0 only if | X! — x| € [R?,2hP]. We can therefore use Holder
inequality (w1th p big and ¢ next to 1) and (71) to get, Vh € [0, A,],

k 1 1 1 e
E[|Zull¢ys (X7—2)||X§ = o] < B[ Z4PIXS = @] ElLf o _pieqns znoy 1 X0 = a]8 < R(6, h,2)7 = R(0,h' ).

[
O
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A.2.1 Proof of Proposition 8

Proof. The first point has already been showed in Proposition 8 of [2], we start proving the second. Since
by the homogeneity of the equation m and ms depend only on the difference ¢;11 — t; we can consider
WLOG Vh < A,

E[XJons (X}, — XOIXG = 2] _ E[X[pps (X} — 2)]
Elpns (X7, — X0)IXE = 2] Elpns (X, — )]

m(p, o, x) = (106)

Hence,

E[(9,XR)¢ens (Xp — 2)] + ELXPh P (0, X7) 4}, (X}, — )]

E[h" (9 Xp) s (Xf — 2)]

—m(p,o,x)

Oym(p,o,x) =

E[pns (X,‘i — )] Elpps (XS — )]

0
On the numerator of the second and third term we use Proposition 11 taking as Zj,, respectively, X,f %
2

and 3‘;—);2. We get, remarking moreover that from (31) m(u, o, x) is R(,1,z) and from Theorem 1 in [2]
2

also the denominator is lower bounded for |z| < |h|~¥,
|0sm (1, 0,2)| < R(0,1,2)|E[(9s Xf)pna (X — 2)]| + R(O, h5 P~ ). (107)

To estimate |E[(9, X{)pns (X — x)]| we replace the dynamic (100) of 9, X7. On the first integral we use
Holder inequality and (101) to get

h h 5 5
B (0:b(X2, )0 X0 dsgs (X7 — )] < (e~ [ BY0, XD < et 1+ [al") = R(6. 1),
0 0

where in the last inequality we have also used the first inequality of (96). On foh 0:a(X9% 0)0, XI=dW,
we use again Holder inequality, (102) (considering only the estimation on its first term) and the first
inequality of (96) to obtain

h
B[ / D02a(X0, )0y X0 dW,ops (X0 — 2)]| < R(0, h, 2).
0

Concerning |E[f0h 0sa(X8%, 0)dWsipps (XE — x)]|, we act on it like we did in (89), with J,a instead of a.

We therefore get |E[f0h 05a(X9%, 0)dWsipps (XP — z)]| < R(6,h,z). To conclude the proof of this point
we use on the jump part Holder inequality, (103) and the first inequality of (96). We get

h h
IE| / / 0y (X0 )0y X0 2ji(dz, ds)pns (X — 2)]] < (c(1+hE1) / E[|0, X?Plds)s < R0, RGHM 2,
0 R 0

We can take p = 2, finding |E[(05X])¢ns (X? — 2)]| = R(0,h,x). Replacing it in (107) and observing
that % — [ is always more than 1, it follows the second point of Proposition 8.

In order to prove the third and the fourth point we first of all need to compute the derivative of my with
respect to both the parameters. We can just write

]E[(Xg - m(:u7 a, l’))(aﬁXg - aﬂm(“? g, x))‘ﬂhﬁ (XieL - 1‘)]
Elpns (X}, — )]

E[(X], —m(p,0,2))*h~" (0 X}}) ¢}, (X}, — )] E[(09X7) ¢, (X, — 2)]
Elpns (X7 — o)) Elpns (X7 — )]
We are going to show that, considering the derivatives with respect to both p and o, Iy ¢ and I3 are
negligible compared to I; g. In order to prove it we use Theorem 1 of [2] on the denominator of I
and I3 g, while on the numerator of I g we use Holder inequality, (95) if we consider the derivative with
respect to p or the first equation of (96) if we consider the derivative with respect to o and Lemma 4.

On the numerator of I3y we use Proposition 11 and we remind that, as a consequence of Ad, ms is a
R(0, h, ) function. It follows

Ayma(u,o,x) =2 +

+ —ma(p, 0, z)h ™" =: I g+120+130.

o, + I3 < R(O,A*TP7C 2) + R(, 3P~ x) = R(0,h*TP~¢ x); (108)

I + Iso| < R(0,h2P~¢ 2) + R(0,h> P~ 2) = R(,h3 1P~ z). (109)

Concerning I g, its numerator is

2E[(X) —m(p,0,2))0p X} pps (X}, — 2)] — 209m(, 0, 2))E[(X] — m(p, 0,2))pps (X — 2)] = [ + 17 5.
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From the first two points we have already proved of Proposition 8 and the third point of Lemma 3 we get
|If,2| S R(97h275€), |If,2| S R(07h27x)' (110)
Now we consider Iﬁl and we act differently depending on if we are dealing with the derivative with

rapport to p or those with rapport to o. We start studying I7,. Using a notation analogous to the one
used in the proof of Lemma 3, we set

h
X! —m(p,0,z) = / a(X? 0)dW, + By,
0
and so it turns we have
h
I, = 2]E[(/ a(X{,0)dW,) 5 Xjons (X, — )] + 2E[(Br) 0o Xf, s (X, — ). (111)
0

On the second term here above we use Cauchy-Schwartz inequality, control analogous to (76) and the
first estimation in (96), getting

E[(B1)ds Xfipns (X[ —)] < cE[(Br)*eps (Xf—2)| 2 E[(9,X7))°]2 < R(6,h' %, 2)2 R(9,h* ) = R(0,h' 7, x).

(112)
To evaluate the first term on the right hand side of (111) we replace the dynamic (100) of 9, X?, isolating
the principal term: &,Xﬁ = Oh Oya(X%, 0)dW, + G,. We get

h
0_ )
E[(/O o)dW) /aax o)dWy)]+ [(/0 a(X?, 0)dWy) /aax ,0)dW;) (s (X )(ﬁ];)

h
HE[( / a(X?,0)AW,)Goipns (XE — ).

On the first term here above we add and substract both a(z,0) and O,a(x,0) getting a main term
and three terms of increments. We observe it holds the following estimation, using Cauchy-Schwartz
inequality, (50) and the first point of Lemma 1

h h h
B 000, 0) - [ a8, o)) < B[ X )l a1 sl )
0 0 0
(114)
h
< c]E[/ (X, — 2)2ds]E R(0, k%, 2) < R(0,h,2)R(0. 1%, 2) = R(0, h*, ).
0
We can act in the same way considering the increments of d,a or the term on which we have the increments
of both a and 9,a. It follows that the first term of (113) is
h h . .
E[(/ a(:z:,cr)dVVs)(/ Oya(z,0)dWs)] + R(0,h2,x) = ha(x,0)0,a(x,0) + R(0,h2, ). (115)
0 0
On the second term of (113) we use Holder inequality twice (with p big and ¢ next to 1), (50) twice and
(71). We get it is upper bounded by
E[|( / 7)dWs) / 0,a(X?,0)dW s)|7]7 (s (Xf—2)—1)7]7 < R(0, h, 2)R(0, h,x)7 = R(0,h*~", )
0

Concerning the third term of (113), we first of all use Cauchy-Schwartz inequality, the fact that ¢ is
bounded in absolute value and (50) in order to estimate the stochastic integral while, to estimate the
2-norm of G, we use (101), the estimation (102) about the negligible part of the stochastic integral and
(103). It follows it is upper bounded by

R(0,h%,x)c(h® + h) = R(0,h3,2), (116)

where we have also used the first estimation (96) to estimate the expected value. From (112), (115) -
(116) it follows
Iy = ha(z,0)0-a(x,0) + R(0, hTA ).

Using also (109) and (110) we get the development of 9,mo we wanted.
We are left to prove the third point of Proposition 8. It means, comparing it with (108) and (110), to
prove that |I}';| < R(#,h* ). We observe that (111) still holds with the derivative with respect to p
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instead of those with respect to . We now recall that B;, = fo X, u)ds + R(0, h,x) + AXJ and we
replace it in E[Bp,(9,X%)¢ns (X — )], getting

h
JE[(/O b(Xs, 1)ds) (0 X )prs (X =)+ R(0, b, 2)E[(0, X ) oo (Xf —2) | +E[(AX) (0, X ) ons (Xf—w)]| <
(117)
< R(0, 1%, z) + R(0, h*P1 )i R(0, h,z) = R(0,h?,z) + R(0, k25 2) = R(0, h2, z),

where we have used Holder inequality (having taken p big and g next to 1), the fact that ¢ is bounded, the
polynomial growth of b, the first estimation in (95) and Lemma 5 (in a non-conditional form). Concerning

the first term of (111), we still replace the dynamic of GMXQ fo Oub (X9, p)ds + G, where G, is the
negligible part in the dynamic of 9,X 9 and it is such that

h
E[|G,l] < e(1+h57 + hp_l)/o E[|0,X{[P]ds < e(hP+! + h3P + h*P)(1+ |a])

(see Lemma 9 in [2]). We have also used the first inequality of (95). It follows IEHG’“\”]% < R(0, Rty , ),
for p > 2. The first term of (111) is therefore

E[(/O o)dIVy) /ab 0 )ds)] + [(/0 a(X?, 0)dW,) /8b X9, 1)ds)(1 — s (X0 — )]+
(118)

h
HE(( / a(X2, 0)dW,)Gupns (X0 — ).

Now on the first term here above we act like we did for the estimation of the derivative with respect to
o: we get

h h h
h0,b(z, 1)E| / a(X?,0)dW,] + E[( / a(X?, )W) ( / DX, 1) — bz, p)]ds)]

Now we observe that the first expected value is 0, while on the others we can use Cauchy-Schwartz
inequality, (50) and we estimate the increments like in (114):

h h h h
4 0 —0(T S a 4 o 2% 0 —blx 32%
E[( / a(X?, 0)dW)( / B(X?, 1) —b(z, w)]ds)] < E[( / (X0, 0)dIV, 2P E[( / (X, 1)~ b, w)]ds)*]F <

h
< R(e,h%,x)E[h/ (X? — 2)2ds]? < R(0,h?,2)R(0,h?,2) = R(0, h%, z),
0

where we have also used the first point of Lemma 1.
On the second term of (118) we act like we did on the second term of (113), using Holder inequality
twice (with p big and ¢ next to 1), (50), the polynomial growth of both a and b and (71). We get

h h
E[( /O a(X?, o) dW,)( /0 0.b(X?, 11)ds)(1—pps (X0—2))] < R(6, k¥, 2)R(6, h, 2)R(0, 1<, 2) = R(8,h%~, z).

Using on the third term of (118) Cauchy-Schwartz inequality, (50), the fact that |¢| is bounded and the
estimation of the LP norm of G,, given above (118) for p = 2, we get it is upper bounded in absolute
value by R(0,h?, ).

It follows |I{',| < R(6, h?,x), as we wanted. O

A.2.2 Proof of Proposition 9

Proof. We first of all write 5‘30m. Again, since by the homogeneity of the equation m and msy depend
only on the difference ¢; 1 — ¢; we can consider, for all h < A,,, m(u,o,z) as in (106). Hence, writing ¢

for pps (X! —x) (and p™*) for @E?(Xz — 1)), we have aﬁgm(u, o,x) =

E[(07.Xn)¢] | 2h PE[(0,X0) (9 X1)¢ h‘BE[(auXﬁ)w’]E[(aaXﬁ)wl+h_ﬁE[X2(aiaXﬁ)<P’]

By Efy] B (Efg])? Efp]
WP, XDOXDS") ) PRI, Xe) P EXA0, X)) B0, X)) A mE[03, X1
Efs] z Elg] (Elg))? Bl
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R mE[(0,X0) (0, X" | hmE[(9, X)) E[(0,X0)¢ .
E[y] * (Elo])? ZI

9, X0 9, X} a2 aX 3. XP 0y X
' we use Proposition 11, where Z, are respectively —#~= 1’L,Xg po b X‘9 b L
h2 hz h7

0, X7 9y X7 22, X0 9,Xx9 0, X 0, X7
no X h po—h [hh b T2 in the

. 9, Xx? .
T ,—=7™ in the first and ’Th in the second expected value of I7,
h2 h2 h2 2 h2

6
first expected value of I7 and a‘};)fh in the second one. Recalling moreover that |m(u, o, z)| < R(0,1,x),
2

duym(p,o,x)| < R(0, h,x) and the denominator gives always R(6, 1, z) it follows
i

Now on I3 and 3 1°

)

J4J

10
115+ 17 < R(O, 377 )+ R(0, 3727 &)+ R(0, h*P=%, 2)+ R(0, h2 27~ x) = R(0, h372P~< ).
j=4
(120)
On I} we use Holder inequality, the fact that |¢| is bounded, second inequality in (96) and still the fact
that the denominator is R(6,1, ) to get

17| < R(6,h%, ). (121)

We now deal with the numerator of I, the denominator is still R(¢,1, ) as a consequence of Lemma 12.
In the second expected value we apply Holder inequality, the boundedness of || and first inequality of

(96) while on the first we use Proposition 11 with Zj that this time is Z~2 '9 . We get
15| < R(0,h3 777 ). (122)

From (120), (121) and (122) it follows the first inequality in (27).

In order to prove the second inequality in (27) we compute 92m(u, o, z), getting 10 terms as in (119) i

which the derivatives are always with respect to 0. We therefore say that 92m(u, o, z) := Zjlo 117 On

0 (0 X7)* 0o X))
h ’ h% ’

0, X7 X0 . 92x9 (0,X 9, X0 .
XZ—JL in the first and —1’1 in the second expected value of I?, aith (9, X1)? , =252 in both the first
h2 h2 h2 h2

I2 and Z i—4 1" we still use Proposition 11 taking as Z respectively © “X’L) , X7 ahxh Xh
2

D
and the second expected values of I7,. Recalling also that [0,m(u, o, z)| < R(8, A, 4, x) it follows

10
I3+ 1P| < R(0,h*797 2)+R(0, h> 7= )+ R(0, h* 2= 2)+ R(0,h P~ 2)+-R(0, h*~2°=¢ 2) = R(0,h> =< ).
j=4
B (123)
Concerning the numerator of I3 ) using Holder inequality, first inequality in (96), the boundedness of ¢

and Proposition 11 for Z = hX’L it follows
2

|I7] < RO, 17—, ). (124)

We now have to study f{l We replace the dynamic (104) isolating the principal term: agXZ =:
foh 02a(o, XY dW, + G oy
Gyo is the negligible part and, as a consequence of (105), (in which we recall that ch? (1 + |z|¢) comes

from the principal term), we already know that

P h p
E[|Gool?) < o1+ [al) (2 + hEP + 12 4 BPF) 4 c(hP~t 4 BE1 4 1) / E[|02X7[)ds < (1 + 2]+,
0

(125)
Therefore, Vp > 2, EHGUUP’]% < R(0, h%+%7x).
We can see I in the following way:

. h h
o= / B2a(o, X0)dW,] + E[( / 82a(0, XO)AW,) (ons (X0 — ) — 1)] + E[Gonpna (X{ — 2)].

The first expected value is zero, on the second we use Holder inequality, (50) and (71) to get it is
upper bounded by R(6, ha~e, x). On the third term here above we use Cauchy-Schwartz inequality, the
boundedness of ¢ and (125) for p = 2 getting it is R(6, h, x).

It follows second inequality in (27). Equation (28) has already been proved in Proposition 8 in [2].
Concerning the second derivatives of mg, it is 6§Hm2 =

_ 2B[(0,X] — 8,m)(@, XY, — 0 m)] | 2ELXY — m)(@2, X7 — 02,m)e] 2B[(X] — m) B, X[ — )P 0 XA o) |
B E[yp] E[p] Elg]
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2E[(X]) — m) (0, X)) — 0um)h P E[0, X ¢'] n 2E[(X) —m) (0 X}) — om)h—" 8, X}, '] n

(E[p])? E[¢]
L BIXE =m0, X0~ 0,X8) "] | BIXT —m)* (@03, XDh—¢'] B[(X] — )@, X0)h° BP0, X0 ¢ |
Ely] Ely] (E[2))?
(126)
o BN BN OXD0XD ¢ EWPOLXD | ER0,X7) B0, X0)¢
S e Els] e E[g] e (Ef¢])2 -

On I we use the first and the second point of Proposition 8 to say that both the derivatives of m are
R(6, h,x). From the boundedness of ¢, Lemma 12 and the estimation of the derivatives of X gathered
in Lemma 14 it follows

| — 2]Ef[(8qu — 0,m)d,mep)| < R(0, h*, ).

We now have to study
2E[0, X} 0, X 10| — 20,mE[0, X} 0] =: IT| + IT'5.

We start considering I7'5. As we have already done after (112), we see 0y X0 as foh dpa(X?, 0)dWs + Gy,
hence

(75| < R(6, h, z)I]E[(/Oh pa(XY, 0)dW,)(p—1)]+E[Gop)| < R(8, b, 2)[R(0,h? . 2)+R(6, h,x)] = R(0,h* ),

where in the last inequality we have used on the first term Holder inequality, Burkholder - Davis - Gundy
inequality and (71) while on the second we have used Cauchy - Schwartz inequality and the fact that the
2- norm of G, is upper bounded by a R(6, h, x) function as a consequence of (101), (102) and (103).
Concerning I7';, replacing again 8UX£ and using the estimation on the 2-norm of G, as we have already
done it follows

h
17| < ClB( | 9sa(XY, 0)dW:)0, X1l + R(0, h*, ).
0

Now we observe we have already proved in the conclusion of Proposition 8, starting below (117), that
Ity = 2E[[( fo )dW )0, X 1] is such that [I}')| < R(6, h?, ) Acting exactly in the same way,
considering now 0, a( 9,0) in the stochastic integral instead of a(X¢, o), we get that [I},| < R(0, h?, z)

and so, using also Lemma 12, |I7| < R(6, k%, x).

2 4
Considering 13, it is I3 =: I3y + I35, where I3, := 2B[(X; Eﬁ{)éwah)sﬂ] and

., = ( 82 )Z]E[(Xh m)Sﬂ]
22 = Efe]
Now on Igll we use Cauchy-Schwartz inequality, first point of Lemma 3 and (96) getting |I3';| <

R(0,h?, z), while on I3, we use the third point of Lemma 3 and (119) we have just proved in order

to obtain |I3,| < R(0, hz,x). The application of Holder inequality, Lemma 4, Lemma 14 and the first
point of Proposition 8 on the numerator of I3 gives us

17| < b PR(0,A*97, 2)% R(0, 13, ).

It is enough to take p next to 1 to get it is negligible compared to R(0, h?,z). We act on the first expected
value of I} like we did on I3 while on the second we use Proposition 11. It yields

17| < W PR(6,h3 ¢, 2)R(0,h?,x) = R(6,h> P~ ).
On I we act like we did on I3, hence
12| < h™PR(0, W77 2)v R(0,h3 <, z),
that is negligible. In the same way
18] < h=2°R(6, h**207 2)5 R(6,h?3 ¢, z),

12| < W PR(0,h' 2P 2)s R(0,h3 ¢, 2) and
12| < K28 R(0, hMT2PP 2)v R(0, h' ¢, 2)R(0, h> €, z).
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We recall that |0,ma(u, o, 2)| < R(0, h,x) and |ma(u, o, z)| < R(0, h, x), therefore
118 < hPR(6, h,z)R(0, h*~¢, ) = R(0,h*> P~¢ x),
11| < h™2PR(0,h, 2)R(0,h ¢, x) = R(6,h3~2P~< ),
117 < P R0, h,2)R(0,h> ¢, z) = R(0,h2 P~ ),
17| < h=2PR(0,h, z)R(0, h2~¢, 2)R(0,h2 ¢, z) = R(0,h2~2P< ).

First inequality in (29) follows. In order to show the second one we should compute (‘327712 (1, 0,z). Since
it is exactly like 82, ma(u, 0, ) but with all the derivatives with respect to p, we still refer to (126) and

we will write 9%2ma(u, 0, 2) =: Sz

- 1 J=173"
On I7, Z;ig I" we act exactly like we did here above, getting
12 )
~ ~ 3 1
[T+ 17| < R(O,1°,2)+h P R(0, ' 7P, 2) 5 R(6, h*, 2)+h P R(6, h? , 2)R(0, h*~, x)+h~ P R(6, h' PP, 2)» R(0, h*, )+
j=3

+hT2R(0, W 2P 1) R(0, W%, 2)+h P R(0, 287 2) 3 R(0, h, 1) +h 2P R(0, h' 2P 2)5 R(0, h, 2)R(0, h2~, x)+
+h P R(0,h, x)R(0,h* ¢, x)+h " R(0, h,x)R(0, h*~¢,2)+h P R(0, h, x)R(0, h*~¢,2)+h 2  R(0, h,2) R(0, h*~*, z),
that is a R(0, h?, z) function as a consequence of the fact that, choosing p next to 1, all terms are negli-

gible compared to the first one.

We now deal with I'. We still need to split it in fg’;l and jg',m where fg)l =

n 2E[(X?—m

I3y =: (—aim)i[( ]Eh[g;] el

Using on I3y Lemma 3 and (28) we obtain |I3'y| < R(6, h*, z).

In order to estimate fﬁl we isolate the principal term in the dynamic of GZX,QL, getting Gng =

foh 8ib(Xg, w)ds + G, where G, is the negligible part and it is such that, for p > 2,

2E[(X7,—m) (92 X})¢)
E[¢]

and

E[|Gpulf] < e(1 + |2]9)(h*F + hPTY) = R(0, R 2), (127)

as showed in the proof of Lemma 9 in [2].
Replacing in the definition of I3'; we have

h
Gy (X2 = )l | 2By RHOXL )] —m)e]
Elg] Elp]
Now on the first term here above we use Cauchy-Schwartz inequality, the first point of Lemma 3 and

(127) obtaining it is upper bounded by R(8, h3, x)R(0, hz, x) = R(0, h?, x), while the second one is upper
bounded by

- 2K
(54| < |

h
chd2b(, w)[E[(XE — m)eg]] + c[E] / (O25(X?, ) — 2b(, p)ds(XE — m)e]]| <

< hR(6,h,x) + R(6,h?,z)R(0,h% x) = R(6, h> z),

where we have also used Lemma 12 in order to say that the denominator is lowed bounded by 1+ R(0, h, z),
Cauchy-Schwartz inequality, the first point of Lemma 3 and an estimation analogous to (82) for the in-
crements of the derivative of b. It follows |f§1| < R(0,h?, ).

Second inequality in (29) follows.

We now want to show (30). To do it, we need to compute 92ma(u,o,x). Again, we still refer to
(126) considering all the derivatives with respect to o, writing 92ma (i, o, r) =: Z;il I7. From If to I,
all the terms are negligible. Indeed, acting like we did on both Z;ig, I and Z;ig ff we have

12
1N < WP RO, W, )7 RO, by @) +h P RO, WP, 2) 7 R(0, k2, 2)+h P R(0, kP, )5 R(6, by x)+
=3

+hT2R(0, W 2P 1) v R(0, h, ) +h P R(0,h 2P 2)5 R(0,h* , 2)+h 2P R(0, 207 ) s R(0, h? , a)R(0, h? ¢, x)+
+h PR, h,2)R(0,h3 ¢, 2)+h 2P R(0, h, x)R(0, h2~¢, 2)+h P R(0, h,2)R(0,h* ¢, 2)+h 2P R(0, h, x) R(0, h*~ %, z),

48



that is always negligible compared to R(f, h%’x) taking p next to 1. We now consider ff Its numerator
is

E[(9,X{)2¢] + (8,m)°Elp] — 2(0om)E[(8y X)) =: Iy + 17y + 175,

We start considering f{‘l , in which we replace the dynamic of Q,Xz = foh dga(o, X)dW, + G, where
we have already seen that, for p > 2, E[|Go|?] < c¢(hF + h? + hE+1)(1 + [2|°) = R(6,h5+!,z). We
therefore can say that, taking p = 2 and using (50), we have

h
By =EI [ dralo, XMW1+ R(O.0E,2) + RO, ).
0
The first term here above can be seen as

h h
E( / Dpalo, XO)AW,)* (o — 1)] + E[ / ((0,0)%(0, X7) — (Bp0)2 (0, 2))ds] + h(0pa)2(0, 7).

Acting like we did in (73) - (75), we have

h h ,
E( / Dpalo, XO)AW,)* (o — 1)) + E[ / (00, X?))? — (Bya(0, x))2)ds]| < RO, 1%, )

and so we get R s
Iy = h(0sa(0,2))* + R(0, h?, x).

On f{‘Q we use the second point of Proposition 8 and Lemma 12 to get |ff2\ < R(6,h? z). In the same
way, from second point of Proposition 8, the boundedness of ¢ and (96) we get |f{‘3| < R(0,h2,z). Tt
follows 17" = h(d,a(o,x))* + R(0,h? ).

We now study 17, that the denominator is still 1 + R(6, h,x) as a consequence of Lemma 12 while the
numerator can be seen as

2E[(X} — m)02X 1] — 202mE[(X} — m)p] = I}y + I1',.
In order to deal with %', we consider the reformulation (72), so we have 2E[(f0h a(X?,0)dW)(02X9) o]+
2E[(B1)(0;X7,)¢)-
The second, as a consequence of Holder inequality, the definition of By, Lemma 5 used to estimate the
jumps and the first 1nequahty in (96) is upper bounded by R(0, h(1+5p)"p a:) R(0, h? ,x). Taking p next

to 1 it follows its order is h2
In order to study E[( fo X% 0)dW,)(92X?)p] we introduce once again the notation used above (125),

for which 02X¢ = foh 02a(o, X?)dWs + Go,. Hence, we have

h h h
9 2 0 0
E[( / a(X?, 0)dW.)( / 02a(o, X0)dW.,)g] + E[( / a(X2.0)dW.)(Goa )]

The second term here above is, using Cauchy-Schwartz inequality, (50), the boundedness of ¢ and (125),
just R(0,h2,z) while the first one is

h h h
E{( / a(X?, 0)dW.)( / 03a(0,Xf)dWs)(sof1)]+E[/ a(X?,0)02a(0, X?)ds] = R(0, 1, x)+
0 0 0

h h

—|—E[/ (a(X%, 0) — a(z,0))0%a(o, X)ds] + a(z, o) / — 0%a(o,x)|ds)] + ha(z, 0)0%a(o, x),

0 0
where we have also used Holder inequality, (50) and (71). Now we observe that

h | 3
51 600, 0)-aosl5Bato, X00as| < [ BN~ B ato, XY < [ RO 2) = RO,

0 0
Acting in the same way on a(x, o) fo [0%2a(0, X?) — 0%a(0,z)]ds)] it follows that
I3, = ha(z,0)0%a(o,z) + R(0,h? , z).

On f§2 we use the second inequality in (27) and the third point of Lemma 3 and so we obtain

I3, < R(0,h%, ),

the result follows. 0
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A.2.3 Proof of Proposition 10

N‘n
Proof. We define 82m2 (u,0,2) as ZJ 1 IJ" =: 2;2:1 Dj}; and we recall that, as stated in Proposition 9,
5 J
[I7'| < R(0,A7 ;,z) . We can therefore see its derivative with respect to p in the following way:
5 2 O0uNpw _ OuDj.
Oma(p,0,0) = (——— —IP—=2). (128)
j=1 DI_;” b I

We start considering the second term here above: we remind that Dy, can be E[¢] or (E[¢])?. In both

cases its derivative is, using Proposition 11, a R(6,h?~#~¢ x) function; which makes the second term
of (128) upper bounded by Z;il |I~]”|R(9, h?=B=¢ z) < R(A,h*=F~< z), as a consequence of the second
inequality of (29).

Concerning the first term of (128), we know that D i is a R(0,1, x) function because of Lemma 12, while
the magnitude of the derivative of the numerator does not get bigger since the order of Xg and m remains
the same by deriving them once more (as gathered in the second inequality of (98) and in Remark 10 of
[2]) and the fact that, by deriving ¢, there comes out h=?¢’9, X{. From the first inequality in (95) such
terms are negligible compared to the ones we have already studied.

The first term of (128) is therefore still a R(#, h?, x) function.

The same reasoning applies to the study of the other seven third derivatives. O

A.3 Development of my(u, 0, x)

In order to prove our main results we need a development of msy, that we stated in Ad and we find, under
the choice of a particular oscillating function ¢, in Propositions 2, 3 and 4.

The main tools is the iteration of the Dynkin’s formula that provides us the following expansion for every
function f: R — R such that f is in C2(F+1);

k

i+1
E[f(X M»W—1:23”mw / [ R O )X = 0]
j=0 '
(129)
where A denotes the generator of the diffusion, setting A% = Id. A is the sum of the continuous and
discrete part: A := A, + Ay, with

Auf(@) = 5a%(@,0)7" (2) + B, ) (2);
bz, 1) = b, 1) — [, 29(x)F(2)dz and

Auf(@) = [ (1o +(@)2) = F(a) P
A.3.1 Proof of Proposition 2.

Proof. We first of all observe that, by the definition of my and m it is
E[(X7,.)*¢a (Xf+1 - X})IX) = 2]

me(u,o,x) = — (m(p, 0, )2
It has already been showed in Proposition 2 in [2] that
[B(M+2)] AF
m(u,o,x) =x + Z Ay(? (l‘)% + R(0, Ai,(iMH)a z),
k=1 '

where AW (z) = A.(h1)(x), with hy(y) = (y — 2).
Acting like we did in Proposition 2 of [2], we want to find a development for

B[(XY, )% eap (XD, = XD)IXT = 2]
E[@Aﬂ (Xe

Do - XDIXP =a] s, (2)
First we focus on the expression of n. We define the set of rest functions R? in the following way:

oLV

RP :{ (:C y’Anl7 ) s. t. VI Z O,Vl' S {0,1} ,30,|W
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It is worth noting that, if » € RP, then both A.r and Agr are in RP, where the integral-differential
operators A, and Ay are applied with respect to the second variable y (see details in proof of Proposition
2 in [2]).

We also introduce the set FP:

p k
FPi= 1 g(y.0) st.3(y.0) = > o ((y — ) ATDAK S iy (w,,0)A07)
k=0 1

where, Vk, j, VI > 0, VI' € {0,1}, 3¢ such that, for ¥ = p and ¥ = o, supycgq \%hk,j(x y,0)| <
c(1 + |z[® + |y|°), with ¢ that depends on k,j,! and . By the same proof as in Proposition 2 of [2] it is
possible to prove that, if § € F? then A.§ € FP*2 and, for all § € FP,

Aaj(y,0) = =Ag(y, 0) + r(a,y, AT 6). (130)
It has also been proved that, as a consequence of the equation here above, the following relation holds:

AiN o.. 0 Azlg(y) _ Alc(il""’iN)g(y)(—)\)N_l(il"‘”iN) + T(x,y,Aﬁ M+2)—281(iy,..., u\r))7

for § € Fy and with (i1, ...,ix) the number of cin {iy,...,in}, the iterations considered.

We observe that g(y) := y2o((y — z)A,, ) belongs to Fy. To find its development through Dynkin’s
formula we can act exactly like we did in Proposmon 2 of [2].

We get that the principal term in the development of the numerator is

N l N—=l ALk k'

Ani l Ani(_)‘) M+2
> AR (@) > — +r(e,z, AL ), (131)
=0 : k'=0 :

with Ak, () = A.(h2)(z) for ha(y) = y? and r(z,y, Ai’(iMH), 0) € RPM+2) The integral rest term in
the Dynkin formula is

tit1  pul uN
|/ / / E[AY g ( Xy, )Xy, = aldunsr.dupdu| < RO, AL 20N 7). (132)

Using (131) and (132) we have the following development:

_S By 3 ACNY B ssare) g, AU=20)(N+1)
nAn,i (l’) - Z I Ko (l‘) Z k! R( n,i ) + R( )=y ) (133)
=0 k=0 ’

If (N+1)(1—-28) > B(M + 2), it entails

I AL TR AN BM+2)
man @)= Y Al Y SR g aSOE ) (134)
=0 k’=0

To get the control (12) on the derivatives of (134), we show that one can differentiate with respect to the

parameters the remainder term.
B(M+2)

An,i ’ 6)

We remark that, as r(z, y, is in R#(M+2) and because of the definition of such a set, we clearly

have that for ¥ = p and ¥ = o, the function dyr(z,y, Ai,(iMH), 0) is still a R(6, Ag’(iMH), x) function.

Concerning the derivatives of the integral rest, we have that, since AN+l e F2N+1)

2N k
ANTg(y) =" oW (g — 2)A DA by (@, y,0)AL);
k=0 7=0

where Bk,j are polynomial functions of a, b and their derivatives. Then, for ¥ = p and 9 = o it is

819E[AN+1 ( uN+1)|th - I] [619AN+1.§<XUN+1) + 8XAN+1 ( uN+1)819XuN+1|Xti = 33]

We use an upper bound on the conditional moments of the derivative of X with respect to both the
parameters (see Lemma 14 in the Appendix) and we act as for (132) to get a control of the integral rest.
From the computation of dx AN +1g(X. it shows up an extra A;f but we can always choose N such

that the derivatives of the integral rest remain negligible compared to R(6), A%M +2), x).

UN+1)
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We now consider the denominator da, ,(z): since it is exactly like it was in the development of m, we
have already proved in Proposition 2 of [2] that its expansion is

[BAI+2)) Ak

da, (z)= Y k—’j’i(—x)ur(x,%Aﬁf%“)), (135)
k=0 :

where A is the intensity of jumps defined in the fourth point of Assumption 4 and r is a rest function
which belongs to RP(M+2),

Acting exactly as we have done on the numerator we get that the derivatives of r(z, z, AELSM +2))

are still

R(6, Aﬁ(lM +2),x) functions and that the derivatives of the integral rest remain negligible compared to
M+2

RO, AL g,

From the expansion of da,, ,(x) we can say that there exists kg > 0 such that for [z] < Ao da, ,(x) > %

n,t

Vn,i < n: we are avoiding the possibility that the denominator is in the neighborhood of 0. Hence, for
|z| < A the development of my is

na (x) [B(M+2)] Al 0 [B(M+2)] *) Ak B(M+2)
(g = Y AR -Gt > AW+ Al 0),
n,i 1=0 : k=1 ’

(136)
The expansion (11) follows after remarking that A&gi (x) = 0.
Moreover, since the rest term in the development of m comes from the same place as the rest in the

fraction just studied, also its derivatives with respect to p and o remain R(6, Ag(lM +2), x) functions. The
result follows. O

We now prove Proposition 4, Proposition 3 is a consequence of it.

A.3.2 Proof of Proposition 4
We recall that

( ) E[(X2601+1 - m(ﬂ’a g, Xti)V@Ai i(Xg_,_l - Xg) Xt?, = £C} ’szn Z(Qj)
mo\l,0,2) = : = .
Elpas (X7, — X)X, = ] I (@)

The expansion (15) in Proposition 4 is a consequence of the following two expansions for i, ,(x) and
dAn i (l‘),

B

fin, () = A a®(z,0) + ﬂ / v2ap(v)F(%)dv + A2 [3b% (2, p) + ha(z,0) — Ma*(z,0)]
Api n,i ) 'y(x) & ’Y(l') n,i 3 2\ )
AZfﬁQQ(x o) uA?
n,i ) 9 ’ 2 n F n,i A(3f25)/\(2+5) 1

# SRy [ e )t R0, AL =), (137
~ 1+8 uA? 228
da, (1) =1 — Ay A+ -2 / W) F(—2du + R(0, > ). 138
ane @) oy P R, 8T (135

The fact that the order of the remainder term in (15) is unchanged by derivation with respect to the
parameters p and o, will be a consequence of a similar property for the remainder terms appearing in
(137)—(138).

Proof of (137). In order to develop the numerator na, ,(z), we define the function h;,(y) := (y —
m(p,0,2))?¢ s (y — ) and we use Dynkin formula (129) on it, up to third order. It becomes

1 1 tit1 u1 u2
Elhin(X?,)IXE =a] = hiyn(x)+An,iAhi,n(x)+§AfL7iA2hiyn(x)+6 / / / E[A%h; o (XE,)|X! =
ti ti ti

(139)
We now successively study the contribution of each term in the Dynkin’s development.
By the definition of h; ,,, we have h; ,(z) = (z — m(u, 0, z))?. B
We recall that Ah; ,(z) = Achin(z) + Aghin(z), where Ach; p(x) = %aQ(gc, U)h;'m(x) + b(x, u)h;n(x)

and

Aghin(x) = /

R

in (2 4+ 27(2)) = b (2)] F(2)dz = /

| et 2(e) = mlpo.2)fopz (1) F(2)dzt
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(@ = mnoa))? [ opy OFE): = (@ =mino,n))? [ loag (2(2) = oz OIF )+ (140
+92@) [ Popg (A@)FEE+2a = mnoa)@) [ 2ox (G1@)FE):

Using now the boundedness of ¢, the fact that [, F(z)dz = A and the development of m (31), we have
that the first term here above is a R(6, A2 ;, z) functlon and, from Proposition 8, also its derivatives with

respect to both the parameters are R(6, A?L ;»x) functions.

- — (I)z A
On the second term of (140) we apply the change of variable v := T2= gettmg T e) fR v2p(v)F(= e )dv

On the third we use the definition of ¢ for which ¢(¢) = 0 for ¢ such that |¢| > 2 and again the development
of m to get it is upper bounded by

o —muoa)n@) [ o 2P < RO ). (141)

|zI<

'Y(I)

Again, we can calculate the derivatives with respect to ¥ for both ¥ = p and ¥ = o, getting a term that
is still a R(9, AL*# ) function by Proposition 8.

It follows o
B

vA
Aghin 0,02,z Aw-/vz V) F(—2
ahin(z) = R( )+ me()(v(x)

In order to compute A.h; ,(z) we need the derivatives of h; ,,, they are

Ydv + R(6, AP 2).

n,,

Bin(y) =2y = m(p, 0,2)0pp (5 =) + (y = mlp0,2)* A, ¢ (y—2),

Bl () = 2057 (y =)+ 4y =m0, 2)ATPs (=) + (=m0, 2)* A6 (y ), (142)

Rin(y) = 6800 (=) +6(y =m0, 2 AT (=) + (y = mln,0,2) PAZTGR) (5 - ),

Piny) = 128,370 (=) + 8y =m0, 2) AL (5 =)+ (y =m0, ) ? 8,600 (5= a);

we have calculated the derivatives up to the fourth because they will be useful in the sequel.
Replacing the first two derivatives, calculated in z, it follows

Achi () = a®(x,0) + 2(z — m(p, 0, 2))b(x, ). (143)
Therefore we have
1+36 vAP
E;lh;n x? = (x—m(u, o0,z 21N, a2 T, 0 —l—L/vzgp V) F(—2Y)dv+2A,, i(x—m(u, 0, Bm,u +
[hin (Xt )] = (@—m(p, 0,2)) jia”(z,0) S ()(7(3:)) i(@—m( )bz, 1)
(144)
i+1
+R(0, Aitﬁ, )—1— A2 A2 i ( / / / A3 hin( 33)|Xoi = z]|duzdusdu;.

We now study A%h; ,(z). We recall it is
Ath7n<x) = Azhl)n(.ﬁ) + AcAdhm(x) + AdAchi,n<x) + A?lhl’n(.’l,‘)

We observe that we can write A2h; () as Z;L hj(z, G)h(J)( ), where, for each j 6 {1 2,3,4}, hj is a

function of a, b and their derivatives up to second order: hy = %a%” + 0, ho = La?(d/)? + $ada” +
a?b’ + aa'b + b2 hs = a®a’ + a?b and hy = %a‘l. Moreover, recalling that by the deﬁmtlon of v We have

o e (0) =1 and go(k) (0) =0Vk > 1, it follows h; () = 2(x —m(u,0,)), hi,(z) = 2 and hgl; =0

71.1

VI > 3. We obtain
Aghi’n(x) = 2hy(z,0)(x — m(p,0,2)) + 2he(z,0) = R(0, Ay i, x) + 2ha(x,0), (145)

where the last equality is a consequence of the development (31) of m.
Concerning AcAghin(x), it is 2a?(z,0)(Aghin(x))” + b(z, 1) (Aghin(x))’. We start considering

(Aahin(z)) = /[hén(wrw(x))(l+Zv’(9«")) hin (2)]F (2)d.

We now observe that, Vk > 1 and Vy € R, [y—m(u, 0, 2)|* o s (y—2)| < (ly—a|"+|z—m(p, 0,2)|") o s (y—
z)|. We have that |y — z|*|p,s (y — )| < cAffi\(pAa (y — )| as a consequence of the definition of ¢
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while, using the development (31) of m , it follows |z —m(u, 0, 2)[F|p,s (y—x)| < R(0, Ak ;,x). Putting
the pieces together it is ’
ly —m(p,0,2)[*opp (y — )| < RO, A% @) + R(0, AL, 0) = R(6, A7 2); (146)

it is easy to remark that the same reasoning holds with the derivatives of ¢ instead of ¢. We underline
that from the estimation (146) here above and the computation of the derivatives of h; , we get that,
Vil > 0, each term of the [-derivative of h;, has the same size. Indeed, each time we derive ¢ an extra

Agf turns out but we can recover it on the basis of (146). In particular, VI > 0 it follows

|(Aahin(@))'] < AL ;A + ¢l7 ]l0)- (148)

Concerning the second derivative of Agh; (), it is

by R(0, A0 @), (147)

)

Therefore we obtain

(Aahin(x))" = /R[hé’,n(x +2y(@) (1 + 29 (@) + i (@ + 29(2) 27" () = B, (0)] F(2)dz =

5
= /W,n(93+27(x))*hé',n(1?)+2Z’Y'($)h2',n($+2’¥(z))+22(7’($))2h§',n($+ZV($))+hi~,n($+ZV($))ZV"($)]F(Z)dZ => I
R ;

7j=1
On I3 and I, we act like we did on the integral in (141), observing that in the computation of A}, we
always have ¢ or its derivatives which make the integrals different from 0 only for |z| < cAg,i. On I;
we use (147) for I = 1, getting |I5| < R(6, Agl,
obtain Is = —2\. -
To conclude the study of A.Aqh; »(x) we have to deal with I;:

r). We observe that, by the computation of A}, (z) we

/ h;’n(:v + 2v(x))F(2)dz = / 290Aﬁ (zv(:v))F(z)dz + 4A;§(33 —m(p,0,1)) / gp’AB (2v(x))F(z)dz+
. s s (149)

+4A, 7 | (@), (AP ()= + AP /R (2 = mp,0,2)) +27(2)*¢ s (27(2)F(2)dz.

Applying the change of variable u := ZA”[S?_)

lz — m(u, 0, 2)|F < R(0, Ak . z) for each k > 1, we obtain

nz’

and recalling that from the development of m it follows

AP ul?
/ (o2 (@)F(2)dz = =5 / (2p(u)-Fue! (w)+ue () F(— ) dut R(9, AT P72 ),
R

¥(z)

It is worth noting that the magnitude of the first term in the left hand side of the equation here above
depends on the density F'.
Remarking also that ¢(u) = 0 for each u such that |u| > 2, it follows

B

A7 uA?
Aghin(z))! = ”/ 20(u) + ug' (1) + 12" (u)) F(—=)du — 21 + R(0, AL T2 ) (150
(akin@) = Z55 [ ) 4 + a9 00) P (0,807 ). (150)
From the definition of A.Agh; (), (148) and (150) we get
- AP a2 x, ul?
Aol (@) = S 10.7) / (20(w) + ug' (w) + w?¢" () F(— 55 )du — a® (@, 0) A + R0, A, 727" ).
2y() R v(2) ’
(151)
Now we deal with
AgAchin(z) = /[/Lhi,n(ac +27(z)) — Achi n(2)]F(2)dz. (152)
R
From (143) it follows
[ Achin@) () = Aa2(,0) + 2@ =m0, a)ble ) = N (2. 0) + RO Do), (159

where we have also used the development (31) of m. Moreover,

[ Adhin(a+ @) F G = [ a2t 22(e) o429 (0) 46+ 22() Lo+ 2 ) ()
. . (154)
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Acting on the first term of the right hand side of the equation here above exactly like we did in (149) we
get it is equal to

o Ap )2 20" () F un, du + R(6, A-=2° 155
27(33)/u|<2 Y@+ udy ;,0)(20(u) + up (u) + u’e” (u) (V(fc )du+ R(0, A, x). (155)

We upper bound the second term of the right hand side of (154), instead, using (147) for [ = 1. It yields
|/5(ir +2y(x), ], (2 + 2(2)) F(2)dz| < R(6, AL @), (156)
R

where we have also used the polynomial growth of b. Replacing in (152) the equations (153) - (156) we
obtain

_ AP uAP
AgAchin(z) = —= / (at—l—uAf”, o) (2 (uw)+ug (u)+up” (u)) F( n’l)du—)\aQ(m,G)+R(€7A£Ll;2ﬁ)/\ﬁ,m).
27(x) Juifui<2 v(x ’

(157)
We have to study AgAqhi (). It is

|A%h ()] = | / [Adhi n(-+29(2))— Aghi (@) F(2)d2] < / |(Adhi )|l o 124 (@)|F(2)dz < RO, A2 , ),

(158)
where we have used the definition Agh;,, and (147), remarking that the estimation (148) holds also in
no matter which y € R.

From (145), (151), (157) and (158) it follows

1
gAi,iAth,n(x) = Ai,ihg(x, 0) — )\Afm-aQ(J:, o)+ (159)
AP ulA?
s [ o] o)) 2 g 0+ )Pk R0, AN ),
47(‘T) w:|ul|<2 "y(SC ’
To complete the study of the numerator of mo we need to estimate ¢ tt”l :1 P E[A3h  (XE,)X) =

z|dusdusduy. We introduce the following norm on CP functions, with p > 0, ¢ > 0

F® (y)
1 llo,c sup [ =——=|.
p l;)ye 1+|y|)

We observe it is

If y+ 2@+ |y + 29(y))° / :
+z ) F(2)dz = F(2)dz < g 1+|y+2z ¢F(z)dz.
/If y+27(y)) | F( (EAPE O (2) 11l 0,20 R( ly+2v(y))F(z)
We can therefore evaluate the norm of Ay f, getting
Aaf Jo (U4 [yl® + (1 + |y])°|2]) F(2)d=
AfooéHﬁ < e[| fllson0 (B : + ) < ellfllacso-
|| d || ,¢,0 (1+|y‘>c - || || s 70( (1+|y‘>c ) || || ,¢,0

By similar computations on the derivatives of A4 f we obtain, Vp > 0, with p < 4, || A4f||
(similar calculations are in Theorem 2.3 of [30]).

In order to find an upper bound for the norm of A.f we observe that, from the polynomial growth of
both the coefficients a and b, it follows

A f = |2 a?(y, )f”()+ by, mf'y), . ¢
(1 +[yl)er2 (1 + [y[)e+2 (T+[y)er2 = (T + Jyl)e

00,E,p < C”f”ooyém

(1 +1[y)*

Hence, we deduce that H/_lcfHDO sya0 S ¢ | fll o z2- Acting again with similar computation on the follow-

| ()] + 1 (W)l

ing derivatives, as done detailing in the proof of Theorem 2.3 in [30], we get HACfHoo,E+2,p <cllflloozpro

We want to use the estimations on || Aqf]] and H/Lf“oo &p 8nd equation (147) to evaluate each term
of

E[A3h;, (X! )| X! = x| but A3h;,. We observe it is, for ¢ > 4,

0,6,p

0,C, 0 00,¢,0

A 0 |\¢ .
Ei[AgAqAchin(XE))] < ||AdAdAchin| Eqi[(1+|X5,1)] < cllhs, R(0,1,2) < R(0,1,2);

00,¢,0 00,6—2,2
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remarking that the same estimation holds for Adf_chdhi" and ACAdAdhin. Moreover we have

Ei[AcAcAdhin(XE)] < ||AcAcAdhin| . o Bil(1+ X5 D7 < cllhinll o oga RO 1,2) < RO,A,3 2)

0,¢,0 ng

and we can upper bound ACAd{lChi)n and Adf_lc/_lchim with the same quantity. B

We are now left to study E;[A%h;, (X! )]. As we have already done considering A2h;,(z), we see
A2h;,, as linear combination of the derivatives of h; ,: A3h; ,(y) := Z?:l hi(y, O)hm( ) where for each
j€{1,...,6} h; is a function of a, b and their derivatives up to fourth order.

Using a conditional version of Proposition 11 we get Ve > 0, Vj > 3 Ei[|hj(X£3,9)hZ(-2(X23)|] <
R(O, ALT7DB7e gy

Concerﬁing the first two terms of the sum, we have

B[ (X0, 0) s (X, )2 (X,, 0 (Xu)) < ([P | Eillha (X3, )]+ |  Edllha (X0, 0)]] < R(9,1,2),

us? us? us?

which follows from (147) and from the polynomial growth of a, b and their derivatives, which constitute
the functions hy and hs. Putting all the pieces together we get

1 s - —48—¢ _
*/t /t /t E[A%h; o (XE,)| X0 = a]dugdusduy < R(O, ACT2NE47 0y — Rg, AY 2 1),

From (144), (159) and the equation here above it follows E;[h; (Xt9+1)] =

A1+3ﬁ

: A
= (-, 0,2))*+ A (2, o)+ 22 / V() P
R

o D) dv+28, i (x—m(p, 0, 2))b(x, p)+A2 ho(x, 0)+

(160)

248
[TYANGD
“AAZ ¥ (z, o)+ / | |<2[ a?(x,0)+a?(z+ul? ;,0)](2¢p(u)+uy (u)+ue" (u) F(——2)dutR(0, APT2DNETH) g,

4y(z) v(z)

The expansion (137) follows from (160) and (16), with the smoothness of z — a?(z,0), and [, F(z)dz <
0.
O

Proof of (138). Concerning the denominator of mg, we still use Dynkin formula up to third order, this
time on f; »(y) := ¢,s (y —2). We observe that, by the building, f; () = 1 and fi(,’;) (z) = 0 for each
k > 1. Hence, Acfim(a:) =0 and

Aufinl®) = [l 9@ = UFE= [y psg ()P~

@)

As we have already done we can see the first term here above, after the change of variable u :=

'y(x) f Juj<a P(U VP (S v(x) )du which order depends on the density F.
Concerning the study of A2f; ,(z), we first of all remark that A2f; ,(z) = 0.
Moreover, we observe it is fl(lfl)( )=A f kga(Akg (y—=) and so by the boundedness of ¢ and its derivatives
we get that, for each k > 1,
‘ R(O.A% 1), (161)

n,i

FOU <

We therefore have, Vy € R,
[(Aafin(y)] = I/Rf{,n(y +29())(1+ 27 (9) F(2)dz = M, (y)] < RO, 4,7, )
and, in the same way, |(Aafin(y))"| < R(0, A;fﬁ,y) It follows
[AcAafin(x)| = |%a2(xa0)(Adfi,n($))N + b, ) (Aafin(@))'| < RO, A7, @);

AdAfin()) = | / Aofin(x + 27(2))F()dz| < R(0, A2 )

and, using also finite-increments theorem, |AqgAqfin(x)| < R(0, An 1, ). Putting pieces together we have
|%A?L,iA2fi7n($)| < R(Q, Ai,_z?ﬁv x)
Considering the integral rest of the Dynkin formula , we act like we did in the study of the numerator,
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passing through the use of the norm ||.||
(161). It yields

so.cp and the estimation of the derivatives of f;, gathered in

Ei[A3f;, (XS] < R(0,1,2),  E;[AgAdA.fi, (X0)] < R(0,A,37, ),

n,t

TA 0 48 7 0 1-66—c
Ei[AdAcAcfi, (Xy,)] < R(0,A, 7 2),  EiAlf;, (Xy,)] < R(0,A, "¢, 2),

n,g

having also used Proposition 11 to get the last one estimation here above. It turns out the denominator
is

1+4 uA? 228
I—AM-)\JrL/ o(u)F(——2)du + R(0, A7 777 x); 162
@) Jugugn O Gy RO AT ) 162
since we can always find an € > 0 for which 4 — 68 — € > 2 — 20 and we have 3 — 48 > 2 — 23. This
concludes the proof of the expansion (138). O

To conclude the proof of the Proposition 4 we are left to show that the derivatives with respect to

both the parameters of the rest terms in the expansions (137)—(138) are still rest functions and their
order remains the same.
We observe that up to the development of second order in Dynkin formula, the rest functions R are totally
explicit in our computation and so it is possible to calculate its derivatives with respect to both p and
o. As we have already seen during the proof, we can use the estimations on dym(u, o, z) for 9 = p and
¥ = o gathered in Proposition 8 and the fact that (x — m(u, o, )) is a R(6, A, ;, z) function to get that
size of h; , and of the rest functions does not change after having derived with respect to the parameters.
Concerning the integral rest coming from the third order of the Dynkin formula, we have that

3 0 3 0 3 0
O9Bi[Ah; n (X5,,)] = Ei[09 Ahi o (X0,)] + Ei[Ox A%hi n (X, )09 X
On the first term of the right hand side here above we can act exactly like we did on E;[A%h; (X8 )]
getting a rest function whose order does not change, while from the computation of dx A3h; ,( 53)

an extra A;f appears but, since from Lemma 14 the norm 1 of 99X is R(0,A, ;,x) for ¥ = p and
1
R(0, Afm, x) for § = o, it is enough to use previously Holder inequality and observe that both % — 8 and

1 — (8 are positive to get that the second term here above is negligible compared to the first.

A.3.3 Proof of Proposition 3

Proposition 3 is a particular case in which Proposition 4 holds. The proof relies on the fact that the
N
“oniy to F(0) through finite-increments

intensity F is supposed to be C' and so we can move from F( )

theorem.

Proof. From (15) we get the proposition proved remarking that

B

AL _
A2 /]R u%p(u)p(”7 o) )du = AL /R u?o(u) F(0)du + AL /R u?p(u)[F(—=) = F(0)]du

and, from finite-increments theorem, the last term is in absolute value upper bounded by
1+3 - 143 ~ uly
CAn,i g \'y(lz)‘ fR |u|3|<p(u)|\F'(u)|du = R(ev An,i ,Bvx)v where 4 € (07 ~(z) )
Moreover, by the smoothness on F' we have required, it follows that terms in (15) whose size depends on

the density F' are now upper bounded by a R(f, AP z) function. It yields (14). O

n,g
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