Abstract—Federated learning (FL) allows multiple edge computing nodes to jointly build a shared learning model without having to transfer their raw data to a centralized server, thus reducing communication overhead. However, FL still faces a number of challenges such as non-iid distributed data and heterogeneity of user equipments (UEs). Enabling a large number of UEs to join the training process in every round raises a potential issue of the heavy global communication burden. To address these issues, we generalize the current state-of-the-art Federated Averaging (FedAvg) by adding a weight-based proximal term to the local loss function. The proposed FL algorithm runs stochastic gradient descent in parallel on a sampled subset of the total UEs with replacement during each global round. We provide a convergence upper bound characterizing the trade-off between convergence rate and global rounds, showing that a small number of active UEs per round still guarantees convergence. Next, we employ the proposed FL algorithm in wireless Internet-of-Things (IoT) networks to minimize either total energy consumption or completion time of FL, where a simple yet efficient path-following algorithm is developed for its solutions. Finally, numerical results on unbalanced datasets are provided to demonstrate the performance improvement and robustness on the convergence rate of the proposed FL algorithm over FedAvg. They also reveal that the proposed algorithm requires much less training time and energy consumption than the FL algorithm with full user participation. These observations advocate the proposed FL algorithm for a paradigm shift in bandwidth-constrained learning wireless IoT networks.
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I. INTRODUCTION

Nowadays, Internet-of-Things (IoT) and mobile devices are often equipped with advanced sensors and high computing capabilities that allow them to collect and process vast amounts of data generated at the network edge [1]–[4]. In addition, it is predicted that there will be over 10 billion smart objects in the IoT connected to the Internet and the overall mobile data will reach 49 exabytes per month by 2021 (an increase of about 188% compared to 2018) [5]. Computation and data storage services can be provided by a cloud and edge computing system [6], [7], in which users’ tasks are intelligently uploaded to a cloud data center layer and an edge computing layer. Many IoT applications require pre-processing and classifying data and then are used to predict future events using machine learning (ML) techniques. The extensive amount of data of IoT devices is usually collected in private environments, and thus it is privacy-sensitive in nature. It is therefore generally not practical to send all data to a centralized server/cloud-center that trains a deep learning model. Besides, transferring a huge amount of data through wireless connectivity encounters expensive communication costs and high communication delays due to the limited resources of wireless systems.

To address the above challenges, it is necessary to devise a new ML technique through which each user equipment (UE) can be trained locally based on its collected data and by collaboratively building a shared global learning model. One of the most promising decentralized learning approaches to accomplish this goal is federated learning (FL) [8], [9]. FL allows multiple UEs to jointly train a global ML model without exchanging raw data between them or transferring their data to a centralized server. In particular, the server first broadcasts the latest global model to all participating UEs. Next, UEs compute local updates based on their available data and then send their local models back to the server. These steps are repeated until a certain level of global model accuracy is achieved. This way, only local model parameters are exchanged, and thus reducing the communication overhead. Communication-efficiency and incentive mechanism for FL have been investigated recently [10]–[14]. Nevertheless, there are still a number of challenges in implementing FL such as non-independent and identically distributed (non-iid) data across the network and high communication costs due to sending massive local model updates, which will be tackled in this paper.

A. Review of Related Literature

In this subsection, we review the state-of-the-art of FL techniques and FL performance optimization over wireless networks. Federated Averaging (FedAvg), which is a synchronous distributed optimization algorithm, is perhaps the most well-known FL algorithm [8]. FedAvg runs several updates of stochastic gradient descent (SGD) in parallel on UEs before averaging local model updates at a centralized server. Unlike GD and SGD, FedAvg executes more local updates and fewer global updates that improves communication efficiency. It was shown experimentally that FedAvg works well on non-iid data. However, its theoretical convergence guarantee in realistic settings was only recently provided in [15].

Fallah et al. proposed personalized federated learning (Per-FedAvg) [16] to build a proper initialization model, inspired by Model-Agnostic Meta-Learning (MAML), that can be updated quickly to their own data after the training phase. Gradient-descent based FL for heterogeneous networks was studied in [17], where an adaptive control algorithm is proposed to obtain the desirable trade-off between local updates and global
aggregation steps. The work in [18] proposed communication-efficient FedAvg using a distributed form of Adam optimization and compression techniques to reduce the number of communication rounds and uploading data. Xie et al. [19] proposed an asynchronous federated optimization algorithm, which has been shown to achieve near-linear convergence to a global optimum. The authors of [20] proposed FedProx, which is generalized from FedAvg by adding the same proximal term to all the local functions that helps improve convergence speed. However, it is challenging to choose an appropriate value of the penalty constant in the proximal term, especially on unbalanced and non-iid datasets.

In another direction, many researchers have recently focused on the performance optimization of FL at the wireless network edge. In particular, three different scheduling policies were proposed in [21] to speed up the convergence of FL algorithms, accounting for the effects of user scheduling and interference. In [22], the desirable trade-off between total UEs’ energy consumption and FL training time is studied, where all UEs are required to transmit their local updates in a synchronous manner. The work in [23] aimed at minimizing the global FL loss function under the effect of wireless communications. However, the computation delay of the local FL training model was not taken into account. An energy-efficient strategy for bandwidth allocation and scheduling was introduced in [24], which is capable of reducing UEs’ energy consumption. The authors in [25] studied a sparse and low-rank problem to support FL algorithms, where user selection and beamforming design are jointly optimized. The superposition property of multi-access channel is exploited in [26] to obtain a low latency for the FL training time. To deal with non-iid data, the work in [27] proposed an online energy-aware dynamic worker scheduling policy to scale down the communication cost. Joint local accuracy, transmit power and UEs’ processing frequency was studied in [28] to minimize the training time, where cell-free massive multiple-input multiple-output network is designed to support arbitrary FL algorithms. This work was extended in [29], in which frequency domain multiple access (FDMA) is adopted to transmit local updates asynchronously. However, the performance optimization of these works is mainly based on existing FL algorithms and requires all UEs to join the training process in every global round, leading to a suboptimal solution due to limited resources (i.e., bandwidth and energy).

B. Motivation and Main Contributions

In this paper, we aim at addressing the fundamental question: Is it possible to efficiently utilize the limited communication and computation resources at the edge nodes to improve the performance of heterogeneous IoT networks by utilizing FL, while still guaranteeing convergence? To do so, we entail the following inherent issues which may limit the FL performance in wireless IoT networks:

- **Non-iid and unbalanced data:** In distributed IoT networks, the collected data is distributed unevenly across UEs, and thus the data size and its distribution will be highly different among them. Therefore, random and uniform sampling schemes for selecting user participation result in the unstable and divergent convergence of FL algorithms.
- **Heterogeneity of UEs:** Each UE typically has very different types of computation capacity, channel gains and battery, which may have negative impacts on the performance of the synchronous FL algorithms (e.g., high completion time).
- **Large number of UEs and limited bandwidth:** The IoT network may constitute of a large number of UEs collaboratively building a shared learning model. However, in the FL-supported IoT network, it is not necessary to force all UEs to participate in every communication round, i.e., each device can be activated in several rounds of the training process. In addition, once the number of UEs is larger than a certain threshold, it may not be possible to obtain high-reliability and low-latency communications to upload local models due to the limited bandwidth. In this case, partial participation in each round is a good option, instead of full user participation [22]–[29].

To the best of our knowledge, this is the first work proposed for communication-efficient FL that takes into account all these issues. Our main contributions are summarized as follows:

- We propose a new FL algorithm generalized from the FedAvg by adding a proper weight-based proximal term to each local loss function to tackle non-iid and unbalanced data and heterogeneity of UEs. The key advantage of weight-based proximal term is to ensure that the global loss decreases steadily and smoothly, since local and global updates should have the same direction during the training process. That is to say, every UE can generate useful local model parameters to a centralized server which stabilizes the FL algorithm. In addition, we develop an efficient sampling strategy with replacement for partial user participation. Our theoretical analysis on non-iid data indicates that the convergence of the proposed FL algorithm can be guaranteed using a learning rate decay, despite the negative effects of sampling method.
- We formulate a resource allocation problem using the proposed FL algorithm in wireless IoT networks which targets key performance metrics of total energy consumption and completion time of FL. The problem captures a joint design of the signal transmission and the computation in one global round under both synchronous and asynchronous communication modes, which is formulated as a nonconvex optimization problem. Assuming that only the distribution of channels is known, we first transform the considered problem into an equivalent nonconvex form with a more computationally tractable form, and then develop an efficient path-following algorithm for its solution based on the inner approximation (IA) framework [30].

Numerical results in realistic federated settings are provided to validate our theoretical analysis and demonstrate the stability and robustness of the proposed FL algorithm on non-iid and unbalanced datasets. They also show that the proposed scheme
TABLE I: Summary of Main Notations and Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w^g_k$</td>
<td>Global model at round $g$</td>
</tr>
<tr>
<td>$w^g_k, w^l_k$</td>
<td>Local model at UE $k$ in global round $g$ and local round $l$</td>
</tr>
<tr>
<td>$w^*$</td>
<td>True optimal model corresponding to the minimum of $F(w^*)$</td>
</tr>
<tr>
<td>$\lambda_{g,l}$</td>
<td>Learning rate in global round $g$ and local round $l$</td>
</tr>
<tr>
<td>$\mathbb{E}_s^{g,l}$</td>
<td>A data sample uniformly picked from $D_g$</td>
</tr>
<tr>
<td>$D_g$ &amp; $D_k$</td>
<td>Local input data set and number of samples of UE $k$, respectively</td>
</tr>
<tr>
<td>$g$ &amp; $\ell$</td>
<td>Global and local round indexes, respectively</td>
</tr>
<tr>
<td>$G$ &amp; $L$</td>
<td>Total number of global rounds and number of local updates between two consecutive global rounds, respectively</td>
</tr>
<tr>
<td>$K_{tot}$ &amp; $K_g$</td>
<td>Set of total UEs and a subset of selected UEs at the global round $g$, respectively</td>
</tr>
<tr>
<td>$F(w^g)$ &amp; $F_k(w)$</td>
<td>Global loss function and local loss function of UE $k$, respectively</td>
</tr>
<tr>
<td>$h_k$</td>
<td>Channel vector between BS and UE $k$</td>
</tr>
<tr>
<td>$B$</td>
<td>Total bandwidth of system</td>
</tr>
<tr>
<td>$S$</td>
<td>Data size of the global/local training update $w$</td>
</tr>
<tr>
<td>$c_k$</td>
<td>Number of processing cycles of UE $k$ (cycles/sample)</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>A small positive constant to ensure high reliability</td>
</tr>
<tr>
<td>$f_k$</td>
<td>CPU frequency of UE $k$ (cycles/s)</td>
</tr>
<tr>
<td>$b^d_k$ &amp; $b^u_k$</td>
<td>Bandwidth coefficients allocated to UE $k$ in DL and UL, respectively</td>
</tr>
<tr>
<td>$\rho^d_k$ &amp; $\rho^u_k$</td>
<td>Transmit power coefficients of UE $k$ in DL and UL, respectively</td>
</tr>
<tr>
<td>$(\mathbf{a}, \mathbf{b})$</td>
<td>Inner product of two vectors $\mathbf{a}$ and $\mathbf{b}$</td>
</tr>
<tr>
<td>$|\cdot|$ &amp; $</td>
<td>\cdot</td>
</tr>
<tr>
<td>$(\cdot)^H$ &amp; $(\cdot)^T$</td>
<td>Hermitian transpose and normal transpose, respectively</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>The gradient of a function</td>
</tr>
<tr>
<td>$E$</td>
<td>Expectation of a random variable</td>
</tr>
</tbody>
</table>

TABLE II: Loss Functions for Widely Used Machine Learning Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Loss function $f_k(w)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Squared SVM</td>
<td>$\frac{1}{2} |w|^2 + \frac{1}{n} \max_{i=1, \ldots, n} {0, 1 - y_i w^T x_i}^2$, where $\lambda$ is a const.</td>
</tr>
<tr>
<td>Linear regression</td>
<td>$\frac{1}{2} |y - w^T x|^2$, where $K$ is the number of clusters</td>
</tr>
<tr>
<td>K-means</td>
<td>$\min_{\omega_1, \ldots, \omega_k} \sum_{i=1}^K \omega_i |w - w^{(i)}|^2$, where $\omega_i$ is the number of clusters</td>
</tr>
</tbody>
</table>

Fig. 1: Illustration of the FL-enabled wireless IoT network.

C. Paper Organization and Mathematical Notation

The remainder of this paper is organized as follows. Preliminaries and definitions are given Section II. The proposed FL algorithm and resource allocation scheme for wireless IoT networks are provided in Sections III and IV, respectively. Numerical results are given in Section V, while Section VI concludes the paper. In order to make the rest of the paper easy to follow, we summarize the notations and symbols in Table I.

II. PRELIMINARIES AND DEFINITIONS

A. Network Model

We consider an FL-supported wireless IoT network consisting of one base station (BS) and a set $K_{tot} \triangleq \{1, 2, \ldots, K_{tot}\}$ of $K_{tot}$ UEs, as illustrated in Fig. 1. The BS and UEs jointly build a shared ML model for data analysis and inference. In a radio-map-assisted wireless network [31], each UE collects measurement data in the wireless environment that is used to train ML algorithms to predict the performance of wireless networks. Heterogeneous computing capabilities of UEs can be empowered by Qualcomm Hexagon Vector eXtensions on Snapdragon 835 [32]. Each UE $k \in K_{tot}$ requires much less training time and energy than existing FL-based schemes such as full user participation and equal bandwidth allocation. They also reveal the effectiveness of asynchronous communication in utilizing the limited communication and computation resources as well as handling UEs’ heterogeneity.

B. Loss Function

The main goal is to find the model parameter $w \in \mathbb{R}^d$ that characterizes the output $y_i$ with the loss function $f(w, x_i, y_i)$. For data sample $x_i$, we rewrite $f(w, x_i, y_i)$ as $f_k(w)$ for simplicity. In Table II, we summarize various loss functions for widely used ML models [33]–[35]. The loss function on the data set $D_k$ of UE $k$ can be defined as

$$F_k(w) \triangleq \frac{1}{D_k} \sum_{i \in D_k} f_i(w).$$

The aim of FL algorithms is to minimize the global loss value of the following distributed optimization problem:

$$\min_{w \in \mathbb{R}^d} \sum_{k \in K_{tot}} p_k F_k(w),$$

where $p_k \triangleq D_k/D$ is the weighting factor for UE $k$, satisfying $p_k \geq 0$ and $\sum_{k \in K_{tot}} p_k = 1$.

C. Review of Federated Averaging (FedAvg)

**Definition 1.** The FL model generated by UEs using their local data set is called “local FL model” (or local model,
for short), while that generated by BS is called “global FL model” (or global model, for short).

In a general FL framework, problem (2) is separately decomposed into $K$ independent problems that are solved locally at UEs. Before we can consider ways to solve (2) efficiently, we first review FedAvg [8], which is also related to our proposed FL algorithm presented later in Section III.

In IoT networks, each UE often has limited computation capability, and thus training on the entire (local) dataset using deterministic gradient descent (DGD) may not be realistic. In this paper, UE $k$ solves its local problem by SGD with the same step size (a.k.a., the learning rate) and the number of local updates $L \geq 1$. At the $g$-th round of FedAvg, the centralized server co-located at BS transmits $w_g$ to all UEs; each user (say, UE $k$) updates the latest global model $w_{g,0}^k := w_g$, and then runs SGD locally for $L$ updates:

$$w_{g,t+1}^k := w_{g,t}^k - \lambda_{g,t} \nabla F_k(w_{g,t}^k, c_{g,t}^k), t = 0, \ldots, L-1, \quad (3)$$

where $\lambda_{g,t}$ is the learning rate, and $c_{g,t}^k \in D_k$ is a data sample uniformly picked from the local data set. Finally, the resulting local model updates are sent to the BS for averaging.

In the aggregation step of each round (or each iteration), there are two types of user participation such as full and partial user participation:

- **Full user participation**: All UEs send their local models back to BS for aggregation, and the aggregated global model to be used for the $g+1$-th round can be obtained as [22]–[24], [28], [29]:

$$w_{g+1} := \sum_{k \in K_{\text{tot}}} p_k w_{g,L}^k. \quad (4)$$

In this case, BS must wait for the slowest UEs (i.e., with low computing capability and low batter level), leading to serious straggler’s effect and longer convergence time of FedAvg.

- **Partial user participation**: A subset $K_g \subseteq \{1, 2, \cdots, K\}$ of $K_g$ UEs with $K_g \leq K_{\text{tot}}$ are selected at round $g$ to send local models [8], [15], [20], and BS then performs:

$$w_{g+1} := \frac{1}{K_g} \sum_{k \in K_g} w_{g,L}^k. \quad (5)$$

This scheme is more practically suited for large scale IoT networks in which a very large number of IoT devices (sensors, smartphones, and actuators, etc.) are deployed. The training procedure of FedAvg with partial user participation can be summarized as follows:

1) BS transmits the latest global model to the selected UEs at random;
2) Each selected UE runs SGD locally for $L$ iterations to output the trained local model (i.e., (3)), and sends it back to BS;
3) BS aggregates the received local models to update the global model (i.e., (5));
4) Steps 1-3 are repeated until convergence.

We note that the design of local updates at UEs and the aggregation strategy at BS may vary depending on the objective functions and different designs of FL algorithms [10], [21], [23], [36].

III. FEDERATED LEARNING ALGORITHM DESIGN

A. Proposed FL Algorithm Design

In IoT networks, there will be a massive number of deployed IoT users connected to collect data related to public safety, weather, energy and transportation, etc. The different UEs in IoT networks often have different resource constraints such as computation capabilities and power levels. In this paper, local models are updated via wireless links, and thus it may not be practical to collect all local models in each global aggregation step due to the limited bandwidth. Our FL algorithm design is similar to FedAvg [8] and FedProx [20] in the sense that a subset $K_g$ of UEs are picked in each global round $g$ to perform local training updates, and these will be sent back to BS to form a new global model.

However, to deal with two key challenges in the traditional federated optimization (i.e., systems heterogeneity and non-iid distributed data across the network) [20], we modify the local loss function of UE $k$ at round $g$ as:

$$f'_i(w) \triangleq f_i(w) + \frac{\mu_p}{2} \|w - w_g\|^2, \quad \forall i \in K_g, \quad (6)$$

where $\mu > 0$ is a trade-off parameter. We note that $\frac{\mu_p}{2} \|w - w_g\|^2$ can be viewed as a weight-based proximal term with a model parameter $w$ and a parameter constant $\frac{\mu_p}{2}$, which can be found in a wide range of applications such as $l_2$-regularized linear regression model $f'_i(w) = \frac{1}{2} \|y_i - w^T x_i\|^2 + \frac{\mu_p}{2} \|w\|^2$.

We have the following remarks:

- The weight-based proximal term $\frac{\mu_p}{2} \|w - w_g\|^2$ is incorporated to force the trained local model to be closer to the latest global model $w_g$, thereby guaranteeing a smooth global loss value and improving the stability of FL algorithm. In other words, it ensures that new local models are not too diverse from the latest global model, so that UEs can generate useful local model parameters to the next global update, addressing the challenge of non-iid and unbalanced data as well as reducing negative impacts of random sampling strategy for selecting user participation.

- In some extreme cases, UE $k$ can have a very large data (i.e., a high value of $p_k$), and the local model of this user is mainly determined by the latest global model. If $\mu_k \triangleq \mu p_k$ is set to be high for all UEs, which may drift the local models of UEs with low weights $p$ too far away from the true model, leading to high divergence. On the other hand, a small value of $\mu_k$ may not make much difference. Therefore, it is necessary to select an appropriate value of $\mu$ for all UEs. The coefficient $\mu_k$ in (6) safely reflects the different amount of local data at UE $k$, which is more flexible than a fixed proximal term for all UEs [20].

Throughout this paper we consider $F_k(w)$ to be convex [15], [22], [23]. Thus, the local updates at UE $k$ in (3) can be modified as:

$$w_{g,t+1}^k := w_{g,t}^k - \lambda_{g,t} \nabla F_k(w_{g,t}^k, c_{g,t}^k)$$
Algorithm 1 Federated Learning Algorithm Design

1: Input: $K_\text{tot}$, $K_g$, $L$, $G$, and $D_k$, $\forall k, g$
2: Initialize the global model $w_0$ and learning rate $\lambda_0$ to the same value for all UEs
3: for $g = 0, 1, \cdots, G - 1$ do
4: \> BS picks a subset $K_g$ of $K_g$ UEs at random (UE $k$ is selected with replacement according to the sampling probability $p_k$, $\forall k \in K_\text{tot}$)
5: \> BS sends $w_g$ to all UEs in $K_g$
6: \> for $k \in K_g$ in parallel do
7: \> \> $w_{g,0}^k := w_g$
8: \> \> for $\ell = 0, 1, \cdots, L - 1$ do
9: \> \> \> Randomly pick a data point $x_{g,\ell}^k \in D_k$
10: \> \> \> Update: $w_{g,\ell+1}^k := w_{g,\ell}^k - \lambda_g \ell (\nabla F_k(w_{g,\ell}^k, x_{g,\ell}^k) + \mu p_k(w_{g,\ell}^k - w_g))$
11: \> \> end for
12: \> Send $w_{g+1}^k$ to BS
13: end for
14: BS aggregates to update the global model parameter as:
15: $w_{g+1} := \frac{1}{K_g} \sum_{k \in K_g} w_{g+1}^k$

\begin{equation}
:= w_{g,\ell}^k - \lambda_g \ell (\nabla F_k(w_{g,\ell}^k, x_{g,\ell}^k) + \mu p_k(w_{g,\ell}^k - w_g)). \quad (7)
\end{equation}

The proposed FL algorithm design is summarized in Algorithm 1. Here, a slight but important modification in Step 10 of Algorithm 1 is expected to obtain significant performance improvement compared to FedAvg with strong theoretical convergence guaranteed, which will be detailed next. We note that the convergence of FedAvg on non-iid data has been studied in [15].

B. Convergence Analysis

In this subsection, we analyze the convergence of Algorithm 1 and provide an upper bound of $E \{ \| F(w_G) \| - F(w^*) \}$, where $w^*$ denotes the optimal global model corresponding to the minimum of the global loss $F$.

1) Assumptions

To facilitate the analysis, we first make the following assumptions on the modified local loss functions, which are widely adopted in the literature [11], [15], [20], [22], [23].

Assumption 1. $F_k(w)$ is $\Gamma$-smooth; i.e., $\forall w, \bar{w} \in \mathbb{R}^d$

\begin{equation}
F_k(w) \leq F_k(\bar{w}) + \langle \nabla F_k(\bar{w}), w - \bar{w} \rangle + \frac{\Gamma}{2} \| w - \bar{w} \|^2, \forall k. \quad (8)
\end{equation}

Assumption 2. If $F_k(w)$ is convex, $F_k'(w)$ becomes $\mu_k$-strongly convex (since the Hessian of $F_k'(w)$ can be positive semi-definite); i.e., $\forall w, \bar{w} \in \mathbb{R}^d$ and there exists $\mu_k > 0$ such that

\begin{equation}
F_k'(w) \geq F_k'(\bar{w}) + \langle \nabla F_k'(\bar{w}), w - \bar{w} \rangle + \frac{\mu_k}{2} \| w - \bar{w} \|^2, \forall k. \quad (9)
\end{equation}

We note that $\sum_{k \in K_\text{tot}} \mu_k = \mu \sum_{k \in K_\text{tot}} p_k = \mu$.

Assumption 3. For any $k$ and $w$, we define $\delta$ as an upper bound of the expected squared norm of stochastic gradients

\[ E\{\|\nabla F_k'(w_{g,\ell}^k, c_{g,\ell}^k)\|^2\} \leq \delta. \quad (10) \]

2) Main Results

For simplicity, we assume that $\lambda_g = \lambda_g, \forall g$, i.e., all local iterations use the same learning rate in each aggregation step. Let us define that

\[ w_{g,\ell+1}^k \triangleq \sum_{k \in K_g} p_k (w_{g,\ell}^k - \lambda_g \nabla F_k'(w_{g,\ell}^k, c_{g,\ell}^k)), \quad (11) \]

which is the aggregation of one local update from all UEs. For $\Delta F'(w_{g,\ell}) \triangleq \sum_{k \in K_g} p_k F_k'(w_{g,\ell}^k, c_{g,\ell}^k)$, it follows that

\[ w_{g,\ell+1} = \sum_{k \in K_g} p_k w_{g,\ell}^k - \lambda_g \Delta F'(w_{g,\ell}). \quad (12) \]

In the case of full user participation in (4), we always have $w_{g,\ell+1} = \sum_{k \in K_g} p_k w_{g,\ell+1}^k$, but not hold true for our proposed FL due to the randomness of sampling strategy. We recall that in the global round $g$, only a subset $K_g$ of UEs are randomly selected to join the training process. Thus, the sampling strategy must be indifferent among all UEs with respect to their weights which guarantees the convergence of the FL algorithm. Inspired by [15], we define the following relationship to capture the unbiased sampling strategy which is related how UEs are picked at different rounds.

Definition 2. The expectation of the next global model parameter of selected UEs is equal to the average of all UEs’ updated local parameters, i.e.,

\[ E \left\{ \frac{1}{K_g} \sum_{k \in K_g} w_{g+1}^k \right\} = w_{g+1}. \quad (13) \]

For $w_{g+1} := \frac{1}{K_g} \sum_{k \in K_g} w_{g+1}^k$, the expected divergence between $w_{g+1}$ and $w_{g+1}$ is characterized by the following lemma.

Lemma 1. Assuming $\{\lambda_k\}_{k=0}^G$ is a non-increasing sequence (i.e., $\lambda_k \leq \lambda_{k-1}$) with a learning rate decay as $\lambda_k \leq \frac{\lambda_0}{1+Gk}$ for any positive constant $a > 0$, the expected upper bound of $\|w_{g+1} - w_{g+1}\|^2$ can be given as

\[ E \{ \|w_{g+1} - w_{g+1}\|^2 \} \leq \frac{L^2 \lambda_0^2 \delta}{K_g (1 + aG)^2}. \quad (14) \]

Proof: We first use Definition 2 to overcome the difficulty of the expectation over the subset $K_g$, based on which the upper bound in (14) is obtained. For details, please see Appendix A.

Theorem 1. Let all Assumptions 1-3 hold. Given the optimal global model $w^*$, the learning rate $\lambda_g \leq \frac{\lambda_0}{1+Gk}$ with $\lambda_0 \leq \frac{2}{\gamma^2}$ and $\epsilon_0 = \| w_0 - w^* \|^2$, the expected convergence upper bound of $F(w_G) - F(w^*)$ after $G$ global rounds can be bounded by

\[ \mathbb{E} \{ F(w_G) \} - F(w^*) \leq \frac{\Gamma}{2} \left( \frac{L^2 \lambda_0^2 \delta}{K_g (1 + aG)^2} + \prod_{i=0}^{G-1} \left( 1 - \frac{2 \lambda_0 \mu \Gamma}{(\mu + \Gamma)(1 + ia) \epsilon_0} \right) \right). \quad (15) \]

Proof: We first analyze the expected upper bound of
\[ \|w_{g+1} - w^*\|^2 \text{ within the subset } K_g. \] Combining with the result in Lemma 1, we obtain the final result. For details, please see Appendix B.

**Corollary 1.** Let all Assumptions 1-3 hold. Given the optimal global model \(w^*\) and \(\varepsilon_0 = \|w_0 - w^*\|^2\). If we fix the learning rate to be \(\lambda_g = \frac{\mu}{K} \forall g\), the expected convergence upper bound of \(F(w_g) - F(w^*)\) in Theorem 1 becomes

\[
\mathbb{E}[F(w_G)] - F(w^*) 
\leq \frac{1}{2} \left( \frac{4L^2\delta}{K_G(\mu + 1)^2} + \left(1 - \frac{4\mu\Gamma}{(\mu + 1)^2}\right)^G \varepsilon_0 \right).
\]

(16)

It can be seen that \(\lim_{G \to \infty} (1 - \frac{4\mu\Gamma}{(\mu + 1)^2})^G = 0\) due to 0 \(\leq 1 - \frac{4\mu\Gamma}{(\mu + 1)^2} < 1\).

**Remark 1.** From Theorem 1, we can observe that the proposed Algorithm 1 will converge to the optimum (global model) after a sufficiently large number of global rounds. In addition, with a fixed learning rate in Corollary 1, it will converge to a suboptimal solution with a gap of the total loss of \(\frac{4L^2\delta}{K_G(\mu + 1)^2}\) away from the optimum due to the heterogeneity of the data distribution. These observations simply imply that an adaptive learning rate is necessary for the proposed FL algorithm to obtain the optimal global model. However, we note that decreasing the learning rate very often (e.g., after each local update) may slow down the convergence speed of the proposed FL algorithm. The key advantage of FedAvg is mainly attributed to the fact that it performs several local model updates before communicating with the centralized server for global aggregation, which achieves a low communication cost.

**Remark 2.** The sampling strategy is controlled by the central server co-located at BS. Compared to FL algorithms with full user participation and uniform sampling, Algorithm 1 may additionally require all UEs to update their number of samples to the central server before performing the sampling strategy. This step is done once in the entire implementation of Algorithm 1. For real-time video streaming applications, the number of training samples needs to be updated regularly that allows the system to adapt quickly to the newly collected data. The fine-tuned learning rate \(\lambda_g\), trade-off parameter \(\mu\), and number of local iterations \(L\) are necessary to prevent divergence of Algorithm 1.

**Practical Implementation:** In addition to the learning rate, we now discuss the selection of other parameters to successfully implement Algorithm 1.

1) **Selection of \(L\):** In principle, the number of local updates \(L\) is controlled by UEs to achieve an approximate solution that satisfies certain local accuracy. If \(L\) is too large, Algorithm 1 becomes the one-shot averaging [12], where \(w^k\) will converge only to an optimal solution of the local loss function \(F_k(\cdot)\). On the other hand, Algorithm 1 with very small \(L\) will result in a heavy global communication burden. Therefore, an appropriate value of \(L\) is necessary not only to guarantee the convergence of Algorithm 1 but also to reduce communication costs.

2) **Selection of \(K_g\):** From Theorem 1, it can be seen that the convergence rate is less dependent on \(K_g\) than \(G\) and \(L\). Thus, one can set the number of user participants to be small that still ensure high quality of training parameters transmitted over wireless links (due to limited resources) without compromising the convergence rate, suitable for IoT networks having a large number of UEs.

**IV. PROPOSED FL-ENABLED RESOURCE OPTIMIZATION OVER WIRELESS IoT NETWORKS**

Given insights from Section III, we are now in a position to develop a resource allocation algorithm to optimize the FL performance over wireless IoT networks.

In what follows, one FL process is referred to as the entire implementation of Algorithm 1 until convergence. The proposed scheme to support FL is illustrated in Fig. 2, consisting of five steps. Compared to Algorithm 1, an additional step (S1) is added to enhance the performance of FL (e.g., in terms of energy consumption and training time). This step is done at the BS side before executing Algorithm 1 in each communication round.

**Remark 3.** In practice, the BS is often equipped with much higher computation capacity than UEs for executing tasks. In addition, the BS is located in a place closer to UEs, and thus, the latency of performing Steps (S1) and (S5) can be neglected. This assumption is also adopted in recent works on the FL for wireless communications [22]-[24], [28], [29].

**A. System Model**

We assume that BS is equipped with \(N\) antennas to serve single-antenna UEs via a shared wireless medium. We consider the channel reciprocity between BS and UEs in time division duplex mode. The channel vector between BS and UE \(k\) is denoted by \(h_k \in \mathbb{C}^{N \times 1}\), which is generally modeled as \(h_k = \sqrt{\rho_k} \bar{h}_k\); Here, \(\bar{h}_k\) accounts for the effect of large-scale fading (e.g., path loss and shadowing), and \(\rho_k \sim \mathcal{CN}(0, I_N)\) denotes the small-scale fading.

1) **Communication Model:** BS transmits the latest global model to the selected UEs using frequency-division multiple access (FDMA) over the total bandwidth \(B\) (i.e., step S2 in Fig. 2). We denote the bandwidth allocated to UE \(k\) via downlink by \(B_{dk}^1\), satisfying \(\sum_{k \in K_g} B_{dk}^1 \leq B\). Applying maximum ratio transmission (MRT) beamforming (i.e., \(h_k/\|h_k\|\)), UE \(k\) downloads the FL global model from BS with the transmission rate (bits/s):

\[
r_k^{d1} = b_k^{d1} B \log (1 + \text{SNR}_k^{d1}),
\]

(17)
where $SNR_k^{ul} \triangleq \frac{\|b_k s_k^u\|^2}{\|w_k\|^2}$ and $N_0$ are the downlink signal-to-noise ratio (SNR) and noise power spectral density at UE $k$, respectively; $\rho_k^{dl}$ is the transmit power coefficient allocated to UE $k$ subject to $\sum_{k \in K} (\rho_k^{dl})^2 \leq P_{BS}$, where $P_{BS}$ is the power budget at BS. Let $S$ be the data size (in bits) that BS and UEs require to transmit the global/local training update $w$ over wireless links.\(^1\) Thus, the downlink communication delay for UE $k$ to download the global model

$$\rho_{co,k}^{dl} \triangleq \frac{S}{r_k^{dl}}. \tag{18}$$

UEs perform the local training based on the latest global model, and then transmit the trained local models to BS using FDMA (i.e., step S4). Applying maximum ratio combining (MRC) receiver at BS (i.e., $b_k^H / \|b_k\|$), the data rate of UE $k$ to transmit its local FL model to BS can be given as

$$r_k^{ul} = \log (1 + SNR_k^{ul}), \tag{19}$$

where $SNR_k^{ul} \triangleq \frac{\|b_k s_k^u\|^2}{\|w_k\|^2}$ is the uplink SNR of UE $k$; $b_k^{ul}$ and $\rho_k^{ul}$ are the bandwidth and transmit power coefficients of UE $k$ in uplink, respectively. The uplink communication delay to upload the local FL model is thus

$$\rho_{co,k}^{ul} \triangleq \frac{S}{r_k^{ul}}. \tag{20}$$

2) Computation and Energy Consumption Model at UEs: Let $c_k$ (cycles/sample) be the number of processing cycles of UE $k$ to execute one sample of data, which assumes to be measured offline and known $a$ priori [37]. Denoting the central processing unit (CPU) frequency of UE $k$ by $f_k$ (cycles/s), the computation time for the local training update at UE $k$ (i.e., step S3) over $L$ local iterations is given by

$$t_{cp,k} = \frac{c_k}{f_k} D_k,$$ \tag{21}

where $\frac{c_k}{f_k}$ can be interpreted as the computation time per one local iteration. The energy consumption at UE $k$ in one global round can be formulated as:

$$E_k = E_{co,k} + E_{cp,k}, \tag{22}$$

where $E_{co,k} = (\rho_k^{ul})^2 \rho_{co,k}^{ul}$ is the energy consumption required to transmit the local update via the uplink, and $E_{cp,k} = L \frac{c_k}{f_k} D_k f_k^{dl}$ denotes the CPU energy consumption for $L$ local iterations [38] with $\theta_k/2$ being the effective capacitance coefficient depending on the chipset of UE $k$. Next, the energy consumption of $K_g$ UEs at round $g$ is expressed as follows:

$$E_g = \sum_{k \in K_g} E_k = \sum_{k \in K_g} (E_{co,k} + E_{cp,k}). \tag{23}$$

B. Problem Formulation

To convey local models to BS in the uplink, we consider two different schemes, i.e., synchronous (Syn) and asynchronous (Asyn) communication. The former requires all selected UEs to complete the current step before starting the next step [22],\(^1\) the transmit data size can be calculated as $S = 32d$ bits, since it typically takes $32d$ bits to encode the vector $w$ of length $d$.

[28], while the latter allows each selected UE to communicate with BS in an asynchronous manner [29].

The total time of one communication round of the FL process at iteration $g$ is

$$T_g^X = \begin{cases} \max_{k \in K_g} \{t_{co,k}^{dl} + t_{cp,k} + \max_{k \in K_g} \{t_{co,k}^{ul} \}, \quad & \text{if X is Syn,} \\ \max_{k \in K_g} \{t_{co,k}^{ul} + t_{cp,k} + t_{co,k}^{ul} \}, \quad & \text{if X is Asyn.} \end{cases} \tag{24a}$$

We introduce a constant parameter $\eta \in [0, 1]$ to formulate the utility function as $\eta E_g + (1 - \eta) T_g^X$, where $\eta = 1$ ($\eta = 0$, respectively) corresponds to the energy consumption minimization problem (the time minimization, respectively). At the global round $g$, we seek the solution to the following minimization problem:

$$\min_{\rho, f, b} \eta E_g + (1 - \eta) T_g^X \tag{25a}$$

s.t. $E_k \leq E_{max}, \forall k \in K_g,$ \tag{25b}

$T_k \leq T_{max}, \forall k \in K_g,$ \tag{25c}

$SNR_k^{ul} \geq \gamma_{min}, \forall k \in K_g, x \in \{d1, u1\},$ \tag{25d}

$(\rho_k^{ul})^2 \leq P_{BS}, \forall k \in K_g,$ \tag{25e}

$\sum_{k \in K_g} v_{min} \leq f_k \leq v_{max} \leq f_k, \forall k \in K_g,$ \tag{25g}

$\sum_{k \in K_g} b_k \leq b_{max} = 1, \forall r \in \{d1, u1\},$ \tag{25h}

where $T_k = t_{co,k}^{dl} + t_{cp,k} + \rho_{co,k}^{dl}, \rho \triangleq \{\rho_k^{ul}, \rho_k^{dl}\}$, $\rho_k^{dl} \triangleq \{\rho_k^{dl} \}_{k \in K_g}$, $f_k \triangleq \{f_k \}_{k \in K_g}$ and $b \triangleq \{b_k \}_{k \in K_g}$. Constraints (25b) and (25e) indicate the maximum energy consumption $E_{max}$ and the delay requirement $T_{max}$, respectively, for executing one communication round. Constraint (25d) with a minimum SNR requirement $\gamma_{min}$ is added to ensure that BS can successfully decode the message. The parameters $(E_{max}, T_{max}, \gamma_{min})$ assume to be known $a$ priori at the BS. When the condition in (25c) is not met for some UEs, BS simply ignores these stragglers from the global training update. (25e), (25g) and (25h) are the CPU-frequency, transmit power and bandwidth constraints for each UE, respectively, which also capture UEs’ heterogeneity with different types of computation capability and battery level.

Definition 3. The effective completion time and the total energy consumption of all UEs for implementing the FL algorithm are computed as $T_g^X = \sum_{g=1}^{G} E(T_g^X)$ and $E = \sum_{g=1}^{G} E(E_g)$, respectively. Here, $E(T_g^X)$ and $E(E_g)$ are the average of $T_g^X$ and $E_g$ over the random sampling of devices and large-scale fading realizations, respectively.

C. Proposed Path-Following Algorithm

We note that the functions $E_{co,k}$, $t_{co,k}^{dl}$, $t_{co,k}^{ul}$, $SNR_k^{dl}$ and $SNR_k^{ul}$, $\forall k$, are neither convex nor concave in $(\rho, b)$, which can be verified by checking the Hessian matrix. As a consequence, the objective (25a) and constraints (25b)-(25d) are nonconvex, causing problem (25) to be nonconvex. In what follows, we first transform problem (25) to a computationally
tratable form and then apply IA method [30] to develop an efficient path-following algorithm for its solution.

Let us start by rewriting (25) equivalently as

\[
\min_{\rho, f, \vartheta, t} \eta E_g(\rho, f, \vartheta) + (1 - \eta) T_g(t)
\]

subject to

\[
\begin{align*}
L_{\vartheta_k} &\geq t_{cp}, \forall k \in K_g, x \in \{d_1, u_1\}, \\
E_k(\rho^a_k, f_k, \vartheta^a_k) &\leq E_{max}, \forall k \in K_g, \\
T_k(f_k, \vartheta^a_k, \vartheta^u_k) &\leq T_{max}, \forall k \in K_g,
\end{align*}
\]

where

\[
E_g(\rho, f, \vartheta) \triangleq \sum_{k \in K_g} E_k(\rho^a_k, f_k, \vartheta^a_k),
\]

\[
E_k(\rho^a_k, f_k, \vartheta^a_k) \triangleq S(\rho^a_k)^2 + L \frac{\rho_k D_k}{f_k} f_k^2,
\]

\[
T_k(f_k, \vartheta^a_k, \vartheta^u_k) \triangleq \frac{S}{f_k} + L \frac{C_k D_k}{f_k} + \frac{S}{\rho_k^a},
\]

\[
T_g(t) \triangleq \begin{cases} 
\{t_{cp}, f_{0, \vartheta^a, \vartheta^u}^a, t\}, & \text{if } X \text{ is Syn, } \\
s, & \text{if } X \text{ is Asyn, }
\end{cases}
\]

and \(t \triangleq \{t_{cp}, f_{0, \vartheta^a, \vartheta^u}^a, t\}\) and \(\vartheta \triangleq \{\vartheta^a, \vartheta^u\}\) with \(\vartheta^a \triangleq \{\vartheta^a_k\}_{k \in K_g}\) and \(\vartheta^u \triangleq \{\vartheta^u_k\}_{k \in K_g}\) are newly introduced variables to unravel the nonsmooth objective function. It is observed that the objective and all the constraints are convex and linear, except (26b).

Due to limited resources and low computation capacity of UEs, it may take more than one communication block to complete one global round. Thus, the small-scale fading may change during local training updates, and the perfect instantaneous CSI of UEs may be difficult to obtain in practice. In addition, one large-scale coherence time can be invariant at least 40 small-scale fading coherence intervals [39]. Assuming that the large-scale fading is a known deterministic quantity, we replace (26b) by the following outage constraint [40]:

\[
(26b) \Rightarrow \left\{b_k^u B \log(1 + \gamma_k^u) \geq \vartheta_k^u, \forall k \in K_g, x \in \{d_1, u_1\}\right\}
\]

under the condition:

\[
\frac{\varphi_k N}{B N_0} \ln(1 - \epsilon) + \frac{\gamma_k^u b_k^u}{(R_k^u)^2} = 0, \forall k \in K_g, x \in \{d_1, u_1\}, (31)
\]

Proof: Based on the foundation results in [40], a self-contained proof is given in Appendix C.

From Lemma 2, we rewrite (26) as

\[
\min_{\rho, f, \vartheta, \gamma} \eta E_g(\rho, f, \vartheta) + (1 - \eta) T_g(t)
\]

subject to

\[
\begin{align*}
b_k^u B \log(1 + \gamma_k^u) &\geq \vartheta_k^u, \forall k \in K_g, x \in \{d_1, u_1\}, \text{(32b)} \\
\varphi_k N \ln(1 - \epsilon) + \frac{\gamma_k^u b_k^u}{(R_k^u)^2} &\leq 0, \forall k \in K_g, x \in \{d_1, u_1\}, \text{(32c)}
\end{align*}
\]

where (32c) must hold with equality at the optimum, and \(\gamma \triangleq \{\gamma_k^u, \gamma_k^u\}_{k \in K_g}\). The linear constraint (32d) is derived from (25d).

We are now ready to approximate the nonconvex constraints (32b) and (32c). By IA method [30], (32b) is iteratively replaced by the following convex constraint at iteration \(k\):

\[
\Phi_k(\gamma_k^u, b_k^u) \triangleq A_k^c(\gamma_k^u, b_k^u) - B_k^c \frac{1}{\gamma_k^u} = C_k^c \frac{1}{b_k^u} \geq \frac{\nu_k^u}{B_k^c} \forall k, x, (33)
\]

whose proof is given in Appendix D, where \(A_k^c(\gamma_k^u, b_k^u) \triangleq 2 b_k^u \log(1 + \gamma_k^u) + b_k^u \frac{\gamma_k^u}{(b_k^u \gamma_k^u)^2} \frac{\nu_k^u}{B_k^c} \) and \(B_k^c \triangleq b_k^{x, c}(\gamma_k^u) \frac{b_k^{x, c}(\gamma_k^u)^2}{(\gamma_k^u x_k^u + 1)} \) and \(C_k^c \triangleq (b_k^{x, c}(\gamma_k^u)^2 \log(1 + \gamma_k^u)\). It is noted that the function \(\Phi_k(\gamma_k^u, b_k^u)\) is concave and lower bound of \(b_k^u B_k^c \log(1 + \gamma_k^u)\), satisfying \(\Phi_k^{x, c}(b_k^u, \gamma_k^u) = b_k^{x, c}(\gamma_k^u) B_k^c \log(1 + \gamma_k^u)\). Next, we rewrite (32c) as

\[
\frac{\gamma_k^u b_k^u}{(R_k^u)^2} \geq \frac{\nu_k^u}{B_k^c} \ln(1 - \epsilon) - E_k^u, (34)
\]

It is clear that \(\gamma_k^u b_k^u / (R_k^u)^2\) is a quadratic-over-linear function, which is convex over the domain \((R_k^u > 0, b_k^u > 0)\). Thus, constraint (34) is iteratively convexified as

\[
\frac{b_k^{x, c}(\gamma_k^u) \rho_k^u - (\rho_k^{x, c}(\gamma_k^u))^2}{b_k^{x, c}(\gamma_k^u)} \geq \frac{\nu_k^u}{B_k^c} \ln(1 - \epsilon) - E_k^u, (35)
\]

Summing up, at iteration \(k\) of round \(g\), we solve the following convex program

\[
\min_{\rho, f, \vartheta, \gamma} \eta E_g(\rho, f, \vartheta) + (1 - \eta) T_g(t)
\]

subject to

\[
(25e) - (25h), (26c) - (26e), (32d), (33), (35), (36b)
\]

to generate the next feasible point \((\vartheta_k^{x, (k+1)}, b_k^{x, (k+1)}, \gamma_k^{x, (k+1)})\).

The procedure is successively repeated until convergence. A pseudo-code of the path-following algorithm to solve (25) is given in Algorithm 2. An initial feasible point to start Algorithm 2 can be easily found by setting \(\gamma_k^{x, (0)} = \gamma_k^{x, min}, b_k^{x, (0)} = 1/K_g\) and \(\vartheta_k^{x, (0)} \triangleq \frac{\nu_k^u}{\ln(1 - \epsilon) N_k^{x, (0)}} b_k^{x, (0)}, \forall k \in K_g, x \in \{d_1, u_1\}\).

Convergence and Complexity Analysis: Algorithm 2
Algorithm 2 Proposed Path-Following Algorithm for Solving (25)

Initialization: Set $\kappa := 0$, a subset of selected UEs $K_g$, and generate a feasible point $(\rho^{(0)}, b^{(0)}, \gamma^{(0)})$ for constraints in (36b).

1: repeat
2: Solve the convex program (36) to obtain the optimal solution, denoted by $(\rho^*, b^*, \gamma^*)$.
3: Update $(\rho^{(\kappa+1)}, b^{(\kappa+1)}, \gamma^{(\kappa+1)}) := (\rho^*, b^*, \gamma^*)$.
4: Set $\kappa := \kappa + 1$.
5: until Convergence
6: Output: $(\rho^*, b^*, \gamma^*)$ and the objective value (25a)

is developed using IA framework, where the convergence was provided in [30]. Specifically, let $\mathcal{F}^{(\kappa)} \triangleq \{\rho, \Gamma, b, \vartheta, t, \gamma | \text{constraints in (36b)} \}$ be the feasible set of (36) at iteration $\kappa$. By IA properties [41], Algorithm 2 produces a sequence $\{\rho^{(\kappa)}, b^{(\kappa)}, \gamma^{(\kappa)}\}$ of improved solutions and a sequence of non-increasing objective values of (36) (and hence (25)). By [30, Theorem 1], Algorithm 2 is guaranteed to obtain a locally optimal solution for (25), which satisfies Karush-Kuhn-Tucker conditions when $\kappa \to \infty$. Problem (36) involves $7K_g + 3$ scalar decision variables and $12K_g + 3$ linear/quadratic constraints for synchronous communication, and $7K_g + 1$ scalar decision variables and $10K_g + 3$ linear/quadratic constraints for asynchronous communication. As a result, the per-iteration computational complexity of Algorithm 2 is $\mathcal{O}((12K_g + 3)^2 + (49K_g^2 + 54K_g + 12))$ for synchronous communication and $\mathcal{O}((10K_g + 3)^2 + (49K_g^2 + 24K_g + 4))$ for asynchronous communication, respectively. Similarly, the per-iteration complexity for the energy minimization problem is $\mathcal{O}((9K_g + 3)^2 + (49K_g^2 + 9K_g + 3))$. We recall that only a subset of UEs $K_g$ are selected at round $g$ of Algorithm 1, making Algorithm 2 implementable.

V. NUMERICAL RESULTS

In this section, we first examine our theoretical results to validate the proposed FL’s performance and then provide numerical results for FL over a wireless IoT network.

A. Numerical Results for the proposed FL Algorithm 1

Model and Loss Function: We consider a multinomial logistic regression with a convex loss function (cross-entropy error loss function). We decay the trade-off parameter $\mu$ after every global round $g$ as $\mu_g = \frac{\mu_0}{1 + g\tau}$ to balance the loss function and the weight-based proximal term, where $\mu_0$ is the best value chosen from the set $\mu_0 \in \{100, 10, 1\}$.

Datasets: In order to examine the performance of the proposed FL algorithm in a heterogeneous setting, we consider both real (MNIST dataset [42]) and synthetic datasets with 100 UEs taking part in the training process. In MNIST dataset, each UE has samples of only two digits where the number of samples among UEs follows a power law. Synthetic data are generated by following the same settings in [15], [20]. In particular, samples $(X_k, Y_k)$ are generated by $y = \arg\max(\text{softmax}(W_kx + b_k))$ with $x \in \mathbb{R}^{60}, W_k \in \mathbb{R}^{10 \times 60}$ and $b \in \mathbb{R}^{10}$. Each entry of $W_k$ and $b_k$ is modeled as $N(\nu_k, 1)$ with $\nu_k \sim N(0, \alpha), x$ is modeled as $N(\gamma_k, \Sigma)$, where $\gamma_k \sim N(\bar{B}_k, 1)$ with $\bar{B}_k \sim N(0, \beta)$ and the matrix $\Sigma$ is diagonal with $\Sigma_{jj} = \frac{1}{\nu_j}$. Here, $\alpha$ and $\beta$ control how much the local model and the local data differ from each other, denoted Synthetic($\alpha, \beta$). The number of samples among UEs follows a power law. We summarize the statistics of datasets in Table III.

Simulation Setting: To guarantee the convergence of Algorithm 1 (as mentioned in Remark 1), we consider a non-increasing learning rate as $\lambda_g = \frac{\lambda_0}{1 + g\lambda_0}$, where $\lambda_0$ is carefully chosen from the set $\lambda_0 \in \{0.1, 0.03, 0.01\}$. In all experiments, we generate an initial model as $w_0 = 0$. We use batch sizes ($B$) of 60 and 20 for MNIST and synthetic datasets, respectively. We then compare the performance of the proposed FL with FedAvg [8] and Per-FedAvg [16]. To conduct fair comparison, the subset of selected UEs in each round is the same for all considered FL algorithms. Each local data is randomly split to 80% for training and 20% for testing. The FL algorithms are implemented in TensorFlow.

Fig. 3 shows the convergence of the proposed FL algorithm for different datasets. For FedAvg and Per-FedAvg, we also decay the learning rate as $\lambda_g = \frac{\lambda_0}{1 + g\lambda_0}$, where the initial value of $\lambda_0$ is carefully adjusted from the set $\{0.1, 0.03, 0.01\}$. The results demonstrate that Algorithm 1 outperforms FedAvg and Per-FedAvg on both MNIST and synthetic datasets. In particular, compared to FedAvg and Per-FedAvg, the improvements in terms of global loss are approximately 15.6% and 9.7% for the MNIST dataset in Fig. 3(a), and 28.7% and 24.6% for the Synthetic(0,0) dataset in Fig. 3(b), respectively. In addition to its better performance, it can be seen that Algorithm 1 is more stable and converges faster than FedAvg and Per-

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#UEs</th>
<th>#Samples</th>
<th>Samples/UE</th>
<th>mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>100</td>
<td>66246</td>
<td>662</td>
<td>1595</td>
<td></td>
</tr>
<tr>
<td>Synthetic(0,0)</td>
<td>100</td>
<td>40893</td>
<td>408</td>
<td>911</td>
<td></td>
</tr>
<tr>
<td>Synthetic(1,1)</td>
<td>100</td>
<td>26144</td>
<td>261</td>
<td>333</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3: Global loss values versus the number of global rounds.

TABLE III: Statistics of MNIST and Synthetic Datasets
Algorithm 1 using the individual penalty constant (i.e., $\mu_k$ of local iterations) in the heterogeneous setting. The random sampling strategy to select user participation in terms of energy consumption and FL training time, which will be elaborated next.

In Fig. 4, we investigate the effect of different numbers of local iterations $L \in \{10, 30\}$ on the performance of the proposed FL algorithm. It can be observed that Algorithm 1 outperforms FedAvg and Per-FedAvg in all settings. In addition, a larger $L$ leads to faster convergence and allows to handle the instability of all FL algorithms with non-iid data in a better way. However, we recall that a very large value of $L$ may result in the one-shot averaging of FL algorithms [12]. In practice, it is beneficial to allow an appropriate value of $L$, which not only boosts the convergence speed but also prevents divergence of the proposed FL algorithm.

We next examine the impact of weight-based proximal term by fixing $\mu_k = \mu \mu_k = 1$ for all UEs, as shown in Fig. 5. We use Synthetic(0,0) and Synthetic(1,1) datasets with $B = 20$, $L = 20$ and $K_g = 10$, $\forall g$. It can be seen that Algorithm 1 using the individual penalty constant (i.e., $\mu_k$ for UE $k$) achieves a significant performance gap over FedAvg and Algorithm 1 with $\mu_k = 1$, $\forall k$ in terms of global loss in both cases. For Synthetic(0,0) dataset in Fig. 5(a), we can see that Algorithm 1 with a fixed penalty constant exhibits a lower convergence speed compared to an individual and flexible penalty constant. This is probably attributed to the fact that the local model of some UE $k$ with a small number of training samples may strongly depend the latest global model, and thus it generates less useful local parameters to the next global aggregation. In other words, it may not reflect the actual local loss of those UEs that might slow down convergence on non-iid data. For highly heterogeneous Synthetic(1,1) data in Fig. 5(b), it is also worth noting that Algorithm 1 is less volatile than other algorithms.

A natural question that arises is how many user participants are optimal to accelerate the convergence speed of the proposed FL algorithm while still ensuring a minimum global loss. In Fig. 6, we select $K_g$ from the set $K_g \in \{10, 20, 100\}$. We set $L = 5$ to reduce the local training time due to a large number of UEs taking part in the training process. It can be seen that the number of selected UEs in each global round has a limited impact on the convergence of Algorithm 1 in both MNIST and Synthetic datasets, which is also aligned with our theoretical result in Theorem 1 as well as the findings of [15]. This phenomenon plays an important role in improving the performance of the FL algorithm for wireless IoT networks in terms of energy consumption and FL training time, which will be elaborated next.

B. Numerical Results for the FL-supported wireless IoT network (Algorithm 2)

We consider a wireless IoT network, where $K_{tot} = 100$ UEs are uniformly deployed in a circle area of 1-km radius where the BS equipped with 4 antennas is located at its center. We use the same settings in Fig. 3(b) on Synthetic(0,0) dataset with $B = 20$, $L = 10$, and the number of selected UEs in each round is fixed to as $K_g = 10$, $\forall g$. The number of global rounds is determined when Algorithm 1 converges. The large-scale fading is modeled as: $\varphi_k = 10^{-\frac{d_k^2}{20}}$, where the shadow fading is considered as a random variable $z \sim N(0, 1)$ with
TABLE IV: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System bandwidth, $B$</td>
<td>1 MHz</td>
</tr>
<tr>
<td>Noise power spectral density, $N_0$</td>
<td>$-174$ dBm/Hz</td>
</tr>
<tr>
<td>SNR threshold, $\gamma_{\text{min}}$</td>
<td>0 dB</td>
</tr>
<tr>
<td>Power budget at UEs, $P_{k}^{\text{max}}$, $\forall k$</td>
<td>23 dBm</td>
</tr>
<tr>
<td>Power budget at BS, $P_{b}^{\text{tot}}$</td>
<td>30 dBm</td>
</tr>
<tr>
<td>CPU frequency, $(f_k^{\text{cpu}}, f_k^{\text{max}})$, $\forall k$</td>
<td>$(10^6, 3.10^9)$ cycles/s</td>
</tr>
<tr>
<td>Number of processing cycles, $c_k$, $\forall k$</td>
<td>10 cycles/bit</td>
</tr>
<tr>
<td>Effective capacitance coefficient, $\theta_k$/2, $\forall k$</td>
<td>$10^{-28}$</td>
</tr>
<tr>
<td>Maximum energy requirement, $\mathcal{E}_{\text{max}}$, $\forall k$</td>
<td>1 J</td>
</tr>
<tr>
<td>Maximum delay requirement, $T_{\text{max}}$, $\forall k$</td>
<td>1 s</td>
</tr>
<tr>
<td>Global/local update size, $\delta$</td>
<td>4.5 KB</td>
</tr>
<tr>
<td>Outage constant, $\epsilon$</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Fig. 7: Total energy consumption versus the maximum delay requirement.

Fig. 8: Total energy consumption versus the outage constant.

Fig. 9: Completion time versus maximum energy requirement.

In addition, a lower number of UEs taking part in the training process will exploit limited resources (i.e., bandwidth) more efficiently. Second, increasing $T_{\text{max}}$ leads to a significant reduction in the effective energy consumption. This is reasonable because the higher the maximum delay requirement, the lower the optimal value of power consumption and CPU frequency can be obtained while still satisfying constraint (25c), leading to energy saving. Third, joint optimization of bandwidth results in better performance, especially when the delay requirement is more stringent.

The impact of the outage constant on the total energy consumption is shown in Fig. 8. Increasing the threshold $\epsilon$ leads to a dramatic decrease in energy consumption, e.g., by up to 39% and 36% for Algorithm 2 and “Full UEs”, respectively, with $\epsilon = 0.01$ in comparison with that of $\epsilon = 0.03$. This outcome is not surprising because with a higher value of $\epsilon$, less power at UEs is required to meet the condition (31), i.e., by a factor of $-1/\log(1-\epsilon)$. However, we recall that in practice, a small value of $\epsilon$ should be considered to ensure high reliability of the uplink transmission. Nevertheless, Algorithm 2 still achieves the best performance out of the schemes considered.

Completion Time Minimization: In Fig. 9, we show the impact of UEs’ maximum energy consumption $\mathcal{E}_{\text{max}}$ on the effective completion time to implement the FL algorithm. We

$\sigma_{\text{snr}} = 8$ dB. We consider the path loss as $PL_k = 103.8 + 20.9 \log(d_k)$, where $d_k$ (in km) is the distance between BS and UE $k$. The training size $D_k$ of UE $k$ is uniformly distributed in $[5, 10]$ Mbits [22]. Unless specifically stated otherwise, other parameters are given in Table IV, following the studies in [22], [23], [28], [29].

For comparison purpose, we investigate two other schemes: i) “Equal bandwidth (EB):” In every communication round, each UE is allocated with equal bandwidth, i.e., $b_k^p = 1/K_g$, $\forall k \in K_g, x \in \{d_1, u_1\}$ and $b_k^p = 1/K_{\text{tot}}, \forall k \in K_{\text{tot}}, x \in \{d_1, u_1\}$ for partial and full user participation, respectively; ii) “Full UEs:” In every global round, all UEs participate the training process, studied in [22], [28], [29].

The solutions of these schemes can readily be obtained using Algorithm 2 after some slight modifications. On average, Algorithm 2 converges in about 6 iterations for $K_g = 10$.

Energy Consumption Minimization: In Fig. 7, we plot the trade-off between total energy consumption and maximum delay requirement for executing one communication round. The observations from the figure are as follows. First, one can see that the proposed Algorithm 2 offers a remarkable gain in the total energy consumption compared with the full user participation in the range of $T_{\text{max}} \in [1, 4]$ s. Although a larger $K_g$ can slightly accelerate the convergence of the FL process (e.g., see Fig. 6), it requires a substantially high power consumption in both computation and communication phases.

The observations from the figure are as follows. First, one can see that the proposed Algorithm 2 offers a remarkable gain in the total energy consumption compared with the full user participation in the range of $T_{\text{max}} \in [1, 4]$ s. Although a larger $K_g$ can slightly accelerate the convergence of the FL process (e.g., see Fig. 6), it requires a substantially high power consumption in both computation and communication phases.
consider both synchronous and asynchronous communications. First, as can be seen that increasing $\mathcal{E}_{\text{max}}$ requires much less completion time. In order to minimize the completion time, all UEs must run at a higher CPU frequency and transmission rate as possible all the time, but this will certainly increase the energy consumption. Consequently, increasing the UE’s maximum energy requirement will result in a greater feasible region of the optimization problem (25). Another important observation is that asynchronous communication is superior to the synchronous one in both schemes. This is not difficult to see that the latter has to wait for the slowest UEs to complete local training updates before communicating to BS, leading to serious delays compared to the former, especially in a highly heterogeneous environment. Fig. 10 illustrates the impact of UEs’ maximum CPU frequency by setting $f_{\text{max}} = f_{\text{max}}^k, \forall k$. As expected, the effective training time increases when $f_{\text{max}}$ decreases, as it requires more time to complete the local computation.

One can observe from Figs. 9 and 10 that at $\mathcal{E}_{\text{max}} = 0.5$ J and $f_{\text{max}} = 3$ GHz, significant gains of up to 40% and 33% are offered by “Asyn-Algorithm 2” compared to “Asyn-Full UEs,” respectively. This is the result of using a small number of active UEs per round, since the communication phase in Algorithm 2 with higher bandwidth for each UE is willing to consume less energy than the local computation, allowing to use higher UEs’ CPU frequency.

VI. Conclusion

In this paper, we have proposed an efficient FL algorithm relying on a weight-based proximal term, which is an extension of FedAvg, to tackle the heterogeneity across UEs data and UEs’ characteristics in federated networks. The proposed FL algorithm allows a small number of UEs per round to be participated in the training process based on the unbiased sampling strategy. Under the assumption of strongly convex and smooth FL’s problem, we have theoretically characterized the convergence of the proposed FL algorithm. Empirical results on both real and synthetic datasets have verified our theoretical findings and demonstrated the stabilization and robustness of the proposed FL algorithm compared to FedAvg in highly heterogeneous environments. Next, we have formulated a wireless IoT resource allocation problem employing the proposed FL algorithm to minimize either total energy consumption or completion time. To deal with the non-convex nature of the problem and uncertainty of wireless channel, we have developed a new path-following algorithm based on IA framework to obtain at least a locally optimal solution. Numerical results are provided to confirm the effectiveness of the proposed FL algorithm over existing baseline approaches (e.g., full user participation and equal bandwidth) in wireless IoT networks with limited resources.

Next-generation wireless IoT networks will be extremely dynamic and complex due to the emergence of new applications and mobile broadband services such as video streaming and online gaming, calling for inclusive and innovative approaches. Thus, interesting future works include: i) Novel gradient coding schemes for addressing the problem of stragglers; and ii) Personalized FL models to adapt to newly collected data. In addition, it would be interesting to develop prototypes/testbeds to validate the proposed FL’s performance presented in this work.

APPENDIX A: PROOF OF LEMMA 1

Given that each activation of the sampling strategy is independent with the rest and following [15], we have

$$\mathbb{E}\{\|w_{g+1} - \bar{w}_{g+1}\|^2 | k \in \mathcal{K}_g\} = \frac{1}{K^2_g} \sum_{k \in \mathcal{K}_g} \mathbb{E}\{\|w^k_{g+1} - \bar{w}_{g+1}\|^2\}. \quad (A.1)$$

From Definition 2 for an unbiased sampling strategy, it follows that

$$\mathbb{E}\{\|w^k_{g+1} - \bar{w}_{g+1}\|^2\} = \frac{1}{K_g} \sum_{k \in \mathcal{K}_{\text{test}}} p_k \mathbb{E}\{\|w^k_{g+1} - w_g\|^2\}. \quad (A.2)$$

We know that $w_g$ is the same for all UEs (i.e., Step 7 of Algorithm 1). Hence,

$$\sum_{k \in \mathcal{K}_{\text{test}}} p_k \|w^k_{g+1} - w_g\|^2$$

$$= \sum_{k \in \mathcal{K}_{\text{test}}} p_k \|(w^k_{g+1} - w_g) - (w_{g+1} - w_g)\|^2$$

$$= \sum_{k \in \mathcal{K}_{\text{test}}} p_k \|w^k_{g+1} - w_g\|^2 - \|w_{g+1} - w_g\|^2$$

$$\leq \sum_{k \in \mathcal{K}_{\text{test}}} p_k \|w^k_{g+1} - w_g\|^2,$$  \quad (A.3)

where $\sum_{k \in \mathcal{K}_{\text{test}}} p_k = 1$ and $\sum_{k \in \mathcal{K}_{\text{test}}} p_k w^k_{g+1} = w_{g+1}$. Substituting (A.3) into (A.2) and from Assumption 3, we have

$$\frac{1}{K_g} \sum_{k \in \mathcal{K}_{\text{test}}} p_k \mathbb{E}\{\|w^k_{g+1} - w_g\|^2\}$$

$$\leq \frac{1}{K_g} \sum_{k \in \mathcal{K}_{\text{test}}} p_k \mathbb{E}\{\|w^k_{g+1} - w_g\|^2\}. \quad (A.4)$$

Fig. 10: Completion time versus maximum CPU frequency of each UE.
\[ \sum_{k \in \mathcal{K}_{\text{out}}} p_k \mathbb{E}\left\{ \| w_{g+1}^k - w_g^k \|^2 \right\} \]

\[ \leq \frac{L_g^2}{K_g} \sum_{k \in \mathcal{K}} p_k \sum_{i=0}^{L-1} \mathbb{E}\left\{ \| \nabla F_i^k(w_g^k, \ell, \gamma_\ell) \|^2 \right\} \]

\[ \leq \frac{L_g^2 \lambda_g \delta}{K_g (1 + ga)^2} \quad \text{(due to } \lambda_g \leq \frac{\lambda_0}{1 + ga}) \]. (A.4)

where the third inequality is obtained due to the fact that each selected UE independently performs \( L \) local iterations.

**APPENDIX B: PROOF OF THEOREM 1**

For the strong convexity of \( F' \), if it has a minimizer \( w^* \), then

\[ \mathbb{E}\{F'(w_{g+1})\} - F'(w^*) \leq \frac{1}{2} \mathbb{E}\{\| w_{g+1} - w^* \|^2 \} \tag{B.1} \]

follows from the upper bound in Assumption 1 at \( w = w_{g+1} \) and \( w = w^* \). We know that \( F'(w_{g+1}) = F(w_{g+1}) + \sum_{k \in \mathcal{K}} \frac{\mu_k}{2} \| w_{g+1} - w_k \|^2 \). At the optimum, \( F' \) and \( F \) share the same minimizer \( w^* \) (i.e., \( F'(w^*) = F(w^*) \)), and thus

\[ \mathbb{E}\{F(w_{g+1})\} - F(w^*) \leq \frac{1}{2} \mathbb{E}\{\| w_{g+1} - w^* \|^2 \} \]

\[ - \sum_{k \in \mathcal{K}} \frac{\mu_k}{2} \| w_{g+1} - w_k \|^2 \]

\[ \leq \frac{1}{2} \mathbb{E}\{\| w_{g+1} - w^* \|^2 \} \]. (B.2)

In addition, we have

\[ \mathbb{E}\{\| w_{g+1} - w^* \|^2 \} \]

\[ = \mathbb{E}\{\| w_{g+1} - w_{g+1} \|^2 + (w_{g+1} - w^*) \|^2 \} \]

\[ = \mathbb{E}\{\| w_{g+1} - w_{g+1} \|^2 \} + \mathbb{E}\{\| w_{g+1} - w^* \|^2 \} \]. (B.3)

where \( \mathbb{E}\{w_{g+1} - w_{g+1} \} = 0 \) due to (13). We note that \( \mathbb{E}\{\| w_{g+1} - w_{g+1} \|^2 \} \) is already bounded by (14). We now focus on the bound of \( \mathbb{E}\{\| w_{g+1} - w^* \|^2 \} \). Let us start by rewriting it as

\[ \| w_{g+1} - w^* \|^2 \]

\[ = \| w_{g+1} - w^* \|^2 + \sum_{\ell=0}^{L-1} \left( \lambda_\ell^2 \| \nabla F'_{\ell}(w_g, \ell) \|^2 \right) \]

\[ - 2\lambda_g \langle \nabla F'(w_g, \ell), w_{g, \ell} - w^* \rangle \]. (B.4)

Let Assumptions 1 and 2 hold. By \( Q_{g+1} = \mathbb{E}\{\| w_{g+1} - w^* \|^2 \} \),

\[ \sum_{k \in \mathcal{K}_{\text{out}}} \mu_k = \mu \sum_{k \in \mathcal{K}_{\text{out}}} p_k = \mu \text{ and [43, Theorem 2.1.12], we have} \]

\[ Q_{g+1} = \left( 1 - 2\lambda_g \frac{\mu_l}{\mu + 1} \right) Q_g \]

\[ - 2\lambda_g \frac{\mu_l}{\mu + 1} \sum_{\ell=0}^{L-1} \mathbb{E}\{\| w_{g, \ell} - w^* \|^2 \} \]

\[ + \left( \lambda_\ell^2 - 2\lambda_g \frac{1}{\mu + 1} \right) \sum_{\ell=0}^{L-1} \mathbb{E}\{\| \nabla F'(w_g, \ell) \|^2 \} \]. (B.5)

If we choose the learning rate \( \lambda_g \leq \frac{2}{\mu + 1} \), yielding \( 0 \leq 1 - 2\lambda_g \frac{\mu_l}{\mu + 1} < 1 \) and \( \lambda_g^2 - 2\lambda_g \frac{1}{\mu + 1} \leq 0 \). As a result, we have

\[ Q_{g+1} \leq \left( 1 - 2\lambda_g \frac{\mu_l}{\mu + 1} \right) Q_g \]

\[ - \sum_{i=0}^{g} \left( 1 - 2\lambda_i \frac{\mu_l}{\mu + 1} \right) \| w_0 - w^* \|^2 \]. (B.6)

Combining the results from (14) and (B.6), the expected upper bound of (B.2) is

\[ \mathbb{E}\{F(w_{g+1})\} - F(w^*) \]

\[ \leq \frac{1}{2} \left( \frac{L_g^2 \lambda_g \delta}{K_g (1 + ga)^2} + \sum_{i=0}^{g} \left( 1 - 2\lambda_i \frac{\mu_l}{\mu + 1} \right) \| w_0 - w^* \|^2 \right) \]. (B.7)

With the learning rate \( \lambda_i \leq \frac{\lambda_0}{1 + ga} \), we obtain the result in (15).

**APPENDIX C: PROOF OF LEMMA 2**

At first, we note that \( \| \rho_k^x \bar{h}_k^x \|^2 \) is an exponentially distributed random variable with parameter \( \frac{1}{\gamma_k^x} \). It follows that

\[ \text{Prob}\left( \frac{\varphi_k \| \rho_k^x \bar{h}_k^x \|^2}{b_k^x B_N 0} < \gamma_k^x \right) = \text{Prob}\left( \| \rho_k^x \bar{h}_k^x \|^2 < \frac{\gamma_k^x b_k^x B_N 0}{\varphi_k} \right) \]

\[ = \int_{0}^{\frac{\gamma_k^x b_k^x B_N 0}{\varphi_k}} \frac{1}{N(\varphi_k)^2} e^{-\frac{1}{2\varphi_k} dx} \]

\[ = 1 - e^{-\frac{\gamma_k^x b_k^x B_N 0}{\varphi_k \varphi_k} \gamma_k^x} \]. (C.1)

As a result, we have

\[ \text{Prob}\left( \frac{\varphi_k \| \rho_k^x \bar{h}_k^x \|^2}{b_k^x B_N 0} < \gamma_k^x \right) \leq \epsilon \]

\[ \Leftrightarrow 1 - e^{-\frac{\gamma_k^x b_k^x B_N 0}{\varphi_k \varphi_k} \gamma_k^x} \leq \epsilon \]

\[ \Leftrightarrow \frac{\varphi_k N \ln(1 - \epsilon)}{\gamma_k^x b_k^x B_N 0} + \frac{\gamma_k^x b_k^x B_N 0}{\epsilon (\rho_k^x)^2} \leq 0 \]. (C.2)

For given \( b_k^x \) and \( \rho_k^x \), the left-hand side of (C.2) is an increase function in \( \gamma_k^x \). Therefore, \( \log\left( 1 - \frac{\gamma_k^x b_k^x B_N 0}{\varphi_k} \right) = \log(1 + \gamma_k^x) \) if the equality in (C.2) holds.

**APPENDIX D: PROOF OF INEQUALITY (33)**

By [44, Appendix A], the function \( \Psi(x, y) \equiv \ln(1 + 1/x)/y \) is convex in the domain \((x > 0, y > 0)\). Thus, \( \Psi(x, y) \) is internally approximated as:

\[ \Psi(x, y) \geq \Psi(x^{(s)}, y^{(s)}) - \left( \left[ \nabla x^{(s)} \Psi(x^{(s)}, y^{(s)}) \right]^T \right) \]

\[ \left( x - x^{(s)} \right) + \left( y - y^{(s)} \right) \]

\[ = 2\Psi(x^{(s)}, y^{(s)}) + \frac{1}{y^{(s)}} \left( x^{(s)} + 1 \right) \]

\[ - \frac{1}{y^{(s)} x^{(s)} + 1} x - \frac{\Psi(x^{(s)}, y^{(s)})}{y^{(s)}} y \]. (D.1)

By substituting \( (\gamma_k^x, \bar{h}_k^x) = (x^{-1}, (x^{(s)})^{-1}) \) and \( (b_k^x, b_k^x) = (y^{-1}, (y^{(s)})^{-1}) \) into (D.1), we obtain (33).
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