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Session Subtyping and Multiparty Compatibility
using Circular Sequents
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—— Abstract

We present a structural proof theory for multi-party sessions, exploiting the expressive power of
non-commutative logic which can capture explicitly the message sequence order in sessions. The
approach in this work uses a more flexible form of subtyping than standard, for example, allowing a
single thread to be substituted by multiple parallel threads which fulfil the role of the single thread.
The resulting subtype system has the advantage that it can be used to capture compatibility in the
multiparty setting (addressing limitations of pairwise duality). We establish standard results: that
the type system is algorithmic, that multiparty compatible processes which are race free are also
deadlock free, and that subtyping is sound with respect to the substitution principle. Interestingly,
each of these results can be established using cut elimination. We remark that global types are
optional in this approach to typing sessions; indeed we show that this theory can be presented
independently of the concept of global session types, or even named participants.
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1 Introduction

Session types are a class of type systems for modelling protocols that prescribe, not only the
types of messages exchanged, but also the sequence in which they are communicated. The
first session type systems were constrained to two parties. For such binary sessions, given a
session type prescribing the behaviour of each of the participants, it is possible to determine
whether the two behaviours are compatible, in the sense that they can interact together to
successfully realise a protocol.

Here, in the introduction, we first make it clear there are obvious, underexploited,
connections between compatibility in the binary setting and provability in non-commutative
extensions of linear logic. The body of this work shows that these observations extend
elegantly to the multiparty setting [32, 33|, where multiparty compatibility is the problem of
whether two or more participants realise a protocol when they communicate together.

On the binary setting and non-commutative logic. In the binary setting, compat-
ibility holds when the two parties are dual to each other [30]. For example, !\1;(?A2 A 7A3)
is dual to ?A1;(!A2 V IA3). The former types a process that is ready to output a message of
type A1, and then receives either a message of type Ao or A3. The latter types a process that
is ready to receive a message of type A1, and then makes a choice between two branches,
sending a message of type Ag or Asz. By building subtyping into the system [24, 23, 18],
duality becomes a more flexible concept. For example, two processes of respective types
!A1;(?X2 A ?X3) and ?Aq;!\o are also compatible. Notice a process of the type !I\1;(?Aa A 7A3)
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offers two possible inputs, so is more than capable of responding correctly to ?A1;!Aa, which
always chooses to send \s as its second action.

For binary sessions, compatibility is proven by showing that the dual of a type is a subtype
of another type, for example establishing '\1;(?A2 A ?A3) < !A1;?7X2. In the original paper on
session types [30], it was explicit that internal and external choice were inspired by the additive
operators in linear logic [27, 26, 1]. For example, interpreting A as additive conjunction in
linear logic, subtype relation ?Ay A 7A3 < ?)5 is a provable implication in linear logic. While
pure linear logic has no concept of sequentiality (all operators are commutative), linear logic
can be extended with non-commutative operators explicitly capturing sequentiality, allowing
the above subtype judgement involving prefixing to be proven. In this work, we restrict
ourselves to a fragment of non-commutative logic with action prefixing only, allowing us
to retain a sequent calculus presentation. Full sequential composition can be achieved [34].
However, for full sequential composition, it is necessary [50] to employ the calculus of
structures [28]. The compromise adopted in this work, of restricting non-commutative logic
to prefixing, allows us to formulate our subtype system using the sequent calculus, whilst
still working within a fragment of a conservative extension of linear logic.

Contribution to the multiparty setting. Using non-commutative extensions of linear
logic to model multiparty session types provides additional expressive power. In particular,
the subtype system obtained allows more session types to be compared than possible using
established subtype systems [25]. Indeed the subtype system obtained is sufficiently rich, so
that subtyping can be used to evaluate compatibility in the multi-party setting. The notion
of multiparty compatibility enforced by this methodology allows session types to be used
to guarantee that multiparty sessions are deadlock free without the need for a global type
choreographing all processes. An advantage of avoiding global types is that we can check
compatibility for protocols for which no global type exists [48].

Problems with pairwise duality resolved. Early work on multi-party session types [8,
21] employed a notion of compatibility based on the notion of duality for binary types applied
pairwise. In that early work, we take each pair of participants and restrict them only to the
inputs and outputs between the participants selected, and then check whether each pair of
projections are dual. Pair-wise duality fails to guarantee deadlock freedom, since process
2213102 | 70313 || 7 As;1 A1 deadlocks, despite participants being pair-wise dual (e.g., restricting
the first two participants to their mutual communications gives types Ao and 7\, which are
dual). The process above consists of three participants in parallel each waiting to receive a
message, from another process before producing an output. The process is clearly deadlocked
since all inputs await a message that never arrives.

The current work, and related work [20, 15, 48, 39, 19], addresses the above limitation
of pair-wise duality by proposing more sophisticated notions of multi-party compatibility.
The work on which this builds [15] (which concerned a finite fragment of Scribble [31]),
handles multiparty compatibility as a special case of subtyping. In this work, as required,
our example processes in the previous paragraph would not be multi-party compatible. The
rules of the system in this paper are determined by logical principles (cut-elimination).

Related paradigms. This paper does not follow the Curry-Howard inspired proofs-
as-processes school; instead, it follows a processes-as-formulae [10, 36] approach closer to
intersection types [44] and algorithmic subtyping [47]. For multiparty sessions, the processes-
as-formulae [15] and proofs-as-processes paradigms [12, 11] emerged simultaneously. Papers
following the Curry-Howard approach typically aim to design new (higher-order) session
calculi where the process terms are proofs in an established logic. In contrast, in the processes-
as-formulae approach pursued here, we typically harness the power of structural proof theory
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to design new logics that can directly embed established session calculi [17], while respecting
their semantics. In this work, linear implication in the logical system introduced provides us
with a notion of session subtyping preserving deadlock freedom.

Summary. In Section 2, we explain how the notion of multiparty subtyping is more
flexible than established notions of subtyping for multiparty sessions, illustrated using an
example where a participant is substituted by two participants. Section 3 formally develops
a theory of session subtyping and multiparty compatibility in a coinductive sequent calculus.
That section concludes with an example where we guarantee the deadlock freedom of a
session for which no global type exists.

2 Motivating Example: A Generalised Substitution Principle

The problem of defining a subtype system for multiparty sessions is in a sense solved in the
synchronous setting [14, 25]. Soundness in that work is defined according to a substitution
principle [41], informally stated in related work [25] as: “If T R T’, then a process of type T’
engaged in a well-typed session may be safely replaced with a process of type T.” Here R is
a candidate subtype relation and “safely” is formalised in terms of deadlock freedom.

In the above related work, the substitution principle allows one (single threaded) parti-
cipant to replace another participant. In the current paper, we take a broader interpretation
of the substitution principle, permitting more parallelism to be introduced. We allow parti-
cipants in a session to be replaced by any number of participants, e.g., a single thread of
type T can be replaced by two parallel participants of type T; and Ts, where T; @ To < T.
This allows parallel components to be introduced with additional communications, while
preserving the ability of the multiple components to fulfil the role of the original components.
An example is provided next.

An authorisation protocol. We provide an example that is out of scope of the substi-
tution principle in related work mentioned above, but within the scope of the substitution
principal in the current paper. In the example that follows, we consider an application where
a Trusted App is replaced by an Untrusted App and an OAuth Server. This demands a rich
multi-party subtype system accounting for parallelism and interactions.

Consider the protocol realised by the three participants in Fig. 1, which are modelled as
threads in a typical session calculus. In this authorisation protocol, the Trusted App asks the
Owner of a resource for permission before it accesses the Resource.

Ouwner: ?Nogin_page(app_ID, scope); (!deny & lauthorise(name, password))

Resource: recX.(?release + request(token);(!revoke @ lresponse(data); X))

Trusted App:  login_page(app_ 1D, scope);
?deny;!release + Tauthorise(name, password);
recY lrelease & l!request(token);
?revoke + Tresponse(data);Y

Figure 1 The local behaviours of three participants in an authorisation protocol.

Owner: This could be you — the human user, who owns the resource. You get redirected
to a login page containing the app_ ID for the Trusted App and a scope indicating the
resources requested (e.g., personal contact details). If you chose to approve authorisation,
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you grant access to the resource by providing your name and password. You do however
have the ability to chose not to approve, choosing the branch !deny in the internal choice,
notated @ in the process Owner in Fig. 1.

Resource: A token is used by the Trusted App to prove it has the right to access the
resource. The Resource can be accessed many times by the Trusted App until the token
expires or is revoked. The expiry of a token is modelled here by the Resource making an
internal choice, deciding whether to provide data or revoke.

Trusted App: Since the App is trusted it presents directly the login page to the user. If
the Resource OQwner approves, the same App manufactures a token which is used to access
the resource. Notice external choice, notated +, is used for inputs.

A problem with the above protocol is that user credentials are provided directly to the
Trusted App. Furthermore, the Trusted App does not only know the credentials of the owner
of the resource, it must also know how to manufacture tokens to access the resource; hence,
in principle, has the right to freely access the resource without asking permission. Thus,
there is no security offered to the Resource Owner or Resource if the app is compromised.

Substituting one participant with two participants. We can address the above
limitation by making use of the OAuth 2.0 protocol [29] where handling of credentials and
generation of tokens is handled by an OAuth Server that the Owner trusts more than the
app. We can refine the above protocol by substituting Trusted App with two processes in
parallel: an Untrusted App and OAuth Server, defined in Fig. 2.

Untrusted App:
linitiate(add_1D, scope);
?close+ Tauthorisation__code(code);
lexchange(app_ID, secret, code);
?close+ Taccess_token(token);
recY .lrequest(token);(?revoke + ?response(data);Y)
OAuth Server:
?initiate(app_ 1D, scope);
Nogin_ page(app_ID, scope);
(?deny;!close;lrelease) + ?authorise(name, password);
(Iclose;lrelease) @ lauthorisation_code(code);
?exchange(app_ 1D, secret, code);
(Iclose;lrelease) @ laccess _token(token)

Figure 2 Two participants that can safely replace the Trusted App in Fig. 1

The OAuth protocol enables the Untrusted App to access the Resource, for which per-
mission is required from the Owner, in such a way that the Owner never discloses their
credentials to the Untrusted App. The Owner permits the OAuth Server to grant an access
token to the Untrusted App that can be used to access the Resource. We briefly describe
informally each process.

OAuth Server: As a mediator between the Untrusted App and Resource Owner, the
OAuth Server receives an initiate request from the Untrusted App, resulting in the Resource
Owner being redirected to a login page. Notice the OAuth Server reacts to the decision of
the Resource Quwner to either provide credentials or end the session, indicated by an ezternal
choice. Notice, after that point, that the server makes two internal choices: the first issuing
a code to the Untrusted App only if the correct credentials were provided by the Owner; the



157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

R. Horne

second issuing an access token only if the Untrusted App provides its correct credentials (and
the correct code). If all is correct, a token is eventually issued to the Untrusted App.

Untrusted App: The Untrusted App initiates the protocol. It then reacts, indicated by
external choices, to whether the Resource Owner and OAuth Server grant access. If an access
token is granted, the token can be used repeatedly to access the resource requested.

What the subtype system guarantees here. The Trusted App can be replaced by
Untrusted App || OAuth Server while preserving deadlock freedom of the protocol. We know
this because the type of App || OAuth is a subtype of the type of Trusted App, by using the
subtype system introduce in the next section. Furthermore, for protocols of the complexity of
this OAuth example, it is not immediately obvious whether all roles are correctly implemented
such that deadlock freedom is guaranteed. We can also use the subtype system introduced
in the next section to check whether participants together are multiparty compatible.

3 A Proof System for Subtyping and Multiparty Compatibility

In this section, we introduce session types and a proof system for expressing session types
called Session, which defines our subtype system for multiparty sessions. Later in this section,
having introduced Session, we define multiparty compatibility and race freedom, and use
these properties to establish our main deadlock freedom result.

Session types are defined according to the following syntax. Note we could have proposi-
tional data types (nat, bool, etc.), but accommodating such data types is a perpendicular
issue to this work, hence we simply label messages (A1, Ao, etc.).

» Definition 1 (session types). Session types for threads are defined by:

L = /\1617/\“[/2 | \/lel')\“Ll ‘ /J,tL | t | OK
Session types for networks are defined by:
N = L| N®N | NeN

We refer to both of the above simply as session types, which are ranged over by T, U, V. We
restrict ourselves to guarded recursion, avoiding the type pt.t. Index sets I are finite.

The constant ok is used to type networks that, on all paths, either successfully terminate or
progress forever. Intersection types (abbreviated as A when there are two branches) are used
to type external choices between inputs; while union types (abbreviated as V) type internal
choices between outputs.

Actions 7 are either of the form !\ or ?A. Whenever there is only one branch in a
union/intersection type, we simply write the action prefixed type 7;T, which is used to type
a process that performs an input or output and then behaves as T. As standard, we allow ok
to be omitted, by abbreviating m;0k as 7.

Notably, the syntax features two commutative multiplicative operators % and ®. When
typing multiparty sessions we employ only T ® U, representing two parallel sessions T and U
that may communicate and interleave actions. The operator T % U is introduced to complete
the theory, as the dual to parallel composition, and is used in subtyping proofs. Future work
may also use % as an additional modelling device that prevents one session from interfering
with another session. As a consequence of including the pair of multiplicatives, every session
type, has a dual type, its co-type, given by the function below.

» Definition 2 (co-type). Co-types are defined by the following mapping over types, prefized
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types and actions:
ATi=\VT. VT=AT =T=mT D=7 7x=N
i€l i€l i€l i€l
TeU=T=3U TaU=ToU ut. T = ut. T t=t 0K = 0K

In addition to the duality between the multiplicatives, described above, the de Morgan duality
between V and A is standard for session types. The co-type of a prefix action interchanges
send and receive, and dualises the continuation. The unit ok is self-dual. Since we have only
guarded recursion, we treat fixed points equi-recursively, hence the fixed point operator is
self-dual. Intuitively, equi-recursive types are treated equivalently to their infinite unfoldings.

Note co-types and the use of two multiplicatives is optional in this work. Having co-types
reduces the number of rules in the next section by avoiding two sided sequents.

3.1 Deriving subtype judgements using the rules of Session

The rules of Session are defined in Fig. 3, using, in proof theoretic terms, a circular (or
cyclic) sequent calculus [9, 4] — which is, in type theoretical terms, a coinductive algorithmic
subtype system [47]. We employ an explicit algorithmic presentation of such a circular system
where we have an axiom [LEAF] which is enabled whenever there is a loop in the proof
returning to a sequent visited earlier in the proof. This algorithmic approach to coinduction
is standard in type theory [2], being sound and complete for infinite proofs such as these due
to the restriction to guarded recursion.

We explain the notation [©]T" . The sequent I' is a (comma separated) multiset of
types, hence types in a sequent can commute (exchange) inside a sequent, but cannot be
duplicated (contraction) or removed (weakening). A set of sequents ©, where each sequent
in the set is separated using [, is employed to define an algorithmic coinductive system, by
remembering sequents that may be revisited. We omit © if it is empty.

» Remark 3. Note that proof systems typically formalise provability of formulae, written - T.
For a tight match with session type conventions (without breaking the logical convention
that A is conjunctive), we instead formulate provability of duals of formulae. To emphasise
that we formulate probability of duals we write sequents as T I, which is equivalent to - T.

Subtypes. Using co-types (Def. 2) and the rules in Fig. 3, subtyping can be defined as

follows. Note, a type is closed when no type variables appear free.

» Definition 4 (subtyping). We say a closed type T is a subtype of another closed type U,
written T < U, whenever T , U & holds in Session.

Note that in linear logic a linear implication T — U holds whenever T ® U is provable.
Translating to provability of duals, proving T ® U is equivalent to establishing T, U .
Indeed subtyping as defined above is a conservative extension of linear implication in linear
logic (with the mix rule). In what follows, we confirm that standard subtype judgements
are covered by the above definition. In addition, some additional subtype judgements hold,
which are particular to the multiparty setting.

We briefly highlight that most rules are standard rules from linear logic and coinductive
proof systems. Examples appear in the next section. Rules are well-defined over closed types.

Rules from MALL. Most rules of Session are rules of Multiplicative Additive Linear
Logic (MALL), dualised in order to formalise provability of duals. The rule [TIMES] breaks
down types into their parallel components. The rule [PAR] is required for subtyping in the
presence of parallelism. The axiom [OK] indicates that a protocol with no more actions has
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Fix-p]
[OK] [LEAF] [
t.T,T)T{"Tt}, Tk
oo, oxt - (O [ ut.T, T T{* T},
[O]ut.T, T+
[MEET] [JoIN]

[O.VHI IR or some j € AT, orall je
O]7X;;T;, I'F  f 1 O]\;;T;, ' for all I
[©] A\?A;Ti, T F O] \/1;Ti , Tk

i€l iel
[PREFIX| [T1MES] [PAR]
O]T,U, Tk O)|T,U, T+ O)|T, I+ [O]U, Tk
[O]INT, 72U, T+ O]TeU, Tk O]T»U,T;, Tk

Figure 3 A presentation of the algorithmic coinductive proof system Session. Note, to align with
session type conventions, the system establishes provability of duals.

successfully terminated (this rule is valid for MALL with mix). Rules [JOIN] and [MEET] are
(dualised) standard rules for the additives of linear logic.

Rules for equi-recursion. Fixed points can be unfolded using the rule [F1x-p]. Axiom
[LEAF] is applied when we reach a previously visited sequent, completing a loop.

Rule [Prefix]. The exception to the above established rules for equi-recursion and MALL
is the [PREFIX] rule. This is used to model an interaction between two processes where one
sends and the other receives. The rule enforces a causal order on interactions.

3.2 On notable admissible rules and algorithmic subtyping

For a proof system, we say a rule is admissible, whenever anything provable in the system
with the rule present is provable in the same system but with the rule removed. We highlight
the following three notable rules that are admissible in Session.

[CuT] [INTR] [Mix]
O]T,, T+ [0]T,Te+ ICJ [O]Ty,Ux, I+ forallkel  [O]T1F [O]TF
[O]T:, 'z CIAVARYES FNYANSVH U o O], Iz
iel jeJ

Cut elimination and algorithmic subtyping. The admissibility of [CUT], called
cut elimination, is the corner stone of proof theory, since many results in logic (e.g., the
consistency of classical logic) can be proven as corollaries of cut elimination. Since cut
elimination justifies that rules are consistently defined, we present cut elimination in Session
as a theorem.

» Theorem 5 (cut elimination). The [CUT] rule is admissible in Session.

To see that the above holds, observe that, trivially, the unfolding of a proof in Session to
infinite proofs (over infinitely unfolded terms) is sound, and, due to regularity, complete
(i.e., an infinite proof will always eventually loop on every branch, allowing [LEAF] to be

applied). Thus it is sufficient to show that cut elimination holds for the finite proof system.

This follows by observing that the standard normalisation steps for MALL, plus cases for
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x6  [PREFIX], can be applied to unfold a cut free proof to an arbitrary depth. We show only the
sr  principal case for [PREFIX], which is given by the following proof normalisation step.

r, U, Tk T,V,Iy F r,uTk T,V,Iy
268 INOHVED N XTIV, Ty - ~ Iy,U,V,I'h [Cu]
INTYOHVEPRVA P (Cur] Ly, 70U 0V Ty -
269 An immediate consequence of cut elimination for session types is that subtyping relation

oo < is transitive. It is also reflexive by a simple induction on the structure of types.
on B Corollary 6. If T < U and U<V, then T < V. Also, we have T < T.

oz From the perspective of type theory this is a standard result that must hold in order to
oz recommend an algorithmic subtype system. An algorithmic subtype system is expressed
2e  without a cut (or transitivity) rule, since cut violates what is known as the sub-formula
s property. The sub-formula property states that every formula appearing in the premise is a
26 sub-formula of one of formulae appearing in the conclusion (up to unfolding of equi-recursion,
o which is allowed here due to regularity). The sub-formula property guarantees that proof
;s search in Session terminates.

2

X

279 Admissibility of [Intr]. Established algorithmic subtype systems usually employ a
20 rule of the form [INTR]. That rule can be simulated by using [JOIN], [MEET| and [PREFIX],
2 without loss of expressive power. For example, the following sequent, provable using the rule
22 [INTR] is also provable as follows.

0K , OK |- [OK] 0K , OK |- [OK]
v [PREFIX] T DuF [PREFIX]
A7) InE BT ) a F {ﬁi}ﬂ
283 (?)\1 N ?)\2) s (!)\1 V !)\2) F

2 However, we cannot simulate all proofs involving the three rules discussed above, if, instead,
s only [INTR] is employed. The following cannot be proven using only [INTR].

N
@

[OK]
[PREFIX]
[MEET]

[OK]
PREFIX]
[MEET]

0K , 0K , OK |- [
!/\4,?A4,0K}—
INg, AL A TAy , 0k

0K , 0K , OK |-
!Ag,UK,?Agl—
!)\3,0K,?>\2/\?)\3F

P P
s T T AT | R&F;]T] Do 7 AT el | R@Eﬁﬂ
INGIAS 2 A TAL, TA2 A3 Mot Aa , 2A AP, TA2 A2 As [JOIN]
286 !)\1;!A3 \Y !AQ;!A4 s TALN Ay R A ATA3
287 The following is an example of a coinductive proof that, similarly to the above proof,

28 cannot be established using only [INTR]. In the following proof, assume T = ut.(!\1;t V ho;t),
20 U = pu.(?A1;u), and V = pv.(?Ag;v). We also abbreviate sequents ' = T , U , V and
20 I"=IA;T, U, Vand I =!\;T, U, V, but notice only T is used rule [LEAF].

L ——— |[L
[Crre - PREFIX L7 1rre e PREFIX
D T N
T T, U, ve e [T, U, VF JOHLFIX"‘L]
T]AGTV DaT, U, VE P [Jom]
IX-fu
LU, VE [T1MES]

291 T,UeVF
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Notice, the above proof establishes pu.(?A1;u) ® pv.(?Ag;v) < pt.(?A15t A ?A9;t) — a subtype
judgement decomposing a single threaded participant into two concurrent threads.

Admissibility of [Mix]. The fact that the [M1x] rule is admissible allows scenarios
where separate parallel communications can occur. For example, the subtype judgement
A1 ® ?A1 ® 1A ® ?A9 < ok (which also holds in pure linear logic with mix only), can be
established by the following proof in Session without using mix.

[OK]
[PREFIX] (twice)
[TIMES| (twice)

OK , 0K , OK , OK , OK |-
!)\1,?)\17!)\27?)\2,01('_
M ®TA © 1Ay ®7Aoy , K

The admissibility of [MIx] is a corollary of Theorem 5.

3.3 Typing multiparty compatible networks, by using subtyping
The syntax of processes is defined by the following grammar.

» Definition 7 (Processes). Processes for threads are defined by:
Processes for networks are defined by grammar: N == P | N| N.
We simply refer to both of the above as processes, ranged over by P, Q, R. ...

Internal choice & defines a process ready to perform any of the given outputs, and external
choice Y indicates a process ready to perform some input. We typically abbreviate !\;P
and 'A1;P; @ ! \o; P, for the unary and binary versions of the above external choice. Similarly,
AP and ?A1;P; 4+ ?A9; P> can be used for internal choices.

AFP:T,(iel) AFP T, (iel)
[T-EXTCH] [T-INTCH]
AF Sier? ;P : /\iel?/\i;Ti AF @ier!\is P : VieI!/\i;Ti

AX:tHEP:T
A, X :tHX:t [T-VAR] —— [1-REC]
AFpuX.P:utT

AFP:T AFQ:U AFP:T T<U
[T-PAR] AF1:o [1-1] [SUBSUMPTION]
AFP|Q:TaU AFP:U

Figure 4 Typing rules for processes, making use of the subtype relation < in Def. 4.

Multiparty compatible processes are those with type ok. Note, for any interesting example,
this will involve applying SUBSUMPTION.

» Definition 8 (compatibility). Process P is multiparty compatible whenever - P: ok, ac-
cording to the rules of Fig. 4, where environment A associates process variables to type
variables.

Any application of the [SUBSUMPTION] rule can always be delayed to the final step. Le.,
we calculate the minimal type for the whole network, then apply [SUBSUMPTION].

» Theorem 9 (algorithmic typing). If+ P: U then we can construct a T such that T < U
holds and = P: T holds without using the [SUBSUMPTION] rule.
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The above result is another consequence of cut elimination.

An immediate consequence is that, if P is multiparty compatible, there exists T such that
F P: T, without using the subsumption rule, and T F holds. For example, proofs from the
previous section can be used to established that networks such as the following are multiparty
compatible: A1;1A3 @ ol Ay || 2A1 + 224 || A2 + 7A3 and pt.(IA;t @ Dast) || pu.(PA5u) ||
uv.(?Ag;v). Furthermore, the multiparty compatibility of the processes from Sec. 2 can be
established in this way.

Note on open sessions. We select a flexible presentation in Fig. 4, since, as a bonus,
we can also use the above type system to reason about open sessions, which may be
missing participants in order for multiparty compatibility to hold. For example, by using
[SUBSUMPTION] and the processes from Sec. 2, we have the following type judgement.

F Owner| Untrusted App|| OAuth Server: pt.(Irelease® lrequest(token);
(?revoke + ?response(data);t) )

The above type judgement indicates an “interface” exposed by the open session given by
network Ouwner || Untrusted App || OAuth Server. Hence, if composed with a process that
interacts with the interface given by the dual of the above type (such as Resource from
Sec 2) we can judge the whole system to be multiparty compatible. Composition of two
open sessions can be performed by using [T-PAR] and then applying [SUBSUMPTION] to the
resulting type to show that, together, they inhabit type ok, assuming that together the
processes are multiparty compatible (alternatively, when composed, they may expose another
interface if the composition of two open sessions is still an open session). Note this achieves
the same effect as applying a rule of the following form.

AFP:TeU AFQ:UsV
AFP|Q:TaV

[T-CuT]

The above rule, derivable using [T-PAR] and [SUBSUMPTION], achieves the effect of a “con-
necting cut”, as desired in recent work on open multiparty sessions [6].

3.4 Guaranteeing deadlock freedom (via race freedom)

In order to prove deadlock freedom of multiparty compatible networks, we require a reduction
system for closed networks, defined by the rules in Fig. 5. As standard [17], different
behaviours are forced for internal choice and external choice. When ranging over all executions,
for external choice, we consider all branches, as indicated by the transition rule for internal
choice (®). Notice that, in order for a communication to occur, we must have committed to
a single branch of the internal choice, forcing all branches to be resolved. However, we need
only select one of the inputs with the corresponding output label in an external choice (>°)
for a communication to occur.

jel jel
recX.P
Biet Qi —> QWP || SierhiQi —» P Q; TeeX-P— Pk}

P—F P=P P—Q Q=0 PIQIR=(P|QI|R
PllQ—»P'||Q P—»Q PlQ=Q||P P|1=P

Figure 5 Reduction system for networks.
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Race freedom. Some multiparty compatible networks with race conditions are not
deadlock free. Races can be avoided by naming participants and ensuring each branch of an
external choice awaits a message from the same participant but is labelled differently compared
to other branches of that external choice. For example, the following multiparty compatible
networks have races, hence should be rejected. For network IAp;!Aa@®!IA1;1A3]| 7A1;7 A2 +7A1;7 A3,
when \; is sent it may be received by the wrong branch of the external choice resulting in
deadlock. Similarly, network IA1;?As || IA1 || ?A1;!A2;7 A1, may deadlock if the second process
engages in a communication before the first.

While explicitly naming participants, as described above, would avoid such examples, for
added flexibility we show that we can also achieve race freedom without naming participants.
This additional flexibility is necessary for examples such as in Sec. 2, where one participant
is replaced by two or more participants (hence if participants were named we would require a
mechanism such as internal delegation [13] to allow one participant act on behalf of another).
An added benefit of avoiding races without naming participants is that we may guarantee
race freedom without relying on participant names to guide reductions.

Race freedom can be formulated in terms of a type inference problem using the race type
system in Fig. 6, where A race type is of the form (o:a,i:x), where o and x are sets of sets
of labels. The former, «, represents a set of sets of output labels — one set of labels for each
thread in a network. The latter x represents a set of sets of inputs — one set of labels for
each external choice somewhere in the network. We also require a “participant condition”
ensuring all branches of a choice talk to the same process, formalised as follows.

» Definition 10. A race type (o:c, i:x) satisfies the participant condition whenever, for
allz € x and y,z € a, ifx Ny # 0 and x Nz # O then y = 2. A process P is race free,
whenever there exists a race type {o:a, 1:x) satisfying the participant condition such that
FP: (o:a, i:x) using the rules of Fig. 6.

YEP:(o{aitinxe) G€I) (Vi,j € I)\i = A; implies i = j

[R-EXTCH]
Y Yier? AP <0: {Uxi}7i5UXi U{{hi:ie I}}>
SEP:{o{xi},ixe) (el rINTCH]

Y @ier!\i; P <o:{Ux¢U{)\i: 1€ I}}’i:UXi>

i€l i€l

SEPforain) BQ:(e:8,1:0) (Jo)n(IUs)=0 (Ux)n(J¢)=0

YEP|Q:(o:aUB,i:xUC)

[R-PAR]

¥, X :(ora,irx) X : (o:a,i:x) [R-VAR] SHE1:(0:0,i:0) [R-1]

Y, X :{ora,irx) F P {o:a,izy)

[R-REC]
SFuX.P:{o:a,ix)

Figure 6 Type rules for checking race freedom.

The above race-freedom property we propose is satisfied whenever the unfolding of all
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fixed points of a process satisfies the following:

Branches of an external choice use distinct labels for their immediately enabled inputs
(see [R-EXTCH]).

For any external choice, the set of immediately enabled input labels in an external choice
must be disjoint from the set of all output labels of all but one of the parallel components
(the participant condition). This ensures one participant is listening to at most one other
participant at a time.

For parallel processes, P || @, the set of all input labels of P and the set of all input
labels of @) are disjoint; and, similarly, the sets of all output labels of P and @ are disjoint
(see [R-PAR]).

The above property is efficient to check, since it simply builds up the relevant sets of sets
of labels. Note, a single thread always has a singleton set of outputs.

A critical example the participant condition rejects is the following process, which is of
the race type indicated below.

FIA | recX. (PA1 + 7A2;X) || recY IAg;Y s (o: {{ A1}, 0, {\a}}, i:{{\1, A2} })

The above example processes contains a race. Two parallel outputs with different labels
contact a process ready to receive a message from either process and, if actions labelled
A1 are played, the process deadlocks. The above example is forbidden by the participant
condition since we have {A1, Ao} N{A1} # 0 and {1, Ao} N {Aa} # 0 but {\} # {A2}.

Deadlock freedom. Deadlock freedom can be defined as follows (coinductively): at any
point we can either make progress or we have successfully terminated.

» Definition 11 (deadlock freedom). A network P is deadlock free whenever:

either P =1, or there exists network Q such that P —» Q;
and, for all R such that P —» R we have R is deadlock free.

The theory developed in this work guarantees deadlock freedom as in Def. 11.
» Theorem 12. Any race-free multiparty-compatible network satisfies deadlock freedom.

The proof of this result [see Appendix| relies on Theorem 5 and builds on novel proof
normalisation techniques developed for giving computational interpretations of formulae in
extensions of linear logic [35, 36].

» Remark 13. Note often deadlock freedom is referred to as “progress” which is an overloaded
word in the literature. Deadlock freedom does not necessarily prevent starvation, as for
notions such as lock freedom [37, 46]. Restricted variants of Session can be tightened to
enforce stronger liveness properties — an observation deserving of attention in future work.

Soundness of the subtype system with respect to our multithreaded liberalisation of the
substitution principle [25] is precisely formulated below, which is an immediate consequence
of Theorem 5 and Theorem 12. Notice the flexible subtype system in this work, which permits
networks consisting of parallel threads to be compared, allows a thread to be substituted by
more than one thread, as motivated in Sec. 2.

» Corollary 14 (substitution principle). Assume P, Q and R are closed networks. If - P: T,
FQ: T and T < T/, then if - Q|| R: ok, and P || R is race free, then P || R is deadlock free.
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Proof. Assume - P: T and + Q: T’ without using [SUBSUMPTION], and also assume T < T,
FQJ R:oxand P| R is race free. By Theorem 9, there exists a type U such that F Q || R: U
without using [SUBSUMPTION] and U < ok. By Lemma 15 there exists V such that U =T ® V
and F P || R: T' ® V without using [SUBSUMPTION]. By Theorem 5, we have Te V < T & V,
and hence, by Theorem 5 again, T ® V < ok, Thereby - P || R: ok, and hence, by race freedom
and Theorem 12, we have P || R is deadlock free, as required. <

Importance of avoiding races. The following example emphasises the importance of

checking races are avoided. Consider the multiparty compatible network 1| A1 || (?A1 + 7A2).

Observe we have F !Xy || ?Ag: 0k hence process 1 can be substituted by !\ || ?A2 while
preserving multiparty compatibility. Now, if we remove the condition concerning races in
the substitution principle, after applying the above substitution in the network at the top of
the paragraph, we should have !Ag || 7A2 || !A1 || (?A1 4+ ?A2) is deadlock free. However, this
network is in fact not deadlock free, due to the presence of a race.

Note our race-freedom property does not require output labels in an internal choice
to be distinct. For example, the network (!A1;!Aa @ !1A1;103) || 7A15(?A2 4+ ?7X3) is race free,
multiparty compatible and deadlock free. Note this is example would not be typeable using
established session type systems.

3.5 Typeable sessions for which there is no global type

Multiparty compatibility is defined independently from global types. Theories that rely

on global types run into the problem that many reasonable protocols have no global type.

Such problematic protocols typically feature branching under a recursion where different
participants are contacted in each branch. The problem of typing protocols for which there
is no established theory in which they can be assigned a global type has been explored in
recent work [48].

To emphasise that Session can also be used to type multiparty sessions for which there is
no global type, we adapt one of the key examples from related work (Figure 4, (2) [48]). In

this recursive two-buyer protocol a buyer repeatedly asks another buyer to split the price.

Assume we have the following types.

Ta = lquery;?price;ut.Tq where T; = (Isplit;Ts V lcancel;lno) and To = (?yes;lbuy A
7no;t)
Tg = pt.Ts where Tg = (?split;T4 A 7cancel) and T4 = lyes V Inost
Ts = ?query;!lprice;Ts where T5 = ?buy A 7no.
Also assume we have sequents I' = pt. Ty , Ts , Tg and IV = Tl{“t'Tl/t} , Ty, Tg
(only the former is used in a [LEAF] axiom). The following proof can be used to establish

Ty ® Tg ® Tg < 0k, which can be used in a multiparty compatibility judgement. Notice we
use the admissible compound rule [INTR] to shorten the proof.

[OK]
[F'][F] 0K, OK | OK |-
[INTR] [LEAF] [OK]
[T 7] tbuy , Ts , ok - [/ T] pt. Ty, T, To [T 1] ox, ok, ok -
NTR] [INTR]
[F/ I F} Tz{ut.Tl/t} ,Ts, T4{“t'T3/t} = [F/ I F} lno , Ts , 0k
INTR,
[Fl ][ F] —I—l{utTl/t} ,Ts, Tg{utTg/t} - [ ]
[F1X-p]
O T {** T}, Ts, Ta b
[F1x-4]
put. T, Ts, T H
- - [PREFIX]
Tprice;ut.T1 , !price;Ts, Tg
[PREFIX]

Ta,Ts, TeF
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In the above example, it is possible that processes typed with T, and Ty negotiate forever and
a process typed with Tg, after reaching a state typed by Ts, waits forever. Such starvation is
permitted by our classic notion of progress in Def. 11, i.e., deadlock freedom.

4 Related Work and Future Work

A closely related line of work studies the problem of synthesising a “coherent” global type
for multi-party compatible types [43]. The approach in the current paper can be used to
expose the structural proof theoretic content of a closely related system proposed for such
a synthesis problem [38]. There is much work providing notions of semantic subtyping for
session types [7, 5, 45], whose resulting systems can be interpreted proof theoretically using
subsystems and variants of Session (at least for the first-order fragment without delegation).

It could be valuable to explore connections between Session, which follows a processes-as-
formulas approach, and a variety of Curry-Howard inspired systems. There are intersection
type systems, satisfying subject expansion, that completely characterise deadlock freedom
for a fragment of the asynchronous w-calculus where a name can only be used as an input
channel by the process that created the name [16]. Process in that work are quite different
from those in our session calculus, since, in this work, we neither consider channel passing
(delegation) nor asynchrony, while they do not consider choice. Challenges concerning duality
of binary sessions in the presence of delegation and recursion are explored through a linear
A-calculus typed using explicit least and greatest fixedpoints rather than equi-recursion [40].
Regarding circular proofs, Derakhshan and Pfenning propose a calculus for binary sessions
with delegation in a Curry-Howard style [22]. In their work, they propose a locally checkable
condition that guarantees a well-typed session will always terminate either in an empty
configuration or a configuration attempting to communicate along external channels.

In future work, it would be valuable to investigate variants of the rules, notably a focussed
variant of Session [3, 4]. In a focussed system, rules such as JOIN are treated asynchronously,
meaning that we can immediately apply the rule without backtracking; whereas rules such
as MEET are synchronous, meaning that, in general, backtracking may be required during
proof search. The important observation is that, for race-free sessions there will only be one
way to apply synchronous rules, thereby eliminating the need to backtrack in the search for
a proof, i.e., proof search can be conducted deterministically. The ability to search for proofs
in this uniform manner is connected with goal-directed search in logic programming [42].

The system designed in this work preserves deadlock freedom for race-free processes,
as established in Theorem 12; but does not guarantee stronger livelock freedom properties
(sometimes referred to as lock freedom) [37, 46, 49]. Livelock freedom strengthens deadlock
freedom by ensuring that no parties are starved of resources; however, there are many subtle
variations on precisely how livelock freedom is defined. Hence we push the investigation of
refinements of Session that can guarantee notions livelock freedom to future work.

To illustrate the above point, we observe some more unexpected properties of Session.
Observe, the process uX.7A1;X || A2 || pY IA1;Y is race-free and multiparty compatible, and
hence deadlock free. However, it has a hanging input ?A; that never receives a message,
hence it is not livelock free in any sense. Using a proof of the multiparty compatibility
of the above process, we can also establish subtype judgement pt.?A1;t @ 7As < pt.?Aq;t.
This subtype judgements allows inactive parallel components to be typed using the subtype
system, as long as they rest of the system is deadlock free. Thus the current formulation of
Session guarantees no property stronger than deadlock freedom.

For a more subtle example outside the scope of established session type systems, consider
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the types T = pt.(IA;t V 1Ag;1A3) and U = pt.(?A1;6 A ?XA2). We have T ® U < A3 thus a
thread that sends Ay can be replaced by two threads that may choose to talk internally on
A1 forever, although there is always the possibility of a branching taken where A3 is sent.
This subtype judgement does preserve some notions of livelock freedom (it is always possible
for everyone to eventually act [46]), but not stronger notions of livelock freedom (always
everyone must act eventually [37]). An objective for future work would be to explain how
Session can be refined by restricting circular proofs so that they preserve a strong form of
livelock freedom. The key idea is to check that at all threads in a network act at least once
in every unfolding of a recursion, thereby rejecting both subtype judgements above.

5 Conclusion

The proof calculus Session, introduced in Fig. 3, showcases tools of structural proof theory,
i.e., analytic calculi satisfying cut elimination (Theorem 5), which can be used in the design
of rich multiparty session type systems. Session defines an algorithmic subtype system
(Definition 4), the transitivity of which follows from cut elimination (Corollary 6). The
subtype system admits a more flexible substitution principle (Corollary 14) than standard.
This flexibility enables subtyping to be used directly to decide multiparty compatibility
(Definition 8) and also opens up fresh problems that can be tackled using subtyping, not
limited to scenarios where extra parallelism is introduced, as illustrated in Sec. 2.

Race freedom may be guaranteed by naming participants; however, for extra flexibility we
propose a type system for race freedom (Definition 10). From these definitions, we establish
our main result (Theorem 12) guaranteeing deadlock freedom for networks that are both
multiparty compatible and race free. In this line of work, global types are optional, allowing
networks for which no global type exists to be typed.
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A Proof of Theorem 12: well-typed networks are deadlock free

We require the following standard lemmas, which follow by structural induction.
» Lemma 15 (inversion lemma). In the following, we do not use the subsumption rule.

If-P||Q: T, there exists U and V such that T=U®V and b+ P: U and - Q: V.
If - ®icr'\i; P . T, there exists T; such that T = Vz‘eID‘i?Ti and = P;: T;.

If E 3,c1?Mi; P T, there exists T; such that T = /\iel!/\i;Ti and = P;: T;.

IfF recX.P: T, there exists U and t such that T = pt.U and X: t+ P: U.
If=1:T then T = ox.

> Lemma 16. Ift recX.P: put.T then = P{*-F/x}: T{rt-T/ 1.

We also require that race freedom is preserved by the reduction system. This is effectively
a subject reduction theorem for the race free property.

» Lemma 17 (race freedom). If P is race free and P —» @, then Q is race free.
The following condition follows from inverting the type system for race freedom.

» Lemma 18. If P || Q is race free and = P: T and - Q: U, then if 7 appears in T, then
does not appear in U.

Since we employ a reduction semantics, we require that the rules of the structural
congruence preserve multiparty compatibility.

» Lemma 19. [f+ P: ok and P = Q, then - Q: ok

We also require a subject reduction result, where proofs that T < ok and race freedom
play the role that a global type normally plays in such proofs. Note we avoid the term session
fidelity since fidelity is typically expressed in terms of global types [32].

» Lemma 20 (subject reduction). If - P: ok, and P is race free, then for all Q such that
P—» Q, we have - Q: ox.

Proof. If there exists a reduction, we can apply the structural congruence to a process
to reach one of the following forms. By Lemma 19, the use of the structural congruence
preserves multiparty compatibility.

Case of internal choice. Assume we have F @;c;!\;;P; || Q: ok, By Theorem 9, for
some T, we have - @;er!\i;P; || @: T, without using subsumption, and T < ok. Consider the
transition ®;er!\i; P || Q —» '\ Py || Q, where k € 1.

By Lemma 15, we have there exists U; and V such that T = VieI!)‘i?Ui ®Vand F P;: U,,
for all ¢, and F Q: V. Therefore - I\;; P || Q: \i;U; ® V.

Now, since \/,.;!A;;U; , V I is provable and so is /\ieI?)\i;Ui, !Ag;Ug F, by Theorem 5,
'!Ag;Uk , V F holds. Hence '\;;U, @ V < 0k, as required.

Case of external choice. Assume we have b X,;c170;P; || ! \g;Q || R: 0%, where k € I and

Yier? ;P || \\;Q || R is race free. Consider transition ;e ?Ai; P | ! A\g;Q || R —» Pr || Q || R.

By Theorem 9, for some T, we have that b X;c;?A;;P; || !\g;Q || R: T holds without using
subsumption, and T < ok. By Lemma 15 we have there exists U;, V and W such that we have
T=Nic;?\i3Ui @ AV @ W and F P;: Uy, for all 4, and - Q: V and = R: W. Therefore we
have - P, || @ || R: Uy ® V ® W holds.

Now, consider the proof of A;.;?A;;U; , !A\g;V, W . Since we have the type judgements
F Sier?As P || Q@ Nje 25U © IV and = R: W oand Sier? A3 Py || '@ || R s race
free, by Lemma 18, neither !\; nor ?\; appear in W. Hence there are only two possibilities,
for every branch of the proof tree:
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1. Either we eventually reach an application of rule [PREFIX], possibly via an application of
[MEET] as follows:

[O]FUg,V, TH
[@] ?/\k;Uk y !/\k.;V s 'k

[PREFIX]

[@/] ?)\k;Uk 5 !)\k;V 5 F/ F
[@l] A1€I?>‘17UZ 5 !)\k;V s F, l_

[MEET]

Note, by race freedom, if A; = Ay then j = k, hence only one branch can be selected in
rule [MEET] to enable the rule [PREFIX]. Hence the above application of rule [INTR] is
deterministic.

2. Alternatively, on some path no [PREFIX] is ever applied to type !A\g;V and there is a
[LEAF] axiom of the following form, with an corresponding ancestor [F1x-u] rule as
follows:

p - - [LEAF]
O [V, pt W TV, pt W T H

OV, pt W, TV, WYk Tk
(O] NV, ptW T H

[F1x-p]

In this case, by the participant condition in the race free condition, each A; such that
j € I can only match an output in the type !\;;V. Hence there must also be no [PREFIX]
applied to any A; in A\;.;?As;U; between the [LEAF] and the corresponding [F1X-1]. Hence
either A, ;7\i;U; appears in T', or there is some j € I such that ?\;;U; for j € I appears
inT.

el

In paths in the proof satisfying the first case above, simply remove the relevant instance
of the rule [INTR] below the rule in the proof, replace A;.;?A;;U; and !\g;V with Uy and V.

In paths in the proof satisfying the second case above where both A,;7A;;U; and '\;V
are never touched, simply replacing these formulae with Uy and V everywhere in the given
path. In cases where ?);;U; appears in T, there must be an instance of rule [JOIN] below the
rule [F1x-p] that introduced T" or the following form.

[@N] ')\k,v s ?AJ,U] 5 FH +

OV, A?AsU; T -
el

Since, by the participant condition, we know that in this path we never apply [PREFIX] to
Aj, we can safely remove the above rule instances from the proof and replace ?A;;U; with Uy
along that path.

After applying the above proof transformation, we obtain a proof of Uy , V , W . Hence
U ® V@ W < ok as required.

Case of fixed points. Assume - recX.P || @: ok holds. By Theorem 9, for some T, we
have - recX.P || Q: T, without using subsumption, and T < ok. Consider the transition
recX.P | Q—» P{=*L/x} | Q.
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By Lemma 15, we have there exist types U and V and type variable t such that T =

put.U®Vand FrecX.P: ut.U and - Q: V. Now, by Lemma 16, - P{reCX'P/X}: U{“t'u/t}.

Therefore, we have - P{e<X-P/x 1 | Q: U{+*Y}} & V.
Now, since - ut.U , V is provable and ut.U, U{“t'U/t} I is provable, by Theorem 5, we
have U{#*Y/} | V I is provable. Hence U{#*V;} ® V < ok, as required. <

» Theorem 21 (Theorem 12). Any race-free multiparty-compatible network is deadlock free.

Proof. Assume  P: ok holds and P is race free. Consider the form of P. Either P has a
fixed point or internal choice at the head of a process, hence is ready to act. Hence, there
exists @) such that P —» (). Otherwise we have a process equivalent to the following form.

DGQ - i@ || Bien AR |- || Bier, 2ATRY [ 1. |11

There are two cases to consider as follows.

In the first case, m = n = 0; hence we have P =1 ... || 1. Therefore, P =1 and hence
the processes is successfully terminated.

Otherwise, observe, by Theorem 9, there exists T such that = P: T without using
subsumption and T < k. Also, observe, by Theorem 15, there exists U; and V! such that
T=DpU1 ... 0 WU ® Nie, 2AVE o @ Njep, AT VR @ k@ L. @ ok and F Qs Uy,
and Rﬁ: Vf, for all j, k and £.

In the proof of T F, there must be at least one application of the rule [PREFIX]. Due to the
absence of # in T, the only other rules that may be applied before the bottommost instances
of rule [PREFIX] are the rules [PAR] and [MEET]. In order to apply the rule [PREFIX], there
exists j, k and £ such j € Iy and A\ = )\f, allowing a proof tree of the following form.

O] Tk, Uf, Tk
. L1l
[O] N Tr , 2A5:U5 T H

(O] i Tr, 24508 Tk
O] \sT, A\ 2AGULL T

3
i€y

TH

Thus, simply due to the existence of such a matching pair of inputs and outputs, we have a
transition of the form.

DQ1 | Q|- A Qe MGQU - N Qr - ' Ani Qe
[Sien, 2ALRE || - || Sier, 2A™ R - | —» [Sien ?ALRE - T RS-
Sier, AR 1 [Eier, 2ALRE L. | 1

Thus we certainly have that either P = 1 or there exists @ such that P —» Q.

Finally, by Lemma 20, since R is race free, we have that for all R such that P —» R,
F R: ok and furthermore, by Lemma 17, R is race free, as required. Hence, deadlock freedom
is established by coinduction. |
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B The Precise Relationship to Linear Logic

For a self-contained presentation, we summarise the related non-commutative logic [15] on
which this work builds, formulated in the calculus of structures [28]. We adjust the syntax
to match the body of the paper. The rules of MAV [34] are presented as in Fig. 7, where the
calculus of structures allows rules to be applied in any context C{ - } and the structural
congruence = can be applied at any point in a proof.

C{ox} . .

o success m atomic interaction
C{(T®V);(U®W)}Fseq C{Tr»UeV)}+ )
C{(T:0)e (VW) }F C{(TA0) eV F St
C{(TVvV);(UVW) }+ dial C{TeU)v(TeV)}k |
Cl(T:0) Vv (VW) F media C{Te(UvV)r cxtena
C{T}+ C{U '+ C I
_Arie _AUIE G L
C{TAU}F C{TAU I F Cloxvok )
(T3U)3V=T3U=3V) o T=T Tel)eV=TeUesV)

Tnwxk=T T,:k=T Tewx=T

T3U=U=T (T;U0);Vv=T5(U;V) TeU=UeT

Figure 7 Inference and structural rules for proof system MAV (formalising provability of duals).

We extend the notion of a co-type to local types with sequential composition.

(TAU)=TvU (TvU)=TAU TaU=TeU TeU=T=xU

(T;U=T;U ®=0x =22 22=I\

Notice the only difference compared to the co-type transformation for Session (Def. 2) is
that any type may appear to the left of sequential composition, not only an atomic send or
receive action. The following result generalises cut elimination to the calculus of structures.

» Theorem 22 (Horne 2015 [34]). In the system in Fig. 7, if C{ T3 T } b holds then we
can construct a proof of C{ ok } .

The related work [15, 34], from which the above is extracted, clarifies that, as for Session in

the body of this paper, MAV defines a rich notion of multiparty subtyping and compatibility.
The following result formally relating MAV and Session is a corollary of cut elimination

(each direction of the implication follows from cut elimination in one of the two systems).

» Corollary 23. If T is a session type, as in Def. 1 but without fized points, then T - in
Session if and only if T F in System MAV.

Finally, observe that MAV is a conservative extension of linear logic with mix and, the above
corollary proves the finite fragment of Session is also a fragment of MAV.
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