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Abstract

Privacy attacks reported in the literature alerted the research community for the
existing serious privacy issues in current biomedical process workflows. Since shar-
ing biomedical data is vital for the advancement of research and the improvement
of medical healthcare, reconciling sharing with privacy assumes an overwhelming
importance. In this thesis, we state the need for effective privacy-preserving mea-
sures for biomedical data processing, and study solutions for the problem in one
of the harder contexts, genomics. The thesis focuses on the specific properties
of the human genome that make critical parts of it privacy-sensitive and tries to
prevent the leakage of such critical information throughout the several steps of the
sequenced genomic data analysis and processing workflow. In order to achieve this
goal, it introduces efficient and effective privacy-preserving mechanisms, namely
at the level of reads filtering right upon sequencing, and alignment.

Human individuals share the majority of their genome (99.5%), the remaining
0.5% being what distinguishes one individual from all others. However, that in-
formation is only revealed after two costly processing steps, alignment and variant
calling, which today are typically run in clouds for performance efficiency, but with
the corresponding privacy risks. Reaping the benefits of cloud processing, we set
out to neutralize the privacy risks, by identifying the sensitive (i.e., discriminating)
nucleotides in raw genomic data, and acting upon that.

The first contribution is DNA-SeAl, a systematic classification of genomic data
into different levels of sensitivity with regard to privacy, leveraging the output
of a state-of-the-art automatic filter (SRF) isolating the critical sequences. The
second contribution is a novel filtering approach, LRF, which undertakes the early
protection of sensitive information in the raw reads right after sequencing, for
sequences of arbitrary length (long reads), improving SRF, which only dealt with
short reads. The last contribution proposed in this thesis is MaskAl, an SGX-based
privacy-preserving alignment approach based on the filtering method developed.

These contributions entailed several findings. The first finding of this thesis
is the performance × privacy product improvement achieved by implementing
multiple sensitivity levels. The proposed example of three sensitivity levels allows
to show the benefits of mapping progressively sensitive levels to classes of alignment
algorithms with progressively higher privacy protection (albeit at the cost of a
performance tradeoff). In this thesis, we demonstrate the effectiveness of the
proposed sensitivity levels classification, DNA-SeAl. Just by considering three
levels of sensitivity and taking advantage of three existing classes of alignment
algorithms, the performance of privacy-preserving alignment significantly improves
when compared with state-of-the-art approaches. For reads of 100 nucleotides, 72%
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have low sensitivity, 23% have intermediate sensitivity, and the remaining 5% are
highly sensitive. With this distribution, DNA-SeAl is 5.85× faster and it requires
5.85× less data transfers than the binary classification – two sensitivity levels.

The second finding is the sensitive genomic information filtering improvement
by replacing the per read classification with a per nucleotide classification. With
this change, the filtering approach proposed in this thesis (LRF) allows the filtering
of sequences of arbitrary length (long reads), instead of the classification limited to
short reads provided by the state-of-the-art filtering approach (SRF). This thesis
shows that around 10% of an individuals genome is classified as sensitive by the
developed LRF approach. This improves the 60% achieved by the previous state
of the art, the SRF approach.

The third finding is the possibility of building a privacy-preserving alignment
approach based on reads filtering. The sensitivity-adapted alignment relying on
hybrid environments, in particular composed by common (e.g., public cloud) and
trustworthy execution environments (e.g., SGX enclave cloud) in clouds, gets the
best of both worlds: it enjoys the resource and performance optimization of cloud
environments,while providing a high degree of protection to genomic data. We
demonstrate that MaskAl is 87% faster than existing privacy-preserving alignment
algorithms (Balaur), with similar privacy guarantees. On the other hand, Maskal is
58% slower compared to BWA, a highly efficient non-privacy preserving alignment
algorithm. In addition, MaskAl requires less 95% of RAM memory and it requires
between 5.7 GB and 15 GB less data transfers in comparison with Balaur.

This thesis breaks new ground on the simultaneous achievement of two impor-
tant goals of genomics data processing: availability of data for sharing; and privacy
preservation. We hope to have shown that our work, being generalisable, gives a
significant step in the direction of, and opens new avenues for, wider-scale, secure,
and cooperative efforts and projects within the biomedical information processing
life cycle.

Keywords: Raw genomic data, privacy, reads alignment, sensitivity levels,
information sharing.
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Chapter 1

Introduction

Privacy refers to an individual’s right to keep his/her personal matters secret. In
a biomedical context, in particular in genomics, privacy is enforced by protecting
biomedical data, since they might reveal sensitive information about its donor or
his/her relatives. Genomic information processing involves intensive computation
steps in order to reconstruct an individual’s genome from his biological sample.
Traditionally, the sensitive parts of genomic information are only determined after
these analysis steps. However, those steps being computation intensive, they are
commonly offloaded to public clouds to achieve high performance at affordable
costs.

Therefore, privacy-preserving methods applied during these computations must
treat all genomic data alike. Either as all sensitive, which incurs significant per-
formance costs, or as all non-sensitive, which leaves genomic data unprotected or
weakly protected during the analysis. During the window of vulnerability opened
by the latter alternative, adversaries may access genomic data and learn about the
sensitive information it contains.

The present thesis aims at overcoming this dilemma, allowing high performance
processing whilst protecting genomic information throughout the whole workflow:
right after its translation from a human’s biological samples into digital sequences
through sequencing technologies, and during its analysis steps, mainly alignment
and variant calling.

The thesis evaluates the following hypothesis, creating the mechanisms to
demonstrate it:

The detection and classification of sensitive information using a multi-level
scale, and subsequent and immediate excision of the sensitive sequences from raw
genomic data, allows fast and secure processing using traditional alignment al-

1



gorithms, at the cost of a slight decrease in accuracy. However, such accuracy
decrease can be fully recovered by later processing of the missing sensitive informa-
tion in a protected environment, by authorised users.

1.1 Genomic information processing

Let me start by providing the biomedical background necessary for the under-
standing of the contributions of this thesis.

1.1.1 The human genome

The human genome encodes all the information a human body requires to live,
develop and reproduce, organized in 23 pairs of chromosomes. Each chromosome
is a double helix of DNA composed of four subunits called nucleotides. There are
four nucleotides in DNA, each designated by the first letter of the name: A for
Adenine, T for Thymine, C for Cytosine, and G for Guanine. Nucleotides pair
together in a predetermined way in what is called a base pair (A links to T and C
links to G) to create the double helix (see Figure 1.1(a)). The human genome has
a total length of approximately 3 thousand million nucleotides.

23 pairs 
of chromosomes

Human

DNA double strand

A-
T
G-
C
T-
A

C-
G

(a)

(b)
insertionSNP STR deletion

ACGACGTCGATTACGATCATCACACAGTCAGCTAGCTAGCATCGATCAGCTAGCAT
ref. genome

GACATCATCATCATC
CGACTT

 sequence repetition

GCTAAGCA

mutated nucleotide

GC-AGC

added nucleotide removed nucleotide

Figure 1.1: Human DNA. (a) DNA organization. (b) Genomic variations types.

The genome sequence is the sequence of nucleotides in an individual’s genome.
Any two individuals share approximately 99.5% of their genome sequence. The
remaining 0.5% is what makes each individual unique [Ayd+15].

A genomic variation, or mutation, is identified when a newly sequenced genome
differs form all previous ones in a precise location (i.e., locus). From the 1000
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Genomes Project, it is known that an individual’s genome contains between 2100
and 2500 genomic variations [Con15]. At each locus, considering a single DNA
strand each genome has one of the possible alleles (i.e., an individual can have
a ’T’, or a ’G’ in chromosome X at position 155,259,899), which are the possible
nucleotide sequences at that locus. The majority of the loci has two possible
alleles, which are then called major allele and minor allele. The major allele is
the allele that appears the most frequently in the population. On the other hand,
the minor allele is the rarest sequence, typically appearing in less than 5% of the
population. Minor alleles are the most relevant for studies since they can influence,
for example, the health status of an individual [Con05]. Genomic variations can
be classified into three types (see Figure 1.1(b)):

(i) A single nucleotide polymorphism (SNP) occurs when a single nucleotide
differs in a genome locus between an individual and the reference genome;

(ii) A short tandem repeat (STR) defines a region where a sequence of 1 to 6
nucleotides is repeated a variable number of times for distinct individuals;

(iii) Insertions, respectively deletions (Indels) occurs when one or more nucleotides
are added, respectively removed or present, (or present, resp. absent), as
compared to the reference genome.

The genome is transmitted hereditarily and this transmission occurs in seg-
ments, which causes genomic variations in neighbouring locations to often be cor-
related. In humans, the size of the blocks varies between few kilobases1 (kb) and
100kb; however, the majority of the correlations is found in a smaller range (5–
20kb) [WP03]. Linkage disequilibrium (LD) measures one type of correlation found
in the human genome, and it defines the non-random cooccurrence of alleles from
different loci. In other words, LD defines the correlation between genomic vari-
ations. LD can be measured using the correlation coefficient2 r2, which is often
used to infer genomic variations from a set of observed variations. Markov Chains
have also been used by some methods for genetic imputation, which consists in
the inference of hidden (or non-observable) genomic variations based on a set of
observed variations and population statistics [Li+10].

DNA is privacy sensitive information due to its identifying nature. It contains
long-lived, static, and identifying information, which is sensitive for the lifetime of

11 kilobase corresponds to 1,000 nucleotides.
2Correlation coefficient r2 – is a measure commonly used for LD, which represents the prob-

ability of a particular allele is present or absent in a first locus and another particular allele is
present or absent in a second locus.
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its owner. Furthermore, some portions of genomic data stay sensitive even longer,
since they are transmitted to descendants. This second property – heredity –
is what makes DNA sensitive for an extremely long duration linking individuals
to their relatives. In addition, DNA encodes other critical information, such as
genetic diseases predisposition. This can be used for valuable purposes, such as
personalized medicine or to help solving crime cases. For example the Golden
State Killer case was solved in 2018, 42 years after the crime was committed.
The killer was captured based on DNA collected from the crime scene through
a genealogy search using GEDmatch [HT]. Nevertheless, unintended leakage of
genomic information fragilizes individuals, e.g., being used for health insurance
denial based on disease predisposition deducted from unauthorized DNA analysis.
There was a case of an insurance company that refused a woman’s application
due to her high predisposition for developing breast cancer [Kni]. Finally, DNA is
irreplaceable, which makes it even more privacy critical and valuable, since once
disclosed the harm done is irreversible.

The primary goal of privacy breaches on genomic data is to discover sensitive
information contained on, or inferred from, the observed genomic information. In
order to do so, the adversary obtains partial information, such as the genome
sequence of a target individual, for example by accessing it from a public cloud.
Then, the adversary can combine that genomic data with additional information
from other sources, mostly available in public databases, social networks and so
forth, such as population statistics, and participants details (e.g., surname, age,
ZIP code). By crossing these informations the adversary can perform privacy
attacks. The privacy attacks on genomic data can be classified into four classes: re-
identification attacks, membership attacks, inference attacks, and recovery attacks.
The classification of the attacks depends on the information the adversary wants
to obtain, such as identity, participation in studies, hidden genetic information or
discovery of the genome sequence of target individuals [Swe00; Hom+08; NYV09;
Kon+08]. For instance, in re-identification attacks, the goal of an adversary is
discover the identity of a target individual though the correlation between personal
identifiable information and the genomic information [Gym+13; Hum+15]. Such
attacks highlighted the privacy issues associated to genomic data and alerted the
research community to develop privacy-preserving solutions [Con+15; DFT13].
Therefore, the prevention of privacy attacks was a main tenet of the design of the
privacy-preserving approach proposed in this thesis, in particular, inference and
re-identification attacks.
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1.1.2 DNA sequencing and analysis

In the human body, DNA encodes all the information needed for life, which includes
inheritance, coding for proteins and the instructions for the biological processes
occurring in the body. In order to decode the information on the DNA and under-
stand its role, the research community developed sequencing techniques. In the
traditional short reads sequencing, a physical DNA sample is first cut in smaller
chunks through chemical reactions. Then, the obtained chunks are submitted to
an amplification step3 were they are multiplied. In order to be detected by short
reads sequencing technologies, the sample to be sequenced needs to contain multi-
ple copies of the DNA region to be sequenced since DNA is microscopic. Then, all
these chunks are introduced into a sequencing machine, which reads the sequences
of nucleotides therein and converts them into their digital equivalent, called reads(
indeed, as the reader may guess, sequences of letters, combinations from the A,T,C,
G set, as explained before).

Since the sequencing of the first human genome – finished in April 2003, the
production and study of biomedical data, in particular human genomic data, have
grown at an unprecedented rate. Such data supports clinical studies and research
procedures, including personalized medicine [MM08; Gup08; DB10]. This was
possible due to the first sequencing method developed by Sanger [SC75]. Starting
from 2005, high-throughput Next-Generation Sequencing (NGS) technologies, also
referred to as second-generation sequencing machines, have been rapidly evolving.
Those NGS technologies are mainly characterized by an affordable cost (about
1,000$ per genome) and high throughput production of short reads (30–400 nu-
cleotides) with low error rates (0.1–1%). Due to those features, the raw genomic
data production increased from initially megabytes [ODS13] to terabytes. Ge-
nomic data processing rapidly turned into a big data challenge, and consequently
performance bottlenecks during the genomic data analysis have appeared. This
highlighted the need for high performance analysis workflows. Later, around
2011, a third generation of sequencing technologies (e.g., PacBio SMRT, Oxford
Nanopore [Ip+15]) was released with the goal of producing longer reads (> 1,000
nucleotides), although at the cost (in current technology) of higher error rates
(around 15%) [KGE17]. Long reads improve some analyses, such as de novo assem-
bly and structural variants detection. In addition, long reads sequencing eliminates
of the amplification step which is time consuming and is a bias source [Ama+20].

In order to discover genomic variations from raw genomic data produced by
the above sequencing technologies, two computationally-intensive analysis steps

3Amplification step – called polymerase chain reaction (PCR) is a process used in laboratories
to produce thousand millions of copies of a source DNA region.
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are required as a follow-up: alignment, to obtain the location of the reads in the
genome by matching them with a reference genome; and variant calling, to discover
the nucleotides in the reads that differ from the reference genome. Figure 1.2 shows
the DNA sequencing and analysis workflow up to the variant calling step.

DNA sample

Sequencing machine
Reads

reads

Ref. genome

Ref. genome

Figure 1.2: DNA sequencing and analysis.

1.2 Towards cloud-based federated processing

Sequencing technologies allowed the production of huge amounts of reads, generat-
ing terabytes of raw genomic data. That data needs to then be analysed through
alignment and variant calling steps. Since the amount of raw genomic data is
huge and its processing is computationally costly, often this kind of data analysis
is outsourced to cloud environments. Such environments, provide high available
and cost efficient computational resources which often are not existent or available
among the local resources of biomedical centers.

In addition to genomic data processing in the cloud to achieve high perfor-
mance, data sharing is essential in genomic data field. Data sharing accelerates
data collection and it promotes new discoveries [Kay+09].

Despite all the benefits of migrating genomic data processing to the cloud and
data sharing, they also bring new challenges: privacy issues. In general, privacy
breaches lead to confidential data disclosure that can be used for re-identification.
In answer to this, the research community has been advocating the need for a
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secure collective environment where institutions (even competing ones) can col-
laborate to achieve more complete datasets to promote significant discoveries and
personalized healthcare. Esteves-Veríssimo and Bessani called it the e-biobanking
vision [VB13], an efficient privacy-preserving cooperative environment whose pur-
pose is storing, sharing, and processing digital biomedical data, whilst preserving
the interests, rights and needs of the individual stakeholders. The main goal of
such environment is to promote use of genomic data in its many application fields,
such as personalized medicine and forensics. However, genomic data contains a
high level of sensitive information about its owner. When sensitive information is
leaked, privacy is violated. Building efficient privacy-preserving processing envi-
ronments is about preventing sensitive information leaks of genomic data, as well
as providing practical operational performance.

1.3 Problem statement

Several privacy attacks on genomic data have been reported in the past decade.
Those attacks alerted the research community to the existing privacy issues in
current biomedical processing, such as information leakage (e.g., attributes, iden-
tity). In order to be able to prevent information leaks, we must understand the
properties of the human genome that make it particularly privacy sensitive and
the privacy attacks reported on genomic data. The human genome is particularly
privacy-sensitive due to the following characteristics: (i) DNA can be used for
the re-identification of individuals, since it barely evolves over an individual’s life
and it is not replaceable; (ii) it reveals the individual’s predisposition to genetic
diseases; (iii) it records familiar relations, from ancestors to descendants, includ-
ing siblings’ information; (iv) it can reveal the individual’s response to medicines
which, if misused, can lead to bad consequences; and (v) genomic data can be
modified or forged, which, in case it occurs, can result in the arrest of innocent
people. To give and example, one could replicate the genome of an individual,
introduce it in a crime scene, and, therefore, influence an ongoing investigation.
The misuse of sensitive genomic information can cause unwanted harm, such as
discrimination, insurance denial and employment refusal [Kni; KAC14]. If the ge-
nomic data is acquired by some unauthorized entity, it can be exploited for the
interests of that same entity. Employment, social and educational discrimination
based on genetic tests for Huntington’s disease have also been reported [Goh+13].
Furthermore, the harm caused is irreversible and it can also affect relatives, since
they are genetically linked.

In addition to the data-based genomic privacy attacks, which target the data
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properties, privacy-preserving solutions should also take into account the system
dimension: there is no trusted data over untrustworthy systems. As such, system-
based attacks, leveraging vulnerable computing systems supporting biomedical
information processing workflows, may completely defeat the most sophisticated
privacy-preserving algorithm. For example, once an adversary performs a success-
ful intrusion in such a system, he can gain unconstrained access to confidential
biomedical and genomic data. This confidential data can, for example, be sold on
the black market [San; Gar], or used directly by bio savvy attackers, to perform
data-based genomic privacy attacks themselves.

This serious problem has often been minimized in the prior state of the art in
data-based privacy-preserving solutions for biomedical/genomic data. Therefore,
we additionally claim as a problem to solve, the need for the design of system-
aware privacy-preserving solutions, that is, holistic solutions that encompass both
the data plane privacy (resilience to privacy attacks) and the system plane security
and dependability (resilience to faults and attacks on the system structure).

The work developed in this thesis attempts to address the above-mentioned
privacy and security issues of biomedical data, specifically genomic sequences. As
a first attempt to the early detection and segregation of the sensitive parts of
the human genome, the work of Cogo et al. [Cog+15] classified genomic data in a
binary scale (sensitive or insensitive) segregating the sensitive part in an automatic
way, to highly protected parts of the processing data center.

However, distinct regions of the genome provide different kinds of information,
from simple physical traits to disease predisposition. From the privacy point of
view, this information can lead to different privacy breach levels with different
consequences. Therefore, it would be interesting to define more levels to classify
genomic data by level of sensitivity. A specific goal of this thesis is then to improve
the s.o.t.a., by designing a privacy-preserving approach for raw genomic data pro-
viding sensitivity-adapted alignment and storage, while guaranteeing data privacy
protection and practical performance. That is, for each sensitivity level, different
methods can be applied to address the protection and performance requirements.
The first step towards this goal is the development of a sensitive information clas-
sification method, which builds on and refines the filtering approach described
in [Cog+15]. The intuition is that the introduction of a filtering step in the tradi-
tional analysis workflow could allow early stage protection of genomic data. The
main idea of the filtering approach is the identification and excision of sensitive
information from the (digital) human genome.

In addition, since only the known-sensitive information requires extra care with
regard to privacy, and it is a small percentage of the genome, we can strike a per-
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formance/protection trade-off, in terms of the methods and of the environments
to execute the workflow in. For example, the most protective methods (e.g., heavy
cryptography-based methods), which are usually more costly, can be applied to
the most sensitive information instead of the full genome. Likewise, it is possible
to adjust the cost, efficiency and privacy guarantees of different analysis environ-
ments (e.g., public clouds, private clouds, enclave clouds and trusted execution
environments) accordingly to the data sensitivity.

Finally, in order to include the filtering step in the analysis workflow, the assess-
ment of the impact of this step on the performance and accuracy of the analysis is
required. This thesis proposes a sensitivity-adapted alignment approach relying on
a hybrid clouds environment and it evaluates the privacy protection improvement,
while providing high performance for the whole genomic data analysis workflow.

The holistic system-aware privacy-preserving approach we advocate comes ev-
ident from the combination enunciated above, between data processing methods
and computational environments.

1.4 Contributions

The contributions of this thesis are the following:

• Contribution 1: Definition of sensitivity levels to classify and protect genomic
data.

• Contribution 2: Development of a filtering approach for sensitive information
compatible with the existing sequencing data (both short and long reads).

• Contribution 3: Development of a privacy-preserving reads alignment ap-
proach using masked reads.

Figure 1.3 represents the contributions of this thesis along the genomic anal-
ysis workflow. The main steps of the workflow are connected by the horizontal
arrows, while the contributions are represented inside the rectangles. As the figure
demonstrates this thesis focuses on the filtering of raw genomic data, right after
it is sequenced (Contributions 1 and 2) and on the alignment step (Contribution
3). The path to protecting genomic information during the variant calling step is
unveiled by our present work, and envisioned as part of future work.

Following the described research plan, the developed works have been published
in major international conferences and journals of the area. Here is the complete
list of publications related to this project:
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Figure 1.3: Contributions. Representation of the contributions along the genomic data
analysis workflow.

2017 Cloud-assisted read alignment and privacy
Maria Fernandes, Jérémie Decouchant, Francisco M. Couto, Paulo Veríssimo
In Proceedings of the 11th International Conference on Practical Applica-
tions of Computational Biology & Bioinformatics (PACBB), pages 220–227

2017 How can photo sharing inspire sharing genomes?
Vinícius Vielmo Cogo, Alysson Bessani, Francisco M. Couto, Margarida
Gama-Carvalho, Maria Fernandes, Paulo Veríssimo
In Proceedings of the 11th International Conference on Practical Applica-
tions of Computational Biology & Bioinformatics (PACBB), pages 74–82

2017 Enclave-based privacy-preserving alignment of raw genomic infor-
mation
Marcus Völp, Jérémie Decouchant, Christoph Lambert, Maria Fernandes,
Paulo Veríssimo
In Proceedings of the 2nd Workshop on System Software for Trusted Execu-
tion (SysTEX), article 7

2018 Accurate filtering of privacy-sensitive information in raw genomic
data
Jérémie Decouchant, Maria Fernandes, Marcus Völp, Francisco M. Couto,
Paulo Veríssimo
In Journal of Biomedical Informatics, volume 82, pages 1–12

2018 MaskAl: Privacy preserving masked reads alignment using Intel
SGX
Christoph Lambert, Maria Fernandes, Jérémie Decouchant, Paulo Veríssimo
In Proceedings of the 37th Symposium on Reliable Distributed Systems
(SRDS), pages 113–122
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2020 DNA-SeAl: Sensitivity levels to optimize the performance of privacy-
preserving DNA alignment
Maria Fernandes, Jérémie Decouchant, Marcus Völp, Francisco M. Couto,
Paulo Veríssimo
In IEEE Journal of Biomedical and Health Informatics, volume 23, issue 3,
pages 907–915

1.5 Overview

This section summarizes the content of the remaining chapters of the present thesis.
Chapter 2 reports the related work. First, it introduces the genomic back-

ground, which compiles the main biological terms used and the properties of the
human genome. Then, it describes the traditional workflow for sequenced DNA
analysis. The following three sections of this chapter are devoted to the privacy re-
lated background, which includes privacy attacks on genomic data, privacy protec-
tion methods and it also presents some examples of privacy-preserving approaches
for specific genomic data processing tasks. After the genomic privacy overview,
this chapter introduces the approach used as starting point for the work in this
thesis. Finally, the last section introduces the data sets and repositories used on
the experiments.

Chapter 3 introduces DNA-SeAl – a sensitivity levels classification based on
the privacy risk of DNA information. Guidelines for the creation of a stratifica-
tion system based on qualitative and quantitative features of genomic data are
provided. This chapter also shows how to create the levels based on quantita-
tive features (e.g., allele frequency, linkage disequilibrium links); the creation of
the levels based on qualitative features (e.g., disease genes, physical appearance)
shall be left for a future project. DNA-SeAl method regarding performance based
on the computational time and communication cost, as well as genomic privacy
metric and a likelihood-ratio test were also evaluated. Genomic privacy measures
the weighted risk of re-identification based on the minor allele frequency of the ob-
served genomic variations, while the likelihood-ratio test compares case and control
populations and it represents the upper bound of the membership detection of a
case individual. The method proposed in this chapter improves privacy while pro-
viding a practical performance, with decreased computational and communication
costs in comparison with previous approaches [Sch09; Bar+12; Cog+15]. Using
three sensitivity levels instead of the previous two levels already improves privacy
while ensuring a feasible performance.
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Chapter 4 describes a sensitive filtering approach for human DNA reads. Sec-
tion 4.1 describes the limiations of the previous filter approach [Cog+15] and the
possible solutions. Improvements, such as the compatibility to long reads, which
are produced by the most recent sequencing machines, are also showcased. In ad-
dition, this chapter details how to build the database of sensitive information and
how to initiate the filter. Finally, this thesis provides a comparative evaluation
of previous and proposed approach, which shows that the filter classifies 10% of
the information as sensitive with a true percentage of 3% of sensitive information.
However, it does not present false negatives.

Chapter 5 introduces MaskAl – a masking and alignment methodology for
DNA reads using Intel Software Guard Extensions (SGX). Section 5.1 introduces
enclaves and why they are considered secure. Then, Section 5.2 introduces MaskAl
approach, which has two main steps, the first is the detection of sensitive infor-
mation, followed by the sensitivity-adapted alignment of the reads. MaskAl is a
hybrid approach which relies on public and enclave clouds. The last section of this
chapter evaluates the performance of MaskAl regarding the alignment accuracy,
memory consumption, alignment time and network communications. The evalua-
tion was performed considered error free reads, and reads with an error rate of 1%
and 2%.

Chapter 6 summarizes the conclusions and future work.
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Chapter 2

Related work

This chapter is organized as follow. In the first section, this chapter describes the
ideal privacy-preserving cooperative environment for biomedical data that several
works envisioned, highlighting its main properties and giving some examples that
aim at developing such an environment. In the next section, it provides a detailed
description of two important DNA analysis steps: alignment and variant calling.
The third section of this chapter introduces the main threats to genomic data,
which can be of two types: privacy attacks and system exploits. The following
section gives an overview of the privacy protection methods commonly applied
on genomic data and it presents some practical application examples. A brief
comparison of short and long reads features and applications is then provided,
highlighting the main features and applications of each type of reads. Thereafter,
the state-of-the-art filtering approach for short reads is described in detail, includ-
ing the description of the data structure used, Bloom filters. This approach serves
as basis for the work in Chapter 4. In the last section, this chapter briefly intro-
duces existing genomic data repositories and describes the data sets used for the
work in this thesis.

2.1 Biomedical infrastructures for large-scale col-
laboration

The e-biobanking vision [Kay+09] defines an efficient privacy-preserving coopera-
tive environment whose purpose is to store, share, and process biomedical data.
In this environment, different entities share their data and findings, contribut-
ing to larger datasets and extensive studies. Ideally, this system ensures that
biomedical data is protected and it offers tools to securely analyse them [VB13;
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Bes+15]. The key properties foreseen for this system include: (i) easy and se-
cure access to the data; (ii) resistance to cloud outage and other failures; and (iii)
data integrity and data privacy. Besides this list, some authors also consider data
quality, confidentiality, security, access control as essential properties for ensuring
privacy-preserving data sharing [Kno14].

Several publicly available repositories aimed at concretizing the e-biobanking
vision, resulting from collaborations between researchers and institutions (e.g.,
International Sequence Database Collaboration (nucleotide sequences), UniProt
Consortium (protein sequences), 1000 Genomes Project (human genomes)), which
promote high data availability [LM16]. However, data availability increases the
vulnerability to privacy attacks, which must be prevented. NGS-Logistics [Ard+14]
defines a federated ecosystem for privacy-preserving rare genomic variations anal-
ysis across geo-distributed data. More recently, the Beacons Project [GH16], de-
veloped by the Global Alliance for Genomics and Health, emerged as a privacy-
preserving genetic variations sharing framework, which allows queries to be exe-
cuted on a large network of genomic information repositories and datasets. The
answers are restricted to "Yes" or "No" to prevent the inference of identity or ad-
ditional information, whose goal is to limit the knowledge a query gives to a poten-
tial adversary. Some privacy attacks have highlighted some vulnerabilities of this
platform, and by consequence of the early stage privacy-preserving collaborative
environments [SB15]. These attacks have been addressed and the vulnerabilities
mitigated [Rai+17a]. Keeping in mind the performance challenges associated with
the singular nature of DNA and the reported privacy breaches, developing efficient
privacy-preserving methods for large-scale genomic data sharing is a non trivial
problem.

2.2 DNA alignment and variant calling

Alignment is the step where the reads produced by the sequencing machine are
matched with a reference genome. This step allows the determination of the orig-
inal position of the sequences contained in the reads. Alignment algorithms are
mainly based on hash tables (e.g., BLAST) [Alt+90] and on suffix arrays (e.g.,
BWA, Bowtie) [LD09; Lan+09]. The first category of alignment algorithms fol-
lows the seed-and-extend paradigm, where a K-mer1 is used as a seed2 to find an
exact match in a hash table (seed phase). For each match found, the neighbour
nucleotides of the seed are consecutively compared to the reference in order to

1K-mer – is a sequence of K nucleotides.
2Seed – is a small subsequence of the reads to be aligned.
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find the best original location for the full read (extend phase). The second cat-
egory performs the alignment using a binary search3 on the suffix arrays. The
main two performance advantage of this approach are that it requires less mem-
ory and repeated regions only need to be aligned once [LH10]. More recently,
dynamic programming have been used by alignment algorithms to achieve better
performance [SW81].

Aligning reads in untrusted environments, such as public clouds, is now com-
mon due to their affordable price and great computational power that allows high
performance computations [Ser19]. However, public clouds require the user to
trust that the cloud provider has implemented privacy protection mechanisms,
and that an intruder would never gain access to its data. Some works reported the
risk that using such infrastructures for biomedical data processing entails [MPG14;
FEJ15]. Taking this into account, alignment can be considered the first privacy
critical step of the genomic analysis workflow after sequencing, since an adversary
might obtain sensitive information if the data is not adequately protected. In the
last years, some privacy-preserving alignment algorithms emerged. The main goal
of those algorithms is to prevent an adversary from observing reads during their
alignment. Section 2.6 provides a more detailed discussion of those algorithms.

Variant calling aims at finding the differing genomic sites when comparing a
reference genome and the sequenced genome. This thesis focuses on the alignment
step. More precisely, this thesis proposes, MaskAl, a hybrid excision and alignment
method, which combines processing in an untrusted environment – for insensitive
information – with processing in a trusted execution environment, – for sensitive
information. The accuracy and performance comparison between MaskAl and
state-of-the-art plaintext alignment algorithms is the object of Chapter 5. Con-
sidering how to extend our approach to the variant calling step is part of future
work.

2.3 Short reads versus long reads

The year of 2005 marked the development of high-throughput next-generation
sequencing technologies, which produce thousands of short reads (digital sequences
with a length comprised between 30 and 400 nucleotides) with low error rate
(0.1-1%). This generation of sequencing technologies enabled the existing rich
ecosystem of short reads sequencing technologies and algorithms.

With the constant evolution of the sequencing technologies, the third-generation
of sequencing machines was released around 2011 [KGE17], introducing long-reads

3Binary search – is an efficient searching algorithm used to find a value in a sorted array.
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(sequences of thousands of nucleotides), which nowadays can already contain up-
wards of 60,000 nucleotides [PAC]. However, these long-reads show a significantly
higher error rate than their short reads predecessors (around 15% against the 1%
in short reads, both upper bounds) [KGE17]. In addition, long reads require a
shorter sample preparation time. Currently, both short and long-reads are used
by researchers as their applications are complementary. Short reads sequencing
technologies are more precise than the ones producing long reads, with error rates
between 1% and 0.1% [KGE17; Met10], they are inexpensive, and they generate
massive quantities of reads. In addition, short reads are widely used, representing
over 90% of the market share [Cam16]. Furthermore, short and long-reads have
distinct applications, which contribute to their complementarity. For example,
long reads are particularly useful for the resolution of high repetitive and complex
regions of the genome and for the detection of structural variants (i.e., segmental
duplications, gene loss) [Pol+18]. While short reads can be used for fragmented
DNA – for which long reads are not suitable. The introduction of long reads raises
new challenges for genomic data analysis, such as the creation of adapted algo-
rithms able to process such long reads, the development of error correction methods
to balance the high error rate characteristic of long-reads, and the secure storage
of long-reads which contain more genetic information then their precedents. Some
alignment algorithms have been created for long reads; however, they are still in
earlier stage of development [Sov+16]. Nowadays, there are only a few algorithms
for alignment of long reads [Che+12; PB17].

2.4 Threats to genomic privacy

Genomic data is subject to two types of threats: privacy attacks, and system
exploits. Briefly, the first type of threats focuses on properties of genomic data and
their goal is to discover sensitive information about one or more target individuals
and/or their relatives. The second type refers to system vulnerabilities that are
used to access sensitive information, which then can be used to perform privacy
attacks. The following subsections describe in detail the main features and goals
of each threat type.

2.4.1 Genomic privacy attacks

In the last years, several privacy attacks on genomic data have been reported in
the literature, demonstrating the inefficiency of simple anonymization methods.
The main goal of a privacy attack is to discover some sensitive information based
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on the observation of the complete or partial genomic sequence of an individual.
To obtain such sensitive information, several techniques have been applied, such as
inference methods and quasi-identifiers exploitation for identity discover [EN14].
An attack can be classified into one of the following classes depending on the
kind of sensitive information the attack wants to achieve: re-identification attacks,
membership attacks, inference attacks, and recovery attacks. Those classes of
genomic privacy attacks are described in the following sections, and for each class
some literature examples are presented.

2.4.1.1 Re-identification attacks

Re-identification attacks are designed to link anonymous sequences to their owner.
Sweeney [Swe00] showed that demographic information can be used to identify
people. In this particular study, the author showed that 53% of the American
population could be uniquely identified using only three attributes (place, gen-
der and data of birth). Malin et al. [Mal06] developed IdentiFamily, a software
to link de-identified genomic data and named individuals using genealogical rela-
tions. Goodrich et al. [Goo09] took advantage of genetic tests leaking information
and showed that it is possible to determine the identity of a person in a limited
number of attempts. Gymrek et al. [Gym+13] showed that it is possible to link
genomic data and surnames based on the Y chromosome’s genetic information
and genealogical information publicly available. The authors de-anonymized 131
genomes from the 1000 Genomes Project by corresponding genetic information and
surnames. Humbert et al. [Hum+15] demonstrated how to de-anonymize genomes
combining SNPs information and phenotypic features (e.g. gender, blood type,
skin color). Lippert et al. [Lip+17] developed an algorithm based on maximum
entropy, which matches genomic samples with phenotype, assessing which ones can
be originated by the same individual. They showed that this method is able to
re-identify individuals from populations composed of different ethnicities. Zaaijer
et al. [Zaa+17] proposed MinION sketching, a fast and inexpensive strategy for
human DNA samples re-identification based on MinION sequencing. This work
showed that with 60-300 randomly selected SNPs and using Bayesian inference
methods, it is possible to infer the identity of anonymized genomic samples. Dur-
ing the inference, reference population statistics and known SNPs statistics are
taken into consideration.

This thesis prevents re-identification attacks by: (i) disconnecting the infor-
mation from different levels in order to avoid inference between levels, preventing
inference of more sensitive information from least sensitive observed information;
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(ii) excising sensitive information in raw genomic reads, which could reveal the
identity of its owner and other privacy sensitive information; and (iii) aligning
sensitive information inside a trusted environment, which content is assumed to
be not observable by an adversary.

Trail attacks

Trail attacks are a variant of re-identification attacks performed in distributed net-
works, where the goal is to re-identify a target individual through the combination
of his unique features, collected from different repositories in the network (e.g.,
independent hospitals) [MS04]. For example, consider an individual that partici-
pates in different studies, in which he contributes with different genomic regions.
If an adversary collects data about that individual from several studies, he might
obtain enough information to re-identify him. Malin [Mal02] described the REI-
DIT algorithms, which use deterministic methods to compute how re-identification
can be performed assuming independent releases of data. The approach assumes
that each release is a subset of a full dataset, which contains different attributes.
In addition, DNA sequenced data must not be released jointly with identifying at-
tributes, e.g., name and social security number. The power of trail attacks is lower
than that of other attacks described in this section, since they are restricted to
data collected from studies data releases, which are very controlled. For example,
if the genomic data is not present in at least one of the collected releases, it is not
possible to deploy such kind of attacks.

2.4.1.2 Membership attacks

Membership attacks try to guess the presence of an individual in a study. In gen-
eral, the majority of the attacks in this class correlates information about a target
individual’s genotype or SNPs profile with population statistics of two groups: a
reference population and a target group (e.g., the case group of a particular dis-
eases study). Homer et al. [Hom+08] proposed a statistical method that compares
the proximity of an individual to a target group and to the general population.
The performed computations use SNP expression or allele frequencies as input
data. Wang et al. [Wan+09] improved Homer’s attack adding alleles correlations
(e.g., linkage disequilibrium links) to the statistics computed. They showed that
with few hundred SNPs it is possible to determine the presence of an individual
in the case group. One similar attack was proposed by Braun et al. [Bra+09],
who used empirical tests to determine the participation of an individual in a par-
ticular group. The knowledge required for this attack includes the genotype of
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the target individual and the marginal allele frequencies of the tested group. Ja-
cobs et al. [Jac+09] used a likelihood-based statistical framework to determine
membership based on genotype frequencies and individual genotypes. With this
approach the authors were able to determine if an individual or some close relative
participated in a particular genome-wide association study (GWAS) study. The
used statistic compares the logarithm of the genotypes frequencies. Sankarara-
man et al. [San+09] proposed a tool – SecureGenome – and showed that summary
statistics of a GWAS can be used to discover the participation of an individual
in that study. The tool assesses if an individual’s genotype is part of a pool of
genotypes (membership attack) based on the allele frequencies of the pool and on
the allele frequencies of a reference independent dataset. The goal of the tool is to
advise the release of SNPs information, preventing membership attacks. Clayton
et al. [Cla10] perform a membership attack based on a Bayesian approach. Cai et
al. [Cai+15] show how to determine the membership of an individual in a GWAS
study, using his genetic information and the study statistics for sets of less than
25 SNPs. This showed that from the Beacons Project framework, it is possible
to discover the membership of individuals by querying a set of 250 SNPs [SB15].
This attack was later improved by von Thenen et al. [TAC18], who achieved the
same result with less than 0.5% of the queries used by the precedent work. The
key of this improvement is the use of SNPs correlations, such as linkage disequi-
librium and higher order SNPs relations. The higher order relations are inferred
using high-order Markov chains. A re-identification attack using long range fa-
milial relations (relatives information) was performed by Erlich et al. [Erl+18].
This attack shows that familiar relations can strongly contribute for individuals
re-identification. Backes et al. [Bac+16] demonstrated that further information,
such as expression data, can also be used to perform membership attacks. In this
attack the authors used microRNA expression data to determine the participation
of a target individual in a study group.

In the evaluation of the classification of sensitive information into multiple
levels – DNA-SeAl – we have considered the partition of each sensitivity level
information, followed by the distribution of the data partitions over multiple lo-
cations. The partitioning was designed so that individuals from two populations,
i.e., case and control, could not be distinguished.

2.4.1.3 Inference attacks

Inference attacks focus on discovering hidden or non-observed genomic informa-
tion, based on partial or incomplete genomic information. These attacks proved
the inefficiency of gene hiding methods to protect sensitive information. Nyholt et
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al. [NYV09] determined Prof. Watson’s susceptibility of developing Alzheimer’s
disease based on its neighbouring regions of the APOE gene, even though the
gene information was removed from Prof. Watson’s released sequence. Wang et
al. [Wan+09] showed that it is possible to recover SNPs information using in-
teger programming, which can then be linked with diseases. Gitschier [Git09]
demonstrated how to infer the Y chromosome haplotypes4 of two men based on
genealogical information. After, inferring the haplotypes, the author discovered
that using a similar method it is possible to infer the surnames of some of the CEU5

participants. He et al. [He+18] combined publicly available genomic information
and traits released by the individual or their relatives, for example shared by a
GWAS, to predict hidden genotypes and traits. Samani et al. [Sam+15] described
an attack using high-order correlations, such as recombination rate, diploid geno-
types, to disclose hidden SNPs. Ayday et al. [AH17] proposed an inference attack
where the partial genome of an individual or genomic data from his relatives are
combined with phenotypic information to discover hidden or non-observable ge-
nomic information. A different attack, based on gene expression data instead of
the genomic information, was proposed by Schadt et al. [SWH12]. In their attack,
the authors show that the predicted genome, obtained from the gene expression
data, can be used to identify individuals in large populations.

This thesis contributes to the prevention of a specific kind of inference attack,
called amplification attack, which was taken into account during the develop-
ment of the stratification method for sensitive information (Chapter 3). In an
amplification attack, an adversary has access to some information about a target
individual (e.g., SNPs related to the physical appearance), for instance through
a successful attack of another kind, which is then used to infer more sensitive
information (e.g., SNPs related to diseases predisposition risk). In addition, the
filtering approach proposed in this thesis prevents inference attacks by hiding the
regions of a genomic sequence which are commonly used as input information for
such attacks.

2.4.1.4 Recovery attacks

The goal of recovery attacks is to reconstruct the genomic sequence of a target
individual. For this kind of attacks, the adversary uses statistics and allele fre-
quency information combined with publicly available data. Once the adversary

4Haplotype – is the group of alleles that are inherited together from one parent. It refers to
the genetic information contained in one of the two double helices of the DNA.

5CEU – is a particular population of the HapMap project, which is composed by Utah residents
with Northern and Western European ancestry.
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knows the sequence, re-identification and membership attacks could also be per-
formed [Zho+11]. Kong et al. [Kon+08] showed that it is possible to infer haplo-
types of individuals based on the genetic information of their relatives. Fredrikson
et al. [Fre+14] showed that it is possible to infer an individual’s genetic markers
from its pharmacogenetic model (used in personalized medicine for development
of drugs based on the patients genetics) in combination with demographic infor-
mation from the individual. Deznabi et al. [Dez+18] described how to discover
hidden genomic regions based on familial relationships, special features of genomic
data and publicly available phenotype information, such as physical traits and
disease related information. Recovery attacks are out of the scope of the present
thesis, however, when executed they can possibly enable an adversary to perform
the other described classes of attacks. This thesis does not consider this last type
of attacks because we assume that the publicly available data does not include the
individual’s genome, who is being sequenced, or the genome of one of his relatives.

To conclude this section, Table 2.1 summarizes the goal and the information
required by each class of attack.

2.4.2 System exploits

In addition to the genomic privacy attacks, biomedical data systems are also sub-
ject to exploits and intrusions, which might lead to unwanted users’ data exposure.
Computer security is the field responsible for the prevention of such exploits and
intrusions.

Computer systems security is associated to three main areas: confidentiality,
integrity, and authentication. Confidentiality is achieved by preventing unautho-
rized access to the information in the system. Integrity ensures that the informa-
tion is not modified by unauthorized entities in a way those modifications are not
detected. Authentication allows the verification of the identity of the users. Other
concepts often considered important in computer security include: access control,
availability, and privacy. Briefly, access control guarantees that the users access
only the information and resources they are entitled to. Availability ensures that
the system is available in a certain moment. This is often achieved with redun-
dancy. Privacy assures that the users information is controlled by themself. In
other words, the user is aware of what information is shared and he/she grants the
assess to it, knowing the purpose of its collection and how it is processed [Rus94].

In the biomedical data field, the computers used by the hospitals to support
data analysis and storage are often considered isolated systems. However, in reality
they are not as often isolated as they are assumed to be. Therefore, during the
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Table 2.1: Genomic privacy attacks – goal and information used.

Re-identification attacks
Goal Establish the link between an individual’s genomic in-

formation (e.g., SNPs set, genotype, full genome) and
his identity.

Information used Reference population statistics, SNPs statistics, identi-
fiers and quasi-identifiers (e.g., surname, social security
number, ZIP code), genomic information of the target
individual, demographic information, long range familial
relations, phenotypic information, mitochondrial DNA.

Membership attacks
Goal Determine if a target individual participates in a partic-

ular group, e.g., the case group in a study of a particular
disease.

Information used Reference population statistics, group of interest statis-
tics, genomic information of a target individual.

Inference attacks
Goal Infer hidden or non-observed information based in par-

tial or incomplete genomic information.
Information used Partial genomic information of a target individual, pub-

licly available genomic information (e.g., SNPs statis-
tics, reference genome), gene expression data.

Recovery attacks
Goal Discover genomic information from a target individual.
Information used Partial genomic information of a target individual, rela-

tives genomic information, familial relations, phenotypic
information.

development of privacy-preserving solutions the risk of exploits and intrusions to
which the systems are subject must be considered.

As referred in the introduction, biomedical data processing is commonly out-
sourced to clouds in order to achieve high performance. This refers to another kind
of systems, called cloud systems, which can be considered during the solutions de-
sign. The main idea of cloud systems is resources and data sharing through the
internet. In particular for biomedical data, cloud systems are often used to store
data and to perform data analysis.

Although cloud environments present several benefits, they are not completely
safe. For example, they do not ensure that the service provider or an intruder do
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not access the data [RC11]. Zubairu [Zub19] analysed and discussed the risks of
storing biomedical data in clouds. The main advantages of processing biomedical
data in cloud environments are the following: high resources availability, which
allows parallelization and consequently fast processing and great efficiency; cost
effective computational resources; and the delegation of maintenance and man-
agement to the cloud provider. However, on the other hand, the use of clouds to
process biomedical data has some drawbacks, including, but not limited to: both
cloud provider and client are responsible for the management, control and security
of the data; authorization should be strong and adequate since cloud resources and
information can be accessed remotely; and cloud failure can happen since cloud
resources are shared, therefore, the client should take precautions (e.g., create a
backup copy in other location) to avoid data losses.

Given the challenge of providing privacy-preserving solutions for biomedical
data storage in the cloud, some proposed solutions include DepSky [Bes+13] and
CHARON [Men+19], which are two cloud-of-clouds systems designed for secure
data storage. These approaches benefit from public clouds for data storing and
sharing while ensuring data security and dependability.

Trusted execution environments (TEEs), discussed later in this chapter, are
solutions to ensure confidentiality and integrity of the code or data that is processed
inside them, by isolating them from the main processor. The privacy-preserving
alignment approach proposed in this thesis uses TEEs to prevent unauthorized
data access to sensitive information.

2.5 Privacy protection methods for genomic data

In recent years, several privacy protection strategies have been developed to ad-
dress the privacy requirements of genomic data highlighted by the privacy attacks.
However, achieving a good level of protection while ensuring practical performance
is not a trivial task, since privacy and performance are often contradicting goals,
e.g., privacy protection inevitably adds a performance overhead. In other words,
privacy-preserving algorithms are slower than plaintext algorithms, which achieve
high performance by not providing any protection of the data. Existing genomic
privacy protection methods can be classified into one of four categories: (i) ac-
cess control [EN14; MMC19]; (ii) de-identification methods [MS00; MS04]; (iii)
data augmentation methods [LHA02; Mal05b]; and (iv) cryptography-based meth-
ods [Goo09; Kan+08]. Table 2.2 summarizes the advantages and limitations of the
four categories of privacy protection methods.

23



Access control allows the customization of the access rights by defining who
can access the data and what can do with it [EN14]. Used alone it does not really
protect data, since its main role is to manage data accesses. However, it can be
used as a complementary method.

De-identification methods, such as anonymization and pseudonymization,
encrypt, remove, or hide sensitive information (i.e., quasi-identifiers, such as name,
zip code, social security number) to protect the identity of the data donor [Mal05b].
k-anonymity is a commonly used anonymization principle, which states that the
information of an individual is shared by at least k− 1 individuals in the dataset,
making them indistinguishable [Swe02; ED08]. Such methods cannot guaran-
tee sufficient protection due to their inability to deal with re-identification prob-
lems [Mal05a; Hay13; SB15].

Data augmentation methods commonly rely on the generalization or ob-
fuscation to protect DNA reads. The main goal of these methods is to make each
record indistinguishable from others. Generalization lattices, in the context of
genomics, can be defined as the generalization of pairs of DNA reads by represent-
ing them with a common sequence [Mal05b; LWS12]. Differential privacy is often
used in the publication of aggregate information. This method adds noise to the
data before its release. The resulting statistics cannot be distinguished whether
or not a single individual is removed from the dataset [VG16; Nav+15; EN14].
This is an efficient method for genomic privacy protection, where the higher the
privacy protection, the lower the accuracy and data utility. Therefore, they imply
significant data utility loss, which can compromise the analysis. The privacy-
preserving approach proposed in this thesis is classified into this category given
that the proposed approach excises the sensitive regions of DNA reads, which can
be assimilated to obfuscation.

The privacy protection methods described until now have been considered in-
efficient, since they do not completely prevent re-identification attacks described
in the literature or they compromise the data utility. Therefore, other privacy pro-
tection methods, cryptographic privacy-preserving methods, have been developed.
These are the most secure methods up to date, since they prevent the access to
the plaintext data.

Cryptography-based methods encrypt the genomic information, not dis-
closing the raw data while they allow data mining. Methods in this category in-
clude secure multi-party computations (SMC), homomorphic encryption and gar-
bled circuits. SMC are the basis of secure collaborations between institutions (e.g.,
hospitals, universities, research centers). They consist of the joint computation of
some function using as input the data of all participants, while the data is kept pri-
vate [Hua+11; JKS08]. Homomorphic encryption is a cryptographic scheme that
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allows performing operations on cyphertexts without decrypting. The operations
performed generate encrypted results, which need to be decrypted in order to be
interpreted. Atallah et al. [AKD03] compute the edit distance between sequences
using homomorphic encryption. Garbled circuits allow two-party secure compu-
tations, in which the input data and the intermediate results are not learned by
the receiver [Bar+12]. Cryptography-based solutions are considered secure and
are, therefore, widely used. However, they do not provide sufficient protection for
the complete lifetime of genomic data since ciphers can be broken in a shorter
time [Hum+13]. In addition, they allow a limited number of operations on the
encrypted data [Bar+12]. Thus, cryptographic methods are restricted to some ap-
plications, such as disease susceptibility tests [NTP16], computations of genomic
frequencies and χ2 [KL15], and secure datasets querying [Çet+17]. Furthermore,
cryptography-based methods are limited by their long computation time and high
communication costs [Bar+12]. The described limitations of cryptography-based
solutions, indeed restrict the acceptance by researchers, making them continue re-
lying on the state-of-the-art algorithms, i.e., genomic data processing in plaintext.

In addition to the aforementioned methods, hardware and software solutions
have also been considered for privacy protection. Trusted execution environ-
ments (TEEs) are used to securely perform some operations without revealing
intermediate results. They can be used, e.g., to decrypt sensitive genomic data,
perform operations on it, and re-encrypt the data and the results before reveal-
ing the results. TEEs create a secure section of the main processor. The goal of
this component is to provide confidentiality and ensure integrity of the processing
done inside it. Intel’s Software Guard eXtensions (SGX), also called enclaves, are
one common kind of TEE used nowadays – they create an isolated area, like a
"black box", whose content is private and isolated from the outside environment.
Thus, an enclave allows privacy- preserving data processing. The main drawback
of enclaves is the limited secure memory available (128MB per CPU for Intel SGX
enclaves). However, other options are available in the marked which could be used,
such as ARM TrustZone. The ARM TrustZone allows the creation of two environ-
ments (trusted and untrusted), which run simultaneously in a single core [ARM].
Regarding the protection provided by TEE, several side channel attacks have ex-
posed vulnerabilities of those components [Sch+17; Bra+17; Göt+17]. However,
mitigation methods for those side channel attacks were also proposed in [Sch+17]
and [Göt+17].

This thesis uses SGX enclaves as the selected trusted execution environment.
In particular, SGX enclaves are used to protect sensitive information that is stored
inside them, as well as, the intermediate results and final results of processes run
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inside them.

Method Features Limitations

Access control Limits the access to autho-
rized users.

Data remains unchanged.

Collects the access logs for
audit purposes.

Does not provide privacy
guarantees.

De-identification Removes personal sensitive
information.

Applied alone does not pro-
vide sufficient privacy pro-
tection.

Data augmentation Obfuscates or hides sensi-
tive information.

Genomic links need to be
considered during the ob-
fuscation.

Introduces random-
ness/noise to protect
sensitive information.

Significant data utility loss.

Cryptography-based
Ensures privacy of input
and output data.

Allows only limited oper-
ations on the encrypted
data (addition or multipli-
cation).

Operations can be per-
formed on the encrypted
data.

Long computation time.

High communication costs.

Table 2.2: Advantages and limitations of existing privacy protection methods.

2.6 Privacy-preserving approaches for genomic data

This section provides some practical examples of privacy-preserving algorithms
that apply the methods described in the previous section. In the biomedical field,
such algorithms have been developed for applications such as reads obfuscation,
secure reads alignment, information leakage measurement, and secure genetic test-
ing, among others.

Reads obfuscation: The method in this category focus on the early detection
of privacy sensitive information combined with information hiding methods. Ex-
isting works in the area describe the manual partitioning of genomic data into sen-
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sitive and insensitive [Ayd+14], or by using a hypothetical external tool [Zha+11].
Ayday et al. [Ayd+14] proposed a distributed architecture for aligned reads query-
ing, which masks the non-queried reads regions to avoid releasing further informa-
tion. Cogo et al. [Cog+15] proposed a classification for short reads (30 nucleotides
long), which distinguishes reads with genomic variations from those without, called
respectively, sensitive and insensitive reads. This classification method uses a dic-
tionary with the known genomic variations (i.e., SNPs, STRs and disease genes)
and it is useful for the development of adapted DNA analysis frameworks. This
thesis builds upon and extends this work by presenting the first automated reads
classifier adapted to existing sequencing technologies (both short and long reads).
Existing sequence classifiers distinguish only sensitive from insensitive information.
However, this classification is not sufficient [Ard+14; DDK16], due to several lim-
itations that we discuss in Chapter 4. The classification presented in this thesis,
therefore, distinguishes multiple sensitivity levels (Chapter 3).

Secure alignment: The main goal of approaches in this category it to per-
form the alignment step while protecting data privacy. Existing solutions rely on
one of the protection methods discussed in the previous section or a combination
of them. Zhang et al. [Zha+11] presented a hybrid clouds approach, which as-
sumes a hypothetical tool for classifying privacy sensitive and insensitive data.
This approach aims at benefiting from public and private clouds while mitigating
their drawbacks. Chen et al. [Che+12] proposed a privacy-preserving alignment
approach using public and private clouds. The main principle of this approach
is the conversion of sensitive plaintext data into hash values, which can be pro-
cessed safely in public clouds. Balaur [PB17] is a privacy-preserving alignment
approach based on locality sensitive hashing. In order to work, this approach re-
quires large amounts of memory and significant network bandwidth (Gigabytes).
The most efficient alignment algorithms that have been proven secure are based
on cryptographic techniques, such as garbled-circuits [Hua+11] and homomorphic
encryption [CKL15; KL15]. To conclude, the application of cryptography-based
alignment algorithms is limited due to their high computational and communica-
tion costs. Chapter 5 shows how efficient but unsecure alignment algorithms can
be used for privacy-preserving genomic information processing by exposing only
insensitive information to this algorithm.

Impact of information leakage: Measuring the impact and associated risk
of information leakage associated with genomic data is important to design ef-
ficient privacy-preserving solutions. However, this subject is still in its infancy.
Although privacy metrics for genomic data have been reported and compared,
they are in their majority not intuitive and/or based on refined genomic data
(e.g., SNPs) [Wag15]. GenoShare [Rai+17b] is a risk measurement framework to
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support genomic data sharing, which assesses the information leakage associated
to inference attacks. When a query is made, the engine runs the three most rele-
vant attacks on genomic data based on the information the adversary can access in
addition to the information he gets in case the query is granted. Then, it computes
the risk associated with that query. Humbert et al. [Hum+17] assessed the privacy
loss of an inference attack due to kin privacy6, comparing metrics for the quan-
tification of genomic and health privacy. Recently, a study assessed the sensitive
information leakage associated to expression genomic data [HG18].

Secure genetic testing: The approaches in this group focus on privacy-
preserving testing of genomic data to assess the predisposition to genetic diseases.
PRINCESS [Che+17b] is a privacy-preserving rare diseases analysis framework
that uses Intel SGX enclaves for secure computations across geo-distributed data.
This framework uses lightweight cryptographic primitives and data compression
to achieve secure computations and communications. PRESAGE [Che+17a] is a
hybrid framework for genetic testing supported by SGX. The main techniques used
are cryptographic protocols and minimal perfect hashing scheme.

Existing privacy-preserving solutions for genomic data enable several applica-
tions as described in this section, however, they have some limitations. In addition,
all privacy-preserving solutions proposed in the literature protect the data either
when it is stored or during its processing, such as alignment and sharing. Before
this thesis work, to the best of our knowledge, there is only one approach that
protects genomic reads as soon as they are produced [Cog+15] (described in Sec-
tion 2.7), which serves as basis for the work in Chapter 4 of this thesis. Regarding
privacy-preserving processing of genomic data, this thesis also presents a strati-
fication system for sensitive information (described in Chapter 3), which enables
the adequate attribution of different kinds of alignment algorithms according to
the sensitivity of the data. Moreover, the proposed stratification system is a way
to obtain better performance.

2.7 Short reads filtering

This thesis proposes a filtering approach based in a previous work developed by
Cogo et al. [Cog+15]. This section describes this previous work, a method to
detect sensitive DNA in reads of 30 nucleotides based on a Bloom filter. This
section first introduces the Bloom filters as a data structure and then describes

6Kin privacy – refers to the familiar privacy, which can be compromised by the disclosure of
the genomic data of any member of the family.
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the short reads filtering approach propsoed in [Cog+15].

2.7.1 Bloom filters

A Bloom filter [Blo70] is a probabilistic data structure which is space and time
efficient due to the association of keys or indices to each value introduced in the
Bloom filter. The keys are generated using hash functions which take as input
the element to be inserted in the filter. This property of Bloom filters make them
efficient regarding the search task, since the same hashes are used when an element
is searched in the filter. Therefore, the searching time of Bloom filters is O(1), that
is constant complexity. For more details on Bloom filters, we refer the reader to a
comprehensive survey of Bloom filters and their different applications written by
Broder and Mitzenmacher [BM04].

Bloom filters [Blo70] do not produce false negatives, however, they can produce
false positives. In other words, when a Bloom filter does not detect an element, it
means that the element is absent of the set – no false negatives. On the other hand,
if a Bloom filter detects an element, it means that the element might be in the set,
and there is a probability that the element is – false positives. The main principle
of the Bloom filters is the implementation of a bit table and hash functions for
mapping of elements into the bit indices. The false positive rate, p, is usually
set by the user in the Bloom filter initialization step. This parameter defines
the maximum number of incorrect results the Bloom filter can return. Another
parameter defined in the Bloom filter initialization is n, the number of elements
to be inserted in the filter. This parameter is used to compute the space (in bits)
required for the Bloom filter, in order to contain all the elements the user wants to

insert. The two key equations of bloom filters are the following: p =
(
1− e− kn

m

)k
and k = m

n
ln(2), where p is the false positive rate, m is the size in bits of the

Bloom filter, k is the number of hash functions the filter uses, and n is the number
of elements to be inserted in the filter.

Looking into Bloom filters in more detail, the two main phases of Bloom filters
based processing are the initialization of the Bloom filtering and its querying. The
initialization is the step where the elements are inserted in the bloom filter, which
uses hash functions to determine the indices in the filter where the element will be
added. The search step uses the same hash function(s) used in the initialization to
compute the indices where the searched element would have been stored. Then, if
the locations in the filter corresponding to the searched hashes are not empty, the
element might be in the filter.

Figure 2.1 presents an example of a Bloom filter based processing using a single
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hash function. Here, the Bloom filter is represented as a bit vector with twelve
cells and corresponding indices. Initially, all the cells are empty (with value 0),
in this example represented in white. Figure 2.1(a) shows the initialization of a
Bloom filter, where the element ’ATCTCGCAC’ is added to the Bloom filter. The
initialization starts with the computation of the index at which the sequence is
added, using a hash function, h(). Once the index is computed, the element is
added by setting to 1 the vector at index defined by the hash (in the figure the
cells with value 1 are represented in green). Figure 2.1(b) represents the search
step. First, the hash of the searched element ’ATCTCGCAC’ is computed using
the same hash function h(), which gives the index that should be checked in the
filter. Secondly, the computed index is searched in the vector and if it is filled
(green), the element might be in the filter. Otherwise, if the searched index is
empty (white), the element is definitely not in the filter.

Bloom filter

ATCTCGCAC

Value to be inserted

Value inserted at index 
h(ATCTCGCAC)

(a)

Bloom filter

ATCTCGCAC
Is the sequence

in the Bloom filter?

(b)

Compute 
h(ATCTCGCAC)

Search index h(ATCTCGCAC) 
in the Bloom filter

Empty cell

Filled cell

Filled cell =  
ATCTCGCAC

is in the Bloom filter

0 1 2 3 4 5 6 7 8 9 10 11

0 1 2 3 4 5 6 7 8 9 10 11Indices

Indices

Figure 2.1: A simple example using Bloom filters. (a) Bloom filter initialization.
h() represents a hash function. (b) Bloom filter search.

From the privacy point of view, Bloom filters are considered unsecure since
they might allow the inference of the original data based on the encoded data
they contain [Kuz+11]. However, some works relied on Bloom filters combined
with data protection methods to build privacy-preserving approaches [SB17]. Sch-
enell et al. [SBR09] combined Bloom filters and identifiers encryption to provide
a privacy-preserving record linkage system. Durham et al. [Dur+14] proposed
a system based on Bloom filters for secure record linkage, which is resistant to
frequency-based cryptanalysis attacks. Randall et al. [Ran+14] also developed a
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privacy-preserving record linkage approach for large datasets of hospital admissions
data.

2.7.2 Short reads filtering

This section describes the existing short reads filtering (SRF) approach [Cog+15],
which served as starting point for the work in this thesis.

The human genome contains genomic variations whose unique combination
distinguish each individual from all the others. The proposed filtering approach
focuses on this property of human DNA. Since only a small portion of the genome
is privacy critical, it would be advantageous if one could apply higher protection
methods, which are more costly, just to the privacy sensitive information. The SRF
approach allows the classification of 30 nucleotides reads as sensitive or insensitive,
using a Bloom filter.

In the SRF approach, the Bloom filter is initialized with all sequences of 30
nucleotides that contain one or more genomic variations. Those sequences are
created using the human reference genome and the genomic variations present in
known publicly available databases. The authors considered three types of genomic
variations: single nucleotide polymorphisms (SNPs), short tandem repeats (STRs),
and disease-associated genes. Then, during the filtering process, if a sequence is
detected by the Bloom filter, it is classified as sensitive.

Since the SRF can produce false positives, the authors evaluated the accuracy
of the method in order to quantify its specificity. The proposed SRF classified
about 10% of the human genome as sensitive information.

The computation time and the memory consumption of the proposed solution
were also evaluated, to ensure that it did not create a bottleneck. Regarding the
computations time, the SRF was already considered efficient, since the filtering
time using a single-core was 44× to 200× faster than the 0.3 millions base-pairs
per second of the NGS machines. Moreover, the SRF performance can be even
higher using multi-cores. The use of Bloom filters allows a reduction of 6× of the
memory consumption, with a false positive rate of 10−6, compared to the space
required to store the original data (35.1GB) and the Bloom filter structure with
the same information (5.6GB). In addition, this parameter can be modified by
adapting the false positive rates, which would also reduce the Bloom filter size.

To summarize, the SRF is a systematic sensitive reads detection method, whose
performance and reproducibility allow the integration of such method inline with
the NGS machines. This method can be used to detect sensitive information (i.e.,
SNPs, STRs and disease-associated genes) and, for example, to remove it from
genomic data before sharing it.
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2.8 Genomic data repositories

The value of genomic data and its wide range of applications (e.g., personalized
medicine, research, forensics), in combination with the decrease of sequencing cost,
supported several projects whose goal is to create significant collections of human
genomic data. Those projects include, for example, the 1000 Genomes Project
(GP)7, which was the first effort to obtain a significant dataset of human genomes,
and the 100,000 GP8, which was launched in 2012 in England with the goal of sup-
porting rare disease and cancer research by sequencing patients and their families.
Even though human genomes sequencing has increased in the last years, with a
projection of more than 100 million human genomes sequenced by 2025 [Ste+15],
the current number of open access genomes collections is still limited. Genome
sharing allows more significant studies (based in bigger datasets), and supports
the reproducibility of experiments. However, genome sharing can raise several
privacy issues, as illustrated by published privacy attacks.

The work in this thesis was mainly tested on data sets made available by the
1000 Genomes Project (1000 GP) and by the 2017 iDASH contest, which are de-
scribed later in the this section. In addition, the human reference genome consid-
ered to build the genomic sequences used on the experiments was the GRCh38.p11
version (available at https://www.ncbi.nlm.nih.gov/assembly/GCF_000001405.
37/). This reference version differs from the one described in the publication re-
sulting from the work described in Chapter 5 (GRCh37 version), because since
the paper’s submission the results were updated using the most up-to-date refer-
ence version. The changes between reference sequences are small and they do not
affect significantly the experiments results. The reference genome is the most com-
mon sequence of nucleotides that is present in a human population. The genome
reference used in this thesis was collected from the 1000 GP population.

The experiments were run on simulated reads, in order to assess the meth-
ods performance with different sizes and error rates, mimicking the reads gener-
ated by different sequencing technologies. The reads generation was made using
wgsim [Li11], a software that simulates reads with the properties of sequencing
technologies. Whenever necessary, the length and the error rate of the reads used
for the experiments are specified.

71000 Genomes Project (GP) – http://www.internationalgenome.org/
8100,000 GP – https://www.genomicsengland.co.uk/about-genomics-england/

the-100000-genomes-project/
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2.8.1 1000 Genomes Project

The 1000 GP (http://www.internationalgenome.org/) was the first effort to
create a large genomes repository to support research. It includes genomes from
5 different populations: African, American, East Asian, South Asian, and Euro-
pean. Although the project ran from 2008 until 2015, it is still maintained and
extended. The current version contains information from 2504 individuals. In
2015, the project had already discovered and annotated more than 88 millions
genomic variations [Con15]. This is currently the biggest open access dataset of
human genomes available, which allows the users to download the genetic data
freely and without registration.

Figure 2.2: Variant Call Format. From http://www.internationalgenome.org/
wiki/Analysis/vcf4.0/

Genomic information in the 1000 GP is available in the variant call format
(VCF), per chromosome, with the genotype per position for each individual. Fig-
ure 2.2 shows an example of the content of a VCF file. The line initiated with
’##’ are headers, which contain meta-information such as the file format, the
date, the source, the reference genome used, and additional information about the
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content of the file. The other lines are called data lines, and each line contains
the chromosome, the position where the variation occurs, the ID of the variation,
the reference allele, the alternative allele, the quality score, the filter results (if
passed all filters or not), and additional information. The VCF is a compressed
format, where instead of having the full genomic sequence, it contains only the
differences (i.e., genomic variations) between the reference genome considered and
the genome of an individual or more.

Other repositories have been created, however, they present some limited data.
For example, Genome in a Bootle9 contains a data set composed of seven human
genomes, characterized using 12 different sequencing technologies. This work aims
at providing reference human genome sequenced data to help genome comparison
and benchmarking [Zoo+16]. It provides reference standards, methods and data
for the development of technologies and analysis validation. Other example is the
100,000 Genomes Project10 which includes 100,000 genomes from patients affected
by a rare disease or cancer, with the intuit of promoting the research of those health
conditions. The 100,000 Genomes Project is the biggest repository of genomes
which supports the diagnosis, the treatment and the study of rare diseases and
cancer.

2.8.2 iDASH contest

The iDASH contest11, which is organized on a yearly basis, is a community effort
to promote the development of new privacy-preserving solutions for biomedical
data, thus addressing practical problems in the area.

The competition usually happens between May and October, ending with the
presentation of the winning solutions at the Security Workshop. For instance, the
2019 tasks included: (i) the development of gene-drug interaction data sharing
based on Blockchain and smart contracts; (ii) genotype imputation using homo-
morphic encryption; (iii) performing machine learning inside SGX enclaves to en-
sure privacy protection; and (iv) privacy-preserving collaborative machine learning
models training. For each task a dataset is provided in addition to an explanation
of the experimental setting, requirements, and evaluation criteria.

The experiments in this thesis (Chapter 3) use the dataset provided by the 2017
iDASH contest. The dataset is composed by 1000 case and 1000 control individuals
selected from the 1000 GP population, with information about 2,014,777 SNP loci.

9Genome in a Bottle – https://jimb.stanford.edu/giab
10100,000 Genomes Project –https://www.genomicsengland.co.uk/
11iDASH – http://www.humangenomeprivacy.org/[Year]/
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Chapter 3

Sensitivity levels for genomic data

In the last decades, researchers have studied and discovered multiple genomic
variations, which they use in several scientific domains, for example, health. A
human genome contains sensitive information, the set of genomic variations it
contains, which is unique for each individual. Hereupon, a question arises: "Are
all the genomic variations equally sensitive?". From the biological perspective, the
answer is no, since different health conditions, with different frequency and severity,
are caused by different genomic variants. Similarly, from the privacy perspective,
rare genomic variations represent more privacy concerns, since they contribute
strongly to re-identification and/or membership. Considering this, a new question
arises: "Can we define sensitivity levels for genomic data?". The answer to this
question is yes, and the need for sensitivity levels has been underlined by some
authors in the field [DDK16]. However, the benefits of such a classification are
still unclear.

This chapter addresses the challenge of improving privacy while providing prac-
tical performance of sequenced data analysis, based on the classification of reads
into sensitivity levels. This thesis proposes DNA-SeAl, a three level classification.
DNA-SeAl defines three levels due to identification of three main classes of align-
ment algorithms (discussed later). However, the number of levels can be defined
according to user preferences. The first step of DNA-SeAl is the classification of
sequenced data intro sensitivity levels based on quantitative and qualitative fea-
tures of the human genome. The levels are created in a way that prevents the
inference of more sensitive information when an adversary can observe a subset
of the information stored at a given level. The inference prevention is based on
MaCH, a state-of-the-art haplotype inference software that relies on associations
between genomic variations (e.g., linkage disequilibrium). This process is called
levels disconnection. After the creation of the different sensitivity levels, the raw
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reads are classified into the different sensitivity levels. Cogo et al. [Cog+15] devel-
oped a classification method that distinguish the regions of the genome that are
sensitive (i.e., that contain genomic variations) from the insensitive. This previous
work, which this thesis extends, serves as basis for our classification method, which
this thesis extended. After the reads have been classified in the sensitivity levels,
they can be aligned using different algorithms, with different privacy guarantees,
for the different levels of sensitivity. There are three main types of alignment
algorithms: (i) non-secure but fast algorithms – also called plaintext algorithms;
(ii) secure but slow algorithms – also known as cryptography-based algorithms;
and (iii) intermediate protection algorithms. The non-secure but fast algorithms,
also known as plaintext algorithms, are the most efficient algorithms, neverthe-
less they do not provide any protection to the data being analysed. Some of the
state-of-the-art cloud-based plaintext algorithms include CloudBurst [Sch09] and
DistMap [PS13]. These two algorithms can perform plaintext alignment in public
clouds, either with or without encrypted transfers of data. Secure but slow algo-
rithms, also called cryptographic algorithms, present the higher data protection,
however, they have high bandwidth and computational costs. This occurs since
the priority of this class of algorithms is to prevent data leakage, which can be
achieved by sacrificing performance. Garbled circuits [Hua+11], homomorphic en-
cryption [DFT13; Bar+12] and secure multi-party computations [Hua+11; JKS08]
have been used to perform alignment on encrypted reads. Finally, the intermedi-
ate protection algorithms provide limited protection and a reasonable performance.
Chen et al. [Che+12] proposed a hashed K-mers approach for reads alignment in
hybrid clouds. Balaur [PB17] is another approach in this category, which uses
locally sensitive hashing, secure k-mer voting, and a MinHash algorithm to align
reads. For the performance evaluation, the Chen et al. approach was selected due
to its lighter memory consumption in comparison with Balaur.

In respect to the attacks, the work described in this chapter aims at preventing
re-identification, inference and membership attacks. Re-identification attacks:
in this family of attacks, an adversary aims at relating genomic information to
its owner, for example by linking genotypes or SNPs information with names or
surnames. Several attacks of this type were described in the literature [Mal06;
Gym+13; Hum+15]. Inference attacks: the goal of the adversary is, given
partial genomic data, to infer further genomic information, such as hidden or non
observed SNPs. DNA-SeAl considers the subclass of inference attacks that targets
sensitive levels called amplification attack. In this particular case, the goal of the
adversary is to infer more sensitive information based on information from a lower
sensitivity level. The proposed sensitivity levels classification aims at preventing
this kind of attacks. In other words, once an adversary observes a set of raw reads,
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he is not able to infer further information, since more sensitive levels information is
assumed to be securely stored. Membership attacks: in this kind of attacks, the
goal is to determine the participation of an individual or more in a specific study
group. This class of attacks are considered in the privacy evaluation of DNA-SeAl,
where it is demonstrated that they can be prevented by splitting the sensitivity
levels.

The alignment method based on sensitivity levels for genomic data, named
DNA-SeAl, limits the adversary access to the plaintext reads, while providing a
high performance. In addition, it also leverages the diversity of alignment algo-
rithms, while adapting the privacy protection to the sensitivity of the data. To
demonstrate the improvements achieved by using three sensitivity levels, we eval-
uated the performance and privacy of DNA-SeAl.

3.1 Methods

3.1.1 Sensitivity levels for genomic data

This thesis presents DNA-SeAL, a sensitivity levels classification based on quan-
titative features (e.g., alleles frequency and linkage disequilibrium). An example
with three distinct levels is defined and its performance and privacy guarantees
evaluated. The presented approach uses three levels, however, the number of lev-
els can be adapted to the user preferences and to the availability of more diverse
algorithms and execution environments. Nonetheless, relying on more levels can
help to increase performance for a given security level, or to increase security while
maintaining a practical performance.

The first step of DNA-SeAl is the definition of the sensitivity levels based
on the alleles frequency. This classification relies on the fact that rare genomic
variations should be considered more sensitive since they concern a smaller subset
of the population and therefore they can strongly contribute for re-identification
attacks. The created sensitivity levels are represented in Figure 3.1(a). The first
sensitivity level, defined as level 1, is bounded by the minor allele frequency that
defines rare genomic variations (0.05) [San+09]. Level 2 contains the genomic
variations with frequency between 0.05 and 0.2. Finally, level 3 contains all the
remaining genomic variations, considered common and consequently less sensitive
(frequency>0.2). Later, this chapter discusses the distribution of the alleles among
the different sensitivity levels (see Section 3.3.1).

Finally, this chapter presents an example of a sensitivity level classification
based on qualitative properties of the human genome (see Figure 3.1b), which can
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include drug response, disease predisposition, and physical appearance, to name
some. In this example, the most sensitive level (level 1) contains information about
disease genes, ethnicity related variants and other regions of the genome that can
lead to the re-identification of individuals. The work in this thesis does not include
the definition of levels based on such qualitative properties since it would requires
further data which are not fully available, such as medical records and extensive
phenotype information. Consequently, this topic is not covered by this thesis and
it is part of the future work.
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Level 1 Level 2 Level 3

Disease 
genes, 
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a b

Figure 3.1: Initial sensitivity levels. The sensitivity levels built using different prop-
erties of the genomic information. (a) Alleles frequency-based sensitivity levels (quanti-
tative classification). (b) Manual declaration-based sensitivity levels (qualitative classi-
fication).

3.1.1.1 Sensitivity levels disconnection

After the initial sensitivity levels definition based on quantitative properties, bio-
logical relations (e.g. linkage disequilibrium (LD)) and inference correlations are
taken into consideration to modify the levels, since they can lead to information
leaks if not adequately managed. In order to avoid those links between levels with
different sensitivities, alleles that are linked are promoted to the highest sensitivity
level found among the linked alleles set.

SNP promotions based on linkage disequilibrium associations

Linkage disequilibrium (LD) defines the non-random transmission of genomic vari-
ations [MS04], which comes from the transmission of genomic variations in blocks.
Some privacy attacks take advantage of these non-random associations [Wan+09].
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This section describes how the sensitivity levels are disconnected based on
known LD relations, which we compute from a database of genomes. First, the
LD is computed between genomic variants present in the human genome, within a
maximum distance of 1000 nucleotides between a pair of variants. This range was
chosen considering that LD relations occur mainly within few kilobases (kb), and
occasionally can extend up to 100 kb [AKS02]. Figure 3.2(a) shows some examples
of LD linked SNPs. For example, SNP 1 is linked with SNP 3, which is linked
to SNP 6. Those links represent direct inference connections, which should be
removed to prevent inference between different levels. In case the inference links
are not removed, if an adversary observes SNP 3, he would be able to learn SNPs
1 and 6. In Figure 3.2(a), two other linked blocks are represented, one is composed
by SNPs 2 and 5, and the other represents the link between SNP 4 and SNPs 7
and 8.

Figure 3.2(b) represents the sensitivity levels after the promotions based on
LD relations. The promotions are made by moving the SNPs that are linked to
the most sensitive level found among the different levels the SNPs are located. In
this process, SNPs 3 and 6 were promoted to level 1 since they are linked to SNP1
that is from level 1 (the most sensitive one). Following the same rule, SNPs 5, 7
and 8 are promoted to level 2. Keeping the linked SNPs in the same sensitivity
levels prevents attacks based on LD relations, including amplification attacks.
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Figure 3.2: LD-based promotions. (a) Identification of the LD links between SNPs of
different levels. (b) Refined levels after LD-based promotions.

SNP promotions through haplotypes inference

In order to completely isolate each sensitivity level, this thesis applied the
MaCH [Li+10] haplotype inference software. This software is able to infer hidden
or non-observed SNPs of an individual based on a reference population. Briefly,
MaCH software receives two input sets: (i) a list of biomarkers and the respec-
tive SNPs information for a reference population; and (ii) a list of biomarkers
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and respective SNPs which are observed by an adversary. MaCH is executed for
each sensitivity level and for each inference cycle. The complete process of sen-
sitivity levels disconnection through haplotypes inference requires four steps per
sensitivity level, which are represented in Figure 3.3 and described in the following
paragraphs.

MaCH

Variations and genotypes 
observed by the adversary

Known variations and genotypes
from a reference population

Inferred variations Top 10 
related variations

from the input files

Input files update

Input files update

1

1

2
3

4

4

Figure 3.3: Inference-based promotions. Step 1: Creation of input files for MaCH.
Step 2: Haplotypes inference with MaCH. Step 3: Identification of the statistically cor-
related SNPs in the MaCH output set. Step 4: Deletion of the correlated SNPs from the
input files (i.e., promotions).

Step 1: Creation of input files for MaCH. To start, sets of four files
are created, corresponding to the input files used by MaCH. To create those files,
subsets of 20 000 SNPs from chromosome 1 were collected from the 1000 Genomes
Project. Since the correlation between SNPs decreases with their separating dis-
tance, a range of 20 000 SNPs was considered sufficient to include all the LD
relations. Two of the files created correspond to the reference population infor-
mation, one file with the biomarkers of the genomic variants and the other with
the respective genotypes in the reference population. The biomarkers file has the
extension .snps, while the genotypes file has the extension .haplos. The other two
files contain the genomic variations the adversary observes from a given sensitivity
level, while the remain genomic variations in the level are excised since they are
assumed to be stored in a secure location. One of the files (extension .dat) con-
tains the biomarkers for the observed SNPs, while the other file (extension .ped)
contains the genotypes information for those observed SNPs.
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Step 2: Haplotypes inference with MaCH. After creating the input files,
the next step is to run MaCH on the input files to obtain the set of SNPs that
can be inferred given the provided reference population and the set of observed
SNPs. Since the goal of this process is to disconnect sensitivity levels, only the
SNPs belonging to more sensitive levels are considered, i.e., inferred SNPs from
the same level as the observed ones are ignored. In addition, only the SNPs
with good accuracy are considered, i.e., SNPs with an r2 value higher than 0.3
(value recommended by the MaCH software’s authors). This step demonstrates
the information that could be inferred if some information from a sensitivity level
were to be leaked.

Step 3: Identification of the statistically correlated SNPs in the
MaCH output set. The top 10 SNPs, which are observed by the adversary,
correlated with each inferred SNP are collected from MaCH’s output. Since this
output only contains the list of inferred SNPs, the relations between inferred and
observed SNPs are discovered computing the linkage disequilibrium between the
SNPs in those sets. After obtaining the top 10 SNPs that might lead to the infer-
ence of each inferred SNP, that subset is removed from the MaCH input file. In
other words, the top 10 SNPs are promoted to higher sensitivity levels to prevent
inference between levels.

Step 4: Deletion of the correlated SNPs from the input files. Re-
moving the top 10 SNPs from the set of SNPs observed by the adversary, might
prevent the inference of more sensitive SNPs. Promoting less SNPs per inference
cycle would lead to a higher number of inference cycles required until all the links
between levels are cancelled. Moreover, more cycles would require more time.

The four steps are repeated until no more infeSNP promotions through haplo-
types inferencerences are possible or until the number of inferred SNPs becomes
constant.

The number of haplotypes inference cycles required to avoid the inter-sensitivity
levels inference was determined by running consecutive inference cycles until a sig-
nificantly small proportion of inferred SNPs is reached (ideally 0%). In each con-
secutive inference cycle, the SNPs that allow the inference of others were promoted
to the highest sensitivity level found.

Figure 3.4 shows the proportion of SNPs inferred in consecutive inference cy-
cles. The results show that before applying any inference cycle (0), it is possible
to infer 9.97% of the SNPs in level 1 (most sensitive level) using the SNPs of level
2 (intermediate level) and 0.42% of SNPs in levels 1 and 2 using SNPs from level
3 (least sensitive level). After two cycles of inference (Number of inference cycles
= 2), it is possible to infer only 0.046% of the SNPs from level 1 using information
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from level 2 and 0.13% from levels 1 and 2 based on information from level 3.
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Figure 3.4: Proportion of inferred SNPs.

After five inference cycles with MaCH, very few genomic variations could still be
inferred (e.g., less than 0.04% of the SNPs from level 2, less than 0.05% of the SNPs
from level 1). This results can be due to the limited number of genomes used in
the 1000 Genomes Project, or by the unique combinations of statistically unlikely
SNPs some specific individuals can present (since the few inferred SNPs can still
be inferred after more inference cycles). We believe that in a larger population
it would not be possible to infer those SNPs any more because the number of
unique combinations of several SNPs would be much smaller. To summarize, with
5 inference cycles almost all the inference links are removed and, therefore, we used
this number of inference cycles in the experiments presented in this chapter. The
number of cycles to run is a user-defined parameter. When deciding, the user needs
to consider that this process is time consuming, however, if it is underestimated it
can allow some links between sensitivity levels which can be used for amplification
attacks. To conclude, the SNP promotions through haplotypes inference is a one
time cost process.

3.1.1.2 Cloud diversity to prevent inference

Another solution to prevent amplification attacks consists in splitting the input
sets during MaCH experiments between different clouds. This way the amount of
data observed if a single cloud were to be attacked and its content exposed would
be limited, making amplification attacks even more difficult. Precisely determining
how to split the sensitivity levels on different clouds could increase performance by
reducing the number of promotions across sensitivity levels. Figure 3.5 represents
the division of level 3 – the least sensitive level – in two sections, which are stored
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in two different clouds (A and B). The division is made based on pairs of variation
that are linked with each others (e.g. linkage disequilibrium, inference relations),
and it ensures that they are separated and stored in distinct clouds. This strategy
prevents an adversary that obtains the content of one cloud (in the example, Cloud
A) from inferring variations from higher levels.

Level 1

Level 2

Level 3

Highlighted variation

Cloud B
X

Cloud A

Figure 3.5: Information stored in two clouds. Storing the data in two different clouds
makes alleles inference more difficult. Once an adversary can observe the information
in cloud A, he only has access to partial data and he is not able to infer more sensitive
information.

3.1.2 Classification of reads into sensitivity levels

This section describes the reads classification into levels of sensitivity, which ex-
tends the previous filtering method proposed by Cogo et al. [Cog+15]. The main
two steps of the proposed method are the definition of sensitivity levels for reads
and the conflict management that comes with use of several filters. First, the
sensitivity levels are created based on the privacy risk of genomic variations –
the probability of an adversary to extract personal sensitive information and the
corresponding negative impact. Then, a conflicts management step is required to
produce the final result when using several filters. In the end, DNA-SeAl allows
the adjustment of the storage cost, performance, and access control accordingly to
the privacy requirements of the data. Considering that more sensitive data require
stronger privacy protection and that privacy-preserving alignment algorithms are
slower, DNA-SeAl, by classifying the genomic data into sensitivity levels and by
applying the adequate protection to each level, improves the performance × pri-
vacy product. The same applies to the storage and data access control, the higher
the sensitivity of data, respectively, the stronger should be the protection method
used and the more restrict should be the access.

Figure 3.6 presents the overview of the reads classification process described
in this section. A more detailed explanation about the classification and conflict
management steps of DNA-SeAl is included in the following sections.
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Figure 3.6: Classification of reads in sensitivity levels and adjusted storage,
algorithms, and access control per sensitivity level.

3.1.2.1 Reads classification

Briefly, the reads filtering method [Cog+15] DNA-SeAl uses relies on Bloom fil-
ters. The main advantages of this approach are the following: (i) high throughput
– Bloom filters are at least 40 times faster than current sequencing machines and
they can be parallelized, and (ii) Bloom filters can produce some false positives,
but they never produce false negatives. The filters are initialized with a database
of known sensitive information. The idea here is to protect all the sensitive infor-
mation used in re-identification attacks described in the literature. Such sensitive
information includes, but is not limited to, the three main kinds of sensitive se-
quences: (i) genomic variations, including single nucleotide polymorphism (SNPs)
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and structural variations (SVs); (ii) disease related genes; and (iii) short tandem
repeats (STRs).

The classification is made using a short read filter per sensitivity level, which
has been previously defined in order to prevent amplification attacks, as described
in Section 3.1.1. The dictionaries used, one per sensitivity level, for the initial-
ization of the Bloom filters were built based on the genomic variants publicly
available and on the human reference genome. In the end, each Bloom filter is
initialized with short genomic sequences that contain all the genomic variations of
a sensitivity level and after the Bloom filers are ready to filter reads.

Finally, the filters do not detect genomic variations which have not be included
in their initialization (e.g., de novo SNPs). However, this is not a critical fea-
ture since the rate of new genomic variations discovery have dropped along the
years [Cog+15]. Consequently, the risk of missing the detection of a sensitive
nucleotide is low. Furthermore, the filters can be easily updated with the new
variations discovered, working similar to the anti-virus update schemes.

3.1.2.2 Filters conflict management

This section explains the conflict management step represented in Figure 3.6. The
possible conflicts that can occur are the following: (i) each variation can be classi-
fied into multiple sensitivity levels; and (ii) false positives can lead to information
leakage.

Using several Bloom filter, one per sensitivity level, can produce different results
for a single read, which need to be composed to obtain the final classification.
When several Bloom filters are used, a read can match multiple sensitivity levels.
If it happens, the read is classified with the most sensitivity level it matches to.

Finally, Bloom filters might produce some false positives that can lead to in-
formation leaks if not handled adequately. False positives are nucleotides that are
detected as sensitive but in fact are insensitive – they do not participate in any
genomic variation – although they have been classified as sensitive in the filtering
process. It is important to ensure that false positives do not leak any further
information. To do so, DNA-SeAl classifies each read with the higher sensitivity
level it matched with. In this way, even if the read was classified with a higher
sensitivity than it really is, information leakage is prevented.
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3.2 Evaluation Setup

3.2.1 System model

DNA-SeAl assumes a system composed of public and private clouds. Since private
clouds are much more costly in comparison to public clouds, it is assumed that
there is more availability of public clouds than private clouds. In particular for the
clouds environment, DNA-SeAl assumes that no more than f = 1 public clouds
can be compromised. In other words, an adversary is only able to compromise
one cloud. Considering this, the privacy guarantees increase with N/f , where N
denotes the total number of clouds used. The larger the number of available clouds,
the more compromised clouds it is possible to tolerate without privacy breaches.
Extending to the f > 1 scenario is part of future work, because preventing privacy
breaches becomes more complex, since it is not trivial to determine the information
each compromised cloud has. In addition, for f > 1, compromised clouds can also
communicate and exchange information, and consequently, increase the criticality
of the privacy breaches.

The system described emulates a biocenter that relies on public and private
clouds to process its data. Furthermore, the biocenter takes the necessary precau-
tions which allows it to prevent full compromise (of functionality and data) if one
of the participating clouds is attacked.

3.2.2 Threat model

Regarding the threat model, the proposed sensitivity levels classification presented
in this chapter assumes an honest-but-curious adversary, which is able to observe
some reads during the alignment step and whose goal is to infer further information
from the observed reads. The adversary can observe the reads when the alignment
is executed in a public cloud using plaintext alignment algorithms. In addition,
it is also assumed that the adversary has access to the reference genome, so that
he is able to align the observed reads to the reference genome and discover the
information they contain, and has access to the statistical relationships between
genomic variations. Finally, the adversary has the necessary knowledge to combine
the observed information and the discovered statistics to perform existing privacy
attacks.
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3.3 Results

This section presents the statistics of the sensitivity levels, and the results of the
performance and privacy improvements evaluation. First, this section describes
the proportion of SNPs per sensitivity levels, with three levels. Those statistics
are computed for the initial levels, after the levels disconnection, and for reads of
100 and 1000 nucleotides. Later, this section also shows the results for the perfor-
mance and privacy improvement evaluations. The performance evaluation assesses
the alignment task, using alignment algorithms with distinct privacy protection
guarantees for the different sensitivity levels. Finally, for the privacy improve-
ment, the evaluation is based on two privacy metrics: the likelihood-ratio and the
genomic privacy metrics.

3.3.1 Sensitivity levels statistics

This section shows the results regarding the number of variations per sensitivity
level, which were defined as described in section 3.1.1 before and after promotions.
Then, the percentage of reads of two different sizes (100 and 1000 nucleotides) per
sensitive level, considering sets of 1000 reads, is also reported.
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14%60%

(d)

Level 1 Level 2 Level 3

Figure 3.7: Promotions between sensitivity levels. (a) Proportion of an individual
genomic variations based on alleles frequency. (b) Proportion of an individual genomic
variations after levels disconnection. (c) Distribution of 100-nucleotides reads by the
sensitivity levels. (d) Distribution of 1000-nucleotides reads by the sensitivity levels.

Figure 3.7 shows the evolution of the levels, in proportion of SNPs, after the
different promotions steps. First, the SNPs were classified among the sensitivity
levels based on the allele frequencies thresholds. From this classification, the ob-
tained distribution was: 95% of the SNPs on the least sensitive level (level 3),
2% on the middle level (level 2), and 3% of highly sensitive SNPs (level 1) (see
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Figure 3.7(a)). Figure 3.7(b) reports the distribution after links between sensi-
tivity levels were removed, thanks to promotions based on linkage disequilibrium
and based on inference (using MaCH). After this promotion step, 5% of the SNPs
previously in level 3 were transferred to level 2, since they could leak information
about this level, and level 1 remained with 3% of the SNPs. Figure 3.7(c) reports
the proportion of 100-nucleotides (short) reads per sensitivity. Level 3 presents
72% of the reads, 23% are classified as level 2, and the remaining 5% belong to
level 1. Finally, Figure 3.7(d) shows the distribution over the sensitivity levels
of 1000-nucleotides (long) reads. In this case, level 1 is substantially larger than
in the previous cases, with 26% of the reads, while 14% belong to level 2, and
the remaining 60% are in the lower sensitivity level. Globally, the sensitivity of

Table 3.1: SNPs per sensitivity level.

Chr. Total SNPs Level 1 Level 2 Level 3
1 12854384 3.0% 2.1% 94.9%
2 14072346 3.0% 2.1% 94.9%
3 11588182 3.0% 2.3% 94.7%
4 11387566 3.4% 2.5% 94.1%
5 10460934 3.0% 2.1% 94.9%
6 9979424 3.7% 2.4% 93.9%
7 9370502 3.2% 2.4% 94.4%
8 9131088 3.4% 2.3% 94.3%
9 7073218 3.3% 2.3% 94.4%
10 7931058 3.1% 2.5% 94.4%
11 8037004 3.2% 2.2% 94.5%
12 7684622 2.9% 2.3% 94.8%
13 5677874 3.1% 2.4% 94.5%
14 5274600 3.1% 2.2% 94.7%
15 4817318 3.2% 2.3% 94.5%
16 5356960 3.5% 2.4% 94.1%
17 4626788 2.9% 2.2% 94.9%
18 4504308 3.0% 2.4% 94.6%
19 3637726 3.6% 2.8% 93.6%
20 3602154 2.8% 2.2% 95.0%
21 2194746 3.4% 2.7% 93.9%
22 2190790 3.4% 2.5% 94.1%
X 6864096 44.6% 1.9% 53.5%
All 6864096 4.9% 2.3% 92.8%
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long reads is higher, which is justified by the larger number of variations they can
contain.

In addition to the distributions in Figure 3.7, Table 3.1 shows the distribution
of SNPs per sensitivity level for an individual genome – HG03556, per chromosome
and globally (last line). In general, around 4.9% of the SNPs of the genome are
classified in level 1 (most sensitive level), 2.3% in level 2 (intermediate sensitivity),
and the remaining 92.8% in level 3 (least sensitive level). It is interesting to
observe that for all the chromosomes except for chromosome X, more than 93% of
the SNPs are in level 3, around 2% of the SNPs are in level 2, and the remaining
approximately 3% are in level 1.

This distribution supports the implementation of sensitivity levels since they
demonstrate that the majority of the genomic variations of an individual’s genome
have low sensitivity. Therefore, there are benefits in classifying the genomic vari-
ations into different sensitivity levels and adapting the applied privacy protection
methods.

As a remark, this distribution could vary depending on the ethnicity of the
individual. The population-based study is out of the scope of this thesis, however,
it could enrich the definition of the sensitivity levels proposed in this thesis.

3.3.2 SNP promotions

Overall, 5% of the SNPs were promoted though SNPs relations (i.e., LD relations
and/or inference relations). The majority of those promotions were made due to
LD relations since around 3.5% of all the SNPs were promoted from one level to
a more sensitive one based on LD relations.

Table 3.2: Number of inferred SNPs per inference and promotion.

Inference cycles 0 1 2 3 4 5
Inferred SNPs (%) 9.97 0.05 0.05 0.05 0.05 0.05from level 2 to level 1
Inferred SNPs (%) 0.43 0.30 0.14 0.10 0.06 0.04from level 3 to level 2

The SNPs promotions though haplotype inference is described in section 3.1.1.1,
and relies on MaCH. In the end of the first inference cycle, 1.6% of the SNPs in
level 3 and 18% of the SNPs in level 2 were promoted to a higher sensitivity level.
Overall, 1.5% of all SNPs were promoted from one level to a more sensitive one
based on haplotype inference relations. Table 3.2 shows the number of inferred
SNPs for each inference cycle performed. Before any promotion, it is possible to
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infer 9.97% of the SNPs in level 1 (the most sensitive) using SNPs information
from level 2 (intermediate level). At this point, based on information of level 3
(the least sensitive) it is possible to infer 0.43% of the SNPs in level 2. After
the first inference cycle, only few SNPs could still be inferred, for example, less
than 5 SNPs inferred from level 2. Due to the identification nature of human
genome, which contains unique combinations of SNPs for each individual, it is not
possible to completely mitigate inference. In addition, the population used – 1000
Genomes Project – can be statistically limited, since a larger dataset might change
the frequency of those unique combinations of SNPs.

3.3.3 Performance improvement

For the performance evaluation, we provide a comparison between the sensitivity
levels approach and standard alignment strategies. The standard strategies con-
sidered include the alignment exclusively in a public cloud, exclusively in a private
cloud, and an hybrid approach using private and public clouds. Private cloud
only: describes the case where a biocenter performs reads alignment only using
its private cloud infrastructure and plaintext algorithms. Public cloud only: con-
siders the alignment in a non-secure environment using proven secure algorithms,
such as encryption-based alignment algorithms. In this case, an adversary might
be able to observe unencrypted data during computations and communications.
Public-private sensitivity adapted alignment: reads considered high sensitive and
low sensitive are aligned in private and public clouds, respectively. This scenario
corresponds to a conscious use of the the computing resources for sensitive com-
putations, including the secure usage of public clouds.

We selected representative of each class of alignment algorithms, in order to
assess the performance of the alignment task using the adequate protection to the
sensitivity level. For highly sensitive information, the protection provided should
be higher. Table 3.3 summarizes the privacy level, computation time and commu-
nication costs of the selected alignment algorithms. Since the selected algorithms
provide different privacy levels and distinct sensitivity levels require differentiated
privacy protection, each algorithm was used for one sensitivity level matching the
privacy requirements. The information from the three sensitivity levels, with very
high, high, and low sensitivity, was respectively processed using homomorphic
encryption, hashed K-mers and Cloudburst alignment algorithms. The presented
values represent the cost of aligning a single 100-nucleotides read to the full human
genome, using a single core. Comparing the computation and communication costs
of the three alignment algorithms, one can easily observe the already discussed
pattern where higher protection means a higher cost (i.e., slower algorithms and
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heavier data transfers).
Aligning reads in a cloud implies to assume that the cloud provider is trustful

and that the cloud will not suffer from any attack. However, those are risky
assumptions that DNA-SeAl does not make. Consequently, for the alignment task,
three categories (already introduced in the beginning of this chapter) of algorithms
are used depending on the standard alignment strategy. Cloudburst [Sch09] is the
representative of the non-secure but fast algorithms, which offers no protection,
although it only requires 0.41 CPU seconds if the read is encrypted before it is
transferred to the cloud server. The representative of the secure but slow algorithms
is a homomorphic encrypted based approach called 5PM [Bar+12], which takes 22
CPU days. Finally, the intermediate protection algorithms are represented by a
hashed k-mer algorithm, proposed in [Che+12], which presents a higher efficiency
requiring only 1.3 CPU seconds. However, its security have not been proven yet,
and therefore it possibly leaks some information regarding equal K-mers. All the
described times are relative to the alignment of one read of 100 nucleotides to the
reference human genome, using a single core.

Table 3.3: Privacy, performance and communication overheads of the alignment algo-
rithms used.

Method Privacy Computation Communication
(CPU time) volume

Homom. encr. [Bar+12] Very high 22.08 days 3.75×108 KB
Hashed K-mers [Che+12] High 1.3 sec. 5.22 KB

Cloudburst [Sch09] Low 0.41 sec. 2.3 KB

The computation overhead and communication costs were evaluated depending
on the proportion of public and private clouds available. To give an example,
a configuration of 10/1 means that the public cloud is 10 times powerful than
the private cloud. In Table 3.3 three configurations are evaluated (1/1, 2/1, and
10/1), and they aim at representing the gains associated to a more powerful public
power. The power of public clouds is incremented and the private cloud power
remains constant, since public clouds are cheaper and easier to access. For each
configuration the following three read alignment possibilities were assessed: (i) on
the public cloud only using secure but slow algorithm (5PM [Bar+12]); (ii) on the
private cloud only using non-secure but fast algorithm (Cloudburst [Sch09]); or
(iii) on both using Cloudburst [Sch09] for the alignment of sensitive reads on the
private cloud and using 5PM [Bar+12] for the alignment of insensitive reads on
the public cloud.
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Table 3.4: Computation overhead of existing privacy-preserving approaches.

Previous approaches
Proportion Our

approach

Pub.? Priv.† Pub.?/Pri.†

with [Cog+15]
Pub./Priv. (3×108s) (0.41s) (0.29s)

1/1 0.29s 106x 1.39x 1x (0.29s)
2/1 0.097s 106x 4.20x 1.51x (0.11s)
10/1 0.019s 106x 20x 5.85x (0.11s)

† – Private cloud running [Sch09].
? – Public cloud running [Bar+12].

Table 3.4 compares the computation overhead of the DNA-SeAl sensitivity-
adapted alignment with the previous approaches and depending on the proportion
of public and private clouds available. The results in this table show that it is not
possible to rely only on public clouds to align a single read using a secure but slow
algorithm, which would require 3.0× 108 CPU seconds to align one read. Relying
on a private cloud only using a non-secure but fast algorithm is the most efficient
solution, requiring only 0.41 CPU seconds to align a single read, but it requires
a powerful private cloud to scale with the number of reads. The performance
of the previous two levels classification [Cog+15] (sensitive or insensitive) can
be improved considering that the public cloud has at least the same power as
the private cloud (0.29 CPU seconds with [Cog+15] for 1/1 configuration). To
conclude, DNA-SeAl improves the performance, reaching the 0.019 seconds when
relying on a configuration of 10/1 of public/private clouds.

Table 3.5: Communication overhead of existing privacy-preserving approaches.

Previous approaches
Proportion Our

approach

Pub.? Priv.† Pub.?/Pri.†

with [Cog+15]
Pub./Priv. (16.8GB) (2.3KB) (1.6KB)

1/1 1.6KB 107x 1.39x 1x (1.6KB)
2/1 0.55KB 107x 4.20x 1.51x (0.83KB)
10/1 0.11KB 107x 20x 5.85x (0.65KB)

† – Private cloud running [Sch09].
? – Public cloud running [Bar+12].

Table 3.5 compares the communication overhead of the DNA-SeAl sensitivity-
adapted alignment with the previous approaches and depending on the proportion
of public and private clouds available. The results obtained for the communication
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overhead follow patterns similar to those of the computation overhead. The data
transfer required while relying only on a public cloud is huge (16.8GB), while
relying only on a private cloud requires 2.3KB. Again, considering the sensitive
and insensitive classification the communications can be lowered, starting at 1.6KB
for public and private clouds with the same power. Finally, DNA-SeAl is at least
as good as the sensitive and insensitive classification (1/1 configuration) and it
further decreases the communications down to 0.11KB for the 10/1 configuration,
i.e., using a public cloud 10 times more powerful than the private cloud.

3.3.4 Privacy improvement

In order to evaluate the privacy improvement due to the use of sensitivity lev-
els two metrics were considered for the privacy evaluation: the genomic privacy
and the likelihood ratio (LR) value. The genomic privacy metric was defined by
Ayday et al. and it quantifies the weighted risk of re-identification based on the
adversary estimates of the minor allele frequencies for the observed SNPs [ARH13;
Wag15]. The LR value defines the upper bound of the detection power of a case
individual [Jia+14].

Genomic privacy

Figure 3.8 shows the values of the genomic privacy metric for the HG03556 genome,
considering the genomic variations distributed among the sensitivity levels defined
per chromosome. For the genomic privacy metric, higher values correspond to
higher privacy. Considering this, the obtained results show that level 1 (circles
line), containing the most sensitive information, has high genomic privacy value
for all the chromosomes (between 7.5 × 104 and 7.5 × 105). In addition, this
level contains the variations that participate the most to the privacy metric on an
individual – since this value is close to the overall genomic privacy value (crosses
line), which is computed with all the genomic variations presented by the individual
per chromosome. Level 2 (squares line) presents values between 3.0 × 104 and
2.0 × 105, while, level 3 (vertical dashes line) has values bellow 1.0 × 105. Based
on these results, it is possible to conclude that more sensitive SNPs contribute
more to the privacy metric. Consequently, information classified into levels 2 and
3 is less critical (lower genomic privacy value), and, therefore, it can be processed
using a lighter protection when compared to information classified into level 1.

The same study was performed for more individuals of the 1000 Genomes
Project. Figures 3.9, 3.10, 3.11 and 3.12 show the results for the genomic privacy
analysis for four other individuals.
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Figure 3.8: Genomic privacy – sensitivity levels.

Figure 3.9 shows similar values to the ones described for Figure 3.8. The other
three, Figures 3.10, 3.11 and 3.12 present some oscillation on the genomic privacy
value of the most sensitive level (level 1) and the intermediate level (level 2). The
differences verified between figures 3.9, 3.10, 3.11 and 3.12 show that studying
further could help on the definition of the different sensitivity levels, which could
be more adapted to distinct genomes. The genomes in the mentioned figures have
distinct heritage: HG03048 has African ancestry, HG01086 has American ancestry,
HG00096 has European ancestry, and HG01864 has Asian ancestry. Therefore,
one possible explanation for the differences in the distributions is that population
specific variations might contribute differently in each sensitivity level.
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Figure 3.9: Genomic privacy –
HG03048.
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Figure 3.10: Genomic privacy –
HG01086.
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Figure 3.11: Genomic privacy –
HG00096.
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Figure 3.12: Genomic privacy –
HG01864.

Likelihood ratio value

Figure 3.13 shows the likelihood ratio (LR) value results, which were computed
considering a total of 2,014,777 SNP locations. Overall, for each subject, level 1
contained between 130,000 and 158,000 alleles, level 2 contained between 111,000
and 125,000 alleles, and level 3 contained between 1,733,000 and 1,773,000 alleles.
Then, random partitions of each sensitivity level were tested regarding the identi-
fication of case individuals from the set. The goal was to find the bigger partition
that would not allow the identification of any individual as member of the case
population. For these experiments, the following three scenarios were compared:
(i) without sensitivity levels (in black); (ii) with the full sensitivity levels; and (iii)
larger partitions of the sensitivity levels that prevent the link of case individuals
with the disease. For scenario (i), the results show that it is possible to link 31.3%
of the case individuals with the disease. Scenario (ii), which considers the full
sensitivity levels, allows the link of 32.9%, 6.2%, and 3.7% of the case individuals
with the disease, based on the information from level 1, 2, and 3, respectively.
To conclude, the scenario (iii) prevents the identification of case individuals when
considered partitions of 50% for levels 1 and 2, and partitions of 20% for level
3. With these results. it is possible to conclude that randomly partitioning the
level enables the processing of sets of variations while preventing linkage attacks.
The division of the sensitivity levels presented in Figure 3.13 supports the cloud
diversity described earlier in this chapter (see section 3.1.1.2).

Finally, genomic privacy metric supports the use of sensitivity levels for reduc-
ing the re-identification risk, and LR metric for reducing the membership detection
risk by splitting and protecting adequately each sensitivity level.
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Figure 3.13: Likelihood ratio test – sensitivity levels.

3.4 Summary

The sensitivity levels classification proposed in this chapter, DNA-SeAl, is designed
to classify unaligned reads. The different levels are created based on qualitative
and quantitative properties of the human genome. The qualitative properties
refer to biological insights, while the quantitative properties include the allele fre-
quencies in a population and the linkage disequilibrium relations. The presented
evaluation considers only levels defined quantitatively, since levels defined based
on qualitative features are subjective and they present a small size. After defining
the levels based on allele frequencies, DNA-SeAl disconnects the sensitivity levels
based on linkage disequilibrium relations in order to prevent amplification attacks.
DNA-SeAl classification allows the privacy adapted alignment of reads by using
the three existing classes of alignment algorithms: plaintext, encryption-based,
and intermediate protection algorithms. The combination of such algorithms en-
ables privacy protection adapted to the sensitivity of the reads, while optimizing
performance. The evaluation section shows that DNA-SeAl’s approach improves
the privacy × performance product in comparison to the state of the art alignment
algorithms, as well as when compared with previous binary classification.
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Chapter 4

Long reads filtering

In the previous chapter, DNA-SeAl used the reads classification method, short
reads filter (SRF) approach proposed in [Cog+15], which is described in Sec-
tion 2.7. During the development of the work described in Chapter 3, we found
out that this method could be improved in several aspects. The first observation
was that this method could not be used for the longer reads produces by the third
generation of sequencing machines, since the classification is made per read and a
dictionary of sensitive long reads would be huge. In addition, since longer reads
are likely to contain more genomic variations than short reads, almost all long
reads would be classified as sensitive by the filter described in [Cog+15]. A more
detailed analysis of the limitations and the possible improvements of the SRF is
presented.

The ideal privacy-preserving workflow would protect sensitive genomic data
during all its stages, starting from the moment it is sequenced, during its storage,
during its analysis or processing, and while sharing it when it is required. Con-
sidering this ideal workflow and addressing the high performance challenge, some
interesting questions arise: "How could we enforce privacy protection before the
reads alignment?", "Can we detect sensitive information in raw reads in order to
protect it before analysing it?". The work in this chapter targets those two ques-
tions and addresses the need for classification methods for genomic data [Zha+11].

This chapter addresses the challenge of protecting privacy of raw reads pro-
viding high throughput by proposing a long reads filtering (LRF) approach. The
approach proposed in this chapter detects sensitive nucleotides in reads, i.e., nu-
cleotides that participate in a genomic variant or short tandem repeat. High
filtering throughput is achieved thanks to the use of Bloom filters, which allow
fast membership testing and space efficiency. Section 4.1 discusses the limitations
of the SRF and explains how the LRF addresses those limitations, and the evalu-
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ation section of this chapter (Section 5.4) compares the obtained results with the
ones of the previous approach, SRF. The LRF approach is compatible with the
sensitivity levels proposed in the previous chapter. However, as represented in Fig-
ure 4.2, only two sensitivity levels (sensitive and insensitive) are used to provide a
fair comparison with the previous approach (SRF).

Nowadays the research community relies on clouds for the processing of ge-
nomic data in order to achieve high performance at an affordable price. Nonethe-
less, the privacy guarantees provided by the clouds are limited, since they cannot
ensure that the hosted data is not accessed by the cloud service provider or by
an intruder [RC11]. Therefore, the use of clouds is usually associated to privacy
risks when processing biomedical data in the cloud without the adequate protec-
tion [MPG14; FEJ15]. The LRF approach classifies the content of the reads as
sensitive or insensitive and works on a per-nucleotide basis. While designing this
approach the goal was to provide a lightweight, accurate and fast method for reads
obfuscation, to enable safe reads alignment relying on plaintext algorithms run-
ning in clouds. The LRF does not require parallelization or massive computational
resources to achieve high performance. Despite of that the LRF can still benefit
from being parallelized. At the end of the filtering process the LRF produces two
distinct output files, one with the sensitive nucleotides and the other with the
insensitive nucleotides, also called masked reads. Masked reads only contain the
nucleotides that are shared by any two individual in the studied population. Since
these nucleotides do not leak any personal detail, masked reads can be aligned
in the cloud. The sensitive genomic data stays protected in the private environ-
ment (e.g., private machine). The feasibility of masked read alignment is assessed
in the next chapter of this thesis. Relying on the proposed filter to develop a
privacy-preserving alignment strategy relying on plaintext alignment algorithms
can contribute to a higher performance in comparison with cryptography-based
alignment algorithms, since aligning in plaintext is much faster.

4.1 Sensitive short reads detection limitations

This section presents the limitations of the short reads filtering approach (SRF)
proposed by Cogo et al. [Cog+15], which are addressed by the long reads filter
(LRF) approach proposed in this chapter. Each limitation is discussed to clarify
its importance and a resolution proposal paragraph explaining how the limitation
was solved. Then, this section provides a more detailed discussion regarding the
long reads filtering and the filtering in the presence of errors, using SRF.
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Limitation 1: The SRF can only classify reads with 30 nucleotides (30-
mers).

Discussion: SRF receives as input sequences of 30 nucleotides, and conse-
quently, it also uses this length for the sequences used during the Bloom
filter initialization. However, nowadays 3rd generation NGS sequencing ma-
chines are producing much longer reads (i.e., a few thousands nucleotides),
and the SRF is not adapted to such long reads. The per-read classification
is not suitable for long reads, since longer reads have higher probability of
containing at least one sensitive nucleotide. SRF produces a high propor-
tion of misclassification of insensitive nucleotides when classifying long reads,
since if a single nucleotide is present in the read, the full read is classified as
sensitive.

Resolution proposal: The LRF approach is not limited to 30 nucleotides as
the previous approach. In fact, its best K-mers length is 34 as discussed
later in this chapter. In the LRF approach the K-mers length is a parameter
completely characterizable by the user.

Limitation 2: SRF uses a non-overlapping window based classification.

Discussion: This approach saves computational time since each nucleotide is
only read once, in a window of 30 nucleotides. However, this non-overlapping
window approach affects the accuracy of the filter and the false positive rate
(see Limitation 3).

Resolution proposal: LRF uses a sliding window approach to detect the sen-
sitive sequences. With this approach a single nucleotide is assessed multiple
times, the window slides one position each time, i.e., removing one nucleotide
from the beginning of the window and adding the next one at the end of the
window.

Limitation 3: SRF classifies the full read, which contributes to a high
percentage (60%) of false positives.

Discussion: Due to the full read classification, even if there is only one sen-
sitive nucleotide, all the 30 nucleotides are classified sensitive. This process
leads to an over classification of sensitive nucleotides, even if in practice they
are not sensitive.

Resolution proposal: The LRF uses a nucleotide-based classification, instead
of the full read-based classification performed by SRF. In other words, for
each window match, the LRF classifies a single nucleotide within that window
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as sensitive, per Bloom filter. The index of the sensitive nucleotide is defined
during the dictionaries’ initialization (see section 4.2.1.1).

Limitation 4: The SRF fails to detect a great percentage of sensitive nu-
cleotides, since they are not included in the initialization of the filter. First,
the SRF approach does not consider that multiple genomic variations can oc-
cur in the same K-mer, since the creation of each sensitive sequence consists
on introducing a single genomic variation in the reference genome sequence
and then collect the all possible 30 nucleotides sequences containing that
variation. In addition, the SRF excludes genomic variation locations that
are not bi-allelic and it only considers SNPs, i.e., genomic variations that
mutate a single nucleotide. Finally, the SRF only considers genomic varia-
tions where the two alleles are the same for the double DNA strand of the
individuals from the 1000 Genomes Project.

Discussion: The SRF generates sensitive sequences without considering that
multiple genomic variations can appear in the same sensitive sequence, even
for short reads with 30 nucleotides. Therefore, since Bloom filters work in a
exact match basis, they are not detected since they are not present in the set
of sensitive sequences during the initialization step. If one SNP is discovered
after the creation of the sensitive sequences, then it will not be detected until
it is added to the sensitive sequences dictionary. However, the dictionary can
be updated at any point in time.

Resolution proposal: The LRF approach considers all the possible combina-
tions of up to 8 genomic variations within a sensitive sequence of length K
(K is a parameter defined by the user during the creation of the sensitive
sequences to insert in the Bloom filter). Furthermore, when creating those
sensitive sequences, the LRF does not apply the exclusions described above
for the SRF. Those restrictions would make the dictionaries of sensitive reads
incomplete, which might make the filter miss the detection of some sensitive
nucleotides.

Limitation 5: The SRF does not consider the detection of sensitive nu-
cleotides in the presence of errors since short reads have small error rates.
This mainly occurs because Bloom filters work on an exact match base, and
are, therefore, limited to the detection of the sequences their dictionaries
were initialized with.

Discussion: Even though short reads present a small error rate, errors still
occur and the SRF is not designed to deal with them. Therefore, some
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sensitive nucleotides can be missed, and consequently, they might lead to
sensitive information leakage.

Resolution proposal: The LRF approach combines several filters, which does
not result in a high false positive rate, since it uses per-nucleotide classifica-
tion.

Detection of sensitive nucleotides in long reads using SRF

Long reads are emerging and becoming a promising area, with several advantages
on their study, as discussed in Section 2.3. To evaluate the limitations of the short
reads filter (SRF) when processing long reads, we studied the proportion of reads
with at least one sensitive nucleotide. The purpose of this study is to demonstrate
that the short reads filter (SRF), which classifies sequences of 30 nucleotides as
sensitive or insensitive, cannot be extended for long reads.

Figure 4.1 shows the proportion of reads with at least one sensitive nucleotide.
This proportion increases quickly with the reads size. For example, for reads of
100 nucleotides 88% of the reads are classified sensitive, and for reads of 1000
nucleotides 95% are sensitive. Therefore, SRF would classify nearly all the filtered
long reads as sensitive, which is not practical.
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Figure 4.1: Proportion of reads containing at least one sensitive nucleotide
depending on the reads size (logarithmic size).

These results highlight the importance of the long reads filter proposed in this
thesis, which is able to filter reads of arbitrary length (short and long reads).
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Detection of sensitive nucleotides in the presence of errors
using SRF

Using SRF, if a 30 nucleotides sequence matches with the sequences in the Bloom
filter then it is classified as sensitive. However, if some nucleotide is modified,
deleted or inserted in the sequence, there is a high probability that it will not
match with the Bloom filter sequences, since Bloom filters perform exact matching.
Considering Pm the probability that a nucleotide is modified by the sequencing
machine, the probability that all 29 nucleotides in the SRF window are correct is
represented by (1−Pm)

29. Only 29 nucleotides are considered as possibly modified,
since it is assumed that at least one sensitive nucleotide is correct. Otherwise, if a
sequence contains a single sensitive nucleotide and this nucleotide is modified by
the sequencing machine, the sequence becomes insensitive.

Table 4.1 shows the proportion of sensitive nucleotides detected for different
error rates (0.1%, 1%, 2% and 4%). As the results show, increasing the error rate
quickly degrades the proportion of sensitive nucleotides detected. Those missed
sensitive nucleotides are part of genomic variations, which might become available
for performing attacks.

Table 4.1: Proportion of sensitive nucleotides detected per error rate.

Error rate 0.1% 1% 2% 4%
Sens. nucleotides 97% 75% 56% 31%

To conclude, errors in the reads highly compromise the detection of sensitive
nucleotides performed by SRF. This supports the importance of the long reads filter
proposed in this thesis, since it is able to tolerate sequencing errors, as explained
later in Section 4.2.3.

4.2 Methods

4.2.1 Sensitive nucleotides excision for genomic reads

This chapter proposes a filtering method for long reads which extends the filtering
approach for short reads proposed by Cogo et al. [Cog+15].

Figure 4.2 shows the overview of the process from the sequencing of DNA until
the step where the filtering output is obtained. This figure represents a filtering
example considering two levels of sensitivity for the information (sensitive and
insensitive, respectively, in red and grey).
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Figure 4.2: DNA reads filtering process.

At first a DNA sample is sequenced, and raw reads produced by sequencing
machines. These reads are the input of the filtering method. Second, the raw reads
are filtered, which consist in classifying each nucleotide in the read as sensitive
(red) or insensitive (grey). After the filtering, the storage cost and computational
power can be adapted to the sensitivity of the data. Sensitive information requires
higher protection, which in general is more costly and requires more computational
resources for processing. In addition, this division of the data also allows the
application of distinct access control settings.

The main steps of this approach are the following: generation of the sensitive
sequences, Bloom filter initialization, and long reads filtering. The next sections
describe the generation of the sensitive sequences and the long reads filtering step.
The Bloom filter initialization does not differ from the previous approach (see
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Section 2.7), therefore, it is not detailed in this chapter.
This approach is compatible with the sensitivity levels proposed in the previous

chapter. As represented in Figure 4.2, this chapter considers only two sensitivity
levels (sensitive and insensitive) in order to provide a fair comparison with the
previous approach (SRF), which uses those same levels.

4.2.1.1 Sensitive sequences generation

The very first step of the proposed long reads filter is the creation of dictionaries
of sensitive sequences. The collection of sensitive sequences should be as complete
as possible, i.e., it should contain all the known genomic variants and STRs for
the human genome, since this factor influences the accuracy of the filter. The
used nomenclature defines dicti as the dictionary containing (K, i)-sequences, i.e.,
sequences with K nucleotides where the ith nucleotide is sensitive. A nucleotide is
considered sensitive if it participates in a genomic variation or STR.

In order to build a complete database with the known genomic variations and
since LRF does not limit the reads length, it is important to consider that a single
read can contain multiple genomic variations, independently of its size. Hence, it
is important to determine the number of variations that can be found in a single
read to avoid the misclassification of sensitive nucleotides due to incomplete sen-
sitive sequence sets. Therefore, we studied the cumulative proportion of genomic
variations (GVs) that contain from 0 to 10 neighbour GVs at a maximum distance
of 30 nucleotides, located either before or after. Figure 4.3 presents the results of
this study, which show that combinations of up to 8 variations in a single read
allow the detection of 99.96% of the genomic variations.
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Genomic variations combinations

Each human individual has a unique combination of genomic variations with at
least two possible alleles for each genomic variation location. Therefore, in se-
quenced reads it is possible to find multiple variations. SRF considers only one
variation per sequence. In case multiple genomic variations are present within the
range of 30 nucleotides, only one possible combination was considered: the alter-
native allele for one genomic variation and the reference allele for all the other
genomic variations in the sequence.
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Figure 4.4: Number of missing sensitive nucleotides – genomic variations com-
bination.

To evaluate the importance of combining genomic variations present in a se-
quence for the detection of sensitive nucleotides, we studied the number of missed
sensitive nucleotides considering different maximum number of genomic variations
(up to 8) combined in each sequence inserted in the Bloom filter. The maximum
of 8 combinations was defined by the study of the number of variations within
a 30 nucleotides sequence (Figure 4.3). In these experiments three different K-
mer lengths (20, 30 and 40) were studied. Figure 4.4 represents the results of
the study. SRF results are represented by the K = 30 line, in particular the
point considering 0 variations combined. Therefore, it misses 128 860 sensitive nu-
cleotides. For shorter reads (K = 20), combining 8 genomic variations drastically
decreases the number of missed sensitive nucleotides. From 63 773 missed sensitive
nucleotides with 0 variations combined to 1 missed with 8 variations combined.
Finally, for longer reads (K = 40), combinations considering 8 genomic variations
also improves the sensitive nucleotides detection, however, the number of missed
nucleotides is higher than the one obtained for the other k-mer lengths. From 210
789 missed sensitive nucleotides with 0 variations combined to 631 missed with 8
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variations combined. This study highlights the importance of combining genomic
variations within each sequence to maximize the sensitive nucleotides detection.

In order to prevent missing the detection of sensitive nucleotides, the LRF
proposed in this thesis considers combinations of genomic variations when creat-
ing the dictionaries of sensitive sequences. Regarding the resources requirements,
combining two genomic variations in sequences of 30 nucleotides increases the re-
quired memory from 5GB (without genomic variations combinations) to 7GB each
sensitive sequences file, which is not a great difference. Naturally, the size of the
sensitive sequences file increases with the number of genomic variations consid-
ered for the combinations. Computing all the possible combinations without an
upper bound will lead to the creation of a huge number of sensitive sequences and
consequently the dictionary files would grow to tens of Gigabytes. Therefore, an
upper bound for the the number of combinations needs to be defined. This thesis
considers 8 variations for the combinations, supported by the results in Figure 4.4.

ATGTCTCGTACGTCC

ATATCTCGTACGTCC

ATGTCTCTTACGTCC

ATGTCTCGTACGTAC

ATATCTCTTACGTCC

ATATCTCGTACGTAC
ATGTCTCTTACGTAC

ATATCTCTTACGTAC

ATGTCTCGTACGTCC

Alt

Reference genome
Alt

Dict0

All combinations

VCF file

P1 P2

Alt

P3
{{

K K

DictK-1

A T A

P1 P2

P2 P3

Figure 4.5: Genomic variations combinations. This figure illustrates how to create
the sensitive sequences of length K for regions of the genome with multiple genomic
variations.

Figure 4.5 illustrates the process of creating the all the possible combinations
of genomic variations for sequences of length K = 8. The example in the figure
focuses on genomic variation at the position P2 as the sensitive nucleotide of the
sequence introduced in the dictionaries, either located in the first position (index
0) for Dict0 or in the last position (index K−1) for DictK−1. In this case there are
two genomic variations (P1 and P3) located within the range of K nucleotides from
variation P2. For all three variations there are two alleles, one called reference allele
(represented by blue squares) and the other called alternative allele (represented
by red circles). Since three genomic variation with two possible alleles each are
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considered, creating all the combinations results in 23 = 8 sequences. Since the
dictionaries include sequences of K nucleotides where P2 is either in the first or in
the last position, each dictionary contains only four sequences.

4.2.1.2 Long reads filtering

The long reads filtering approach uses one or multiple filters, initialized with the
dictionaries of (K, i)-sensitive sequences generated as described in the previous
section. A sensitive sequence of K nucleotides where the ith nucleotide is sensitive
is called (K, i)-sensitive. Then, the reads are filtered by assessing all the K-mers
in a sliding window fashion. For each K-mer the Bloom filter checks if it was
inserted in the Bloom filter and if yes, it contains a sensitive nucleotide at position
i. For each match with a K-mer in the Bloom filter, a single nucleotide is detected
sensitive.

Read

> ID 001
AGTGGATCGATGCATC

AGTGGAT

GATCGAT
ATCGATG
TCGATGC

GTGGATC
TGGATCG

GGATCGA

> ID 001
AGTGGATCGATGCA

Output

Read

> ID 001
AGTGGATCGATGCATC

AGTGGAT

> ID 001
AGTGGATCGATGCA

Output

CGATGCA

CGATGCA

Non-overlaping window
approach

Sliding window
approach

Figure 4.6: Non-overlapping window and sliding window approaches.

Figure 4.6 highlights one of the main differences between the filtering approach
proposed in this thesis, which uses sliding window approach, and the previous
filtering approach, which uses non-overlapping approach. In this figure, the truly
sensitive nucleotides are represented in red with the truly sensitive nucleotides in
bold, while the insensitive nucleotides are in black. Briefly, the non-overlapping
window approach (SRF approach) studies sequences (windows) of length K (in
the figure K = 7). The first window studied contains the first 7 nucleotides of
the read, and the next window (w = 1) starts at the first non-studied nucleotide,
whose index is K × w + 1, where w represents the window number and K is the
window size. Then in case of match, the full window is classified as sensitive (red)
even though only two nucleotides (’A’ and ’G’) are truly sensitive.
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In the sliding window approach, the sequences (windows) studied overlap in
K−1 nucleotides, consideringK the window length. Then, as explained previously
in this section, in case of match a single nucleotide is classified as sensitive.

Illustrated by the figure, the sliding window approach has a more accurate de-
tection of sensitive nucleotides. Contrary, the non-overlapping approach classifies
as sensitive several nucleotides which in practice are not, since for each match all
the K nucleotides are detected sensitive. In addition, longer reads have higher
probability of containing at least one sensitive level (see Figure 4.1) and they are
more likely to contain more variations than short reads. The comparison of the
false positive rate for those two approaches is discusses in more detail later in
Section 4.4.2.

4.2.2 Multiple Bloom filters to improve accuracy

The nucleotide detection used by LRF, using a single Bloom filter, can lead to the
misclassification of sensitive nucleotides, as insensitive.

Figure 4.7 illustrates the partitioning of reads according to their sensitivity.
The Bloom filters are initialized with all the K-mers (K=10, in this example) where
there is a sensitivity nucleotide (represented in red) at a certain position. In this
example are represented three Bloom filters that present the sensitive nucleotide
in the first, middle and last position of their sequences, being called, respectively,
BF1, BF2 and BF3. For each read the three Bloom filters check if there is a match
between the sequences they contain and the read subsequence of the same size,
in order to define the sensitivity of each nucleotide in the read. In this case the
non-studied parts problem does not apply, since all the nucleotides of each read
are covered by at least one Bloom filter. In figure 4.7 only the sequences in each
Bloom filter that match with the read are represented, to simplify. However, they
contain more information. The filter outputs two files, one with a suffix ’.pri’ and
the other with ’.pub’, containing, respectively, the privacy sensitive and insensitive
nucleotides – also referred to as masked reads, since the reads are in their majority
composed by insensitive nucleotides. For the insensitive the sensitive nucleotides
are excised by replacing them with a ’N’ symbol. However, in case of consecutive
sensitive nucleotides they are all replaced by a single ’N’, as represented in the
figure.

The first sensitive nucleotide (red ’A’) is only detected by BF1, while the last
sensitive nucleotide (red ’G’) is only detected by BF3. This supports the use of
multiple Bloom filters with the sensitive nucleotide locate at different indexes for
improving the detection. Therefore, the combination of multiple Bloom filters
helps to catch all the sensitive nucleotides present in the reads. Nonetheless, the
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> ID 001
NGTGNATCGATNCGTACNTA

.pub

Read

BF2

BF3

index = 4

index = 9

> ID 001
AGTGGATCGATGCATCGTACGTA

BF1
index = 0

AGTGGATCGA

...

GATCGATGCA
GCATCGTACG
CATCGTACGT
ATCGTACGTA

AGTGGATCGA

...

CGATGCATCG
GATGCATCGT
ATGCATCGTA
TGCATCGTAC

...

TGGATCGATG
GGATCGATGC
GATCGATGCA
ATCGATGCAT
GCATCGTACG

 

 

Masking sens. 
sequences:

 

Output

 

> ID 001
AGTGGATCGATGCATCGTACGTA

AGTGGATCGA
GATCGATGCA

GCATCGTACG
CATCGTACGT

ATCGTACGTA

AGTGGATCGA
CGATGCATCG

GATGCATCGT
ATGCATCGTA

TGCATCGTAC

TGGATCGATG
GGATCGATGC

GATCGATGCA
ATCGATGCAT

GCATCGTACG

}
}
}

> ID 001
AGTGGATCGATGCATCGTACGTA

.pri

> ID 001
A---G------GCAT-----G--

Figure 4.7: Partitioning of reads according to the sensitivity of their nu-
cleotides.

use of multiple Bloom filters implies an increase on the memory requirements and a
decrease in the throughput. Therefore, when deciding the number of Bloom filters
to use, the accuracy gains and the resources requirements need to be considered.

4.2.3 Tolerating sequencing errors

Until now, this chapter focused on the detection of sensitive nucleotides in error-
free reads. However, even with the constant evolution of sequencing technologies,
it is important to be able to tolerate errors in the reads. This section discusses
how to use the error-free detection approach to tolerate some sequencing errors.
Mainly, our strategy is to combine several Bloom filters which have been initial-
ized with different (K, i)-mers, where K is the length and i is the index of the
sensitive nucleotide. Normally, iterating the detection process, i.e., use multiple
Bloom filters, increases the probability that a sensitive nucleotide is detected in
the presence of sequencing errors. Even with the small error rate presented by
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current sequencing machines (around 1% for 2nd generation), errors in the reads
might affect the sensitive nucleotides detection. To achieve good performance, the
several Bloom filters can be run in parallel, for example using several threads.
This is possible since all the filters fit in the memory of the machine used for the
experiments. Nevertheless, depending on the computational resources available,
the implementation of the several filters can be done differently. For example, they
can be run sequentially if a single machine is available (low throughput) or they
can be run in parallel when several machines are available (high throughput).

Each Bloom filter tags a subset of sensitive nucleotides in the filtered read.
When all the Bloom filters finish, the union of the subsets of nucleotides classified
as sensitive represents the final set of sensitive nucleotides.

Figure 4.8 demonstrates how the use of multiple Bloom filters allow the de-
tection of sensitive in the presence of sequencing errors. The figure presents an
example using three Bloom filters, where two of them fail on detecting the sensitive
nucleotide in the read (BF10 and BF0) and one is able to detect it (BF5).

TAGCCCAGACT

 

BF10

X

XDict10

Dict0

✓
Dict5

TAGCCCAGACTTCCCGTGTCCRead:

TTCCCGTGTCC

CAGACTTCCCG

Input:

Input:

Input: BF0

BF5

Figure 4.8: Partitioning of reads with errors according to the sensitivity of
their nucleotides.

4.3 Evaluation Setup

4.3.1 System model

Nowadays, the reads come out from the sequencing machine directly to a private
computer (e.g. lab computer or researcher laptop), for example using MinION
sequencing device from Nanopore [Tec20], or they are sent directly to a cloud
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environment, as allowed by BaseSpace Sequence Hub provided by Illumina [Ill19].
Since the main purposed of the work in this chapter is to protect raw reads as soon
as they are sequenced, for the first case, it is assumed that the reads transmission to
the computer is not compromised and the filtering is run in the private computer.
For the second case, depending on the type of cloud environment used (private or
public), the filtering step can be run in the private cloud directly, as soon as it
is transferred, or for the public cloud case, the filtering should be performed in a
trusted environment and only after the reads are sent to the cloud. As discussed
later in the chapter, when using public clouds some reads information might not
be sent to the cloud.

The system described in this section emulates a biocenter that applies the
filtering method using their trusted resources and then relies on cloud environments
to achieve high performance during the data processing.

4.3.2 Threat model

The proposed method focuses on hiding sensitive information contained in raw
reads from any unintended adversary, which is assumed to be honest-but-curious.
The goal of the adversary is to perform privacy attacks using raw reads observed
before or during the alignment run in the cloud.

4.3.3 Hardware

The experiments related to the work in this chapter were executed on a quad-
socket Intel Xeon E5-4650 v3 processor with 12 cores machine running at 2.10
GHz. Regarding the memory, the used machine was equipped with 190 GB of
RAM and 15 TB of disk. The described machine configuration allows the paral-
lelization of the experiments and the creation of different sensitive databases which
assume different parameters of the filters. Even with the described computational
resources, it is not possible to create intermediate files considering the combination
of more than 8 genomic variations within the same sequence. However, this does
not significantly affect the performed experiments since only a minimal (< 0.05%)
proportion of genomic variations have more than 8 other genomic variations in the
neighbouring regions (up to 30 nucleotides away left and right) (see Figure 4.3).

4.3.4 Software

The the generation of the dictionaries of sensitive sequences was coded in Python.
The long reads filter and the implementation of the short reads filter used in this

71



work was codded in C++ for performance optimization. The long reads filter
comprises the following steps: reading the input file containing the raw reads, ini-
tialization of the Bloom filter(s) using the sensitive sequences, and reads filtering.

4.3.5 Data

The sensitive sequences dictionaries used in the experiments were built as de-
scribed in Section 4.2.1.1, using genomic variations and individual genomes from
the 1000 Genomes Project [IGS]. The STRs were collected from the Tandem Re-
peats Database [GRB07]. The sensitive sequences were reconstructed base on the
GRCh38 Phase 3 20130502 version of the human reference genome from the 1000
Genomes Project.

4.4 Results

This section presents the comparison of the proposed approach (LRF) and the pre-
vious filtering approach (SRF). For the proposed approach the evaluation includes
the use of one, two, and three Bloom filters, respectively, named LRF-1, LRF-2,
and LRF-3. In addition, different K-mer sizes (15 ≤ K ≤ 50) were tested for the
accuracy and memory consumption evaluations. An important parameter of the
evaluation is the false positive rate which refers to the proportion of nucleotides
detected as sensitive that in fact are not since they do not participate neither
in a genomic variation neither in a short tandem repeat (STR). The performed
evaluation considered different false positive rates (between 1× 10−6 and 0.2).

4.4.1 Sensitive nucleotides detection

Figures 4.9 and 4.10 represent the proportion of nucleotides classified as sensitive
(either true positive or false positive) considering, respectively, genomic variations
only or STRs only. In both figures, the short reads filtering (SRF) and the long
reads filter using one (LRF-1), two (LRF-2) or three (LRF-3) filters are compared.
In addition, in both figures is also represented the minimum theoretical percent-
age of sensitive nucleotides (yellow line), being approximately 3% for the genomic
variations and approximately 0.5% for the STRs. Focusing on the genomic varia-
tions only (Figure 4.9), LRF improves significantly the accuracy on detecting the
true sensitive nucleotides, reaching percentages of 6.3% using LRF-1, 8.6% using
LRF-2, and 9.6% using LRF-3 (results for 34-mers), while SRF is not able to
go bellow 50% for all K-mers evaluated. Comparing the three LRF approaches,
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LRF-1 is the closest to the minimal theoretical proportion of sensitive nucleotides,
which corresponds to the smallest false positive rate. However, LRF-2 and LRF-3
combine a smaller false positive rate (around 10% for 34-mers) and a smaller false
negative rate, i.e., sensitive nucleotides missed (less than 10 sensitive nucleotides
for 34-mers). The next section compares the false positives of SRF and LRF
approaches.

The analysis using only STRs information produces similar results (Figure 4.10).
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Figure 4.10: Proportion of sensitive
nucleotides – STRs only.

4.4.2 False positives rate

The false positive rate is an important feature of the filtering approach, since it
can influence the performance of downstream workflow steps, i.e., alignment and
variant calling.

Figure 4.11 shows the proportion of nucleotides classified as sensitive which
in practice do not participate in any genomic variation or STR (false positive).
To reduce the number of sensitive nucleotides missed by the filters, the size of
the dictionaries used was increased due to the inclusion of all the combinations of
genomic variations. This leads to an increase of the false positive rates. Filtering
short reads (16 nucleotides) produces high false positive rates (between 90% and
100%), independently of the filtering approach used. For longer reads, SRF still
produces a very high false positive rate (around 95%), while for LRF-1, LRF-2,
and LRF-3 the false positive rate is significantly lower, respectively, 30%, 40% and
43% (values for reads of 50 nucleotides). These results support the increase of the
K-mers length to decrease the false positive rate. Although, larger K-mers increase
the probability of missed sensitive nucleotides as shown in Figure 4.4. Decreasing
the false positive rate is very important, since more insensitive information can be
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used for the alignment. However, if not detected before, after the alignment those
false positives are detected and removed from the set of sensitive nucleotides.

Comparing the LRF with the SRF, the false positive rate of LRF is considerably
smaller. The main reason of this difference is the use of a non-overlapping approach
by the SRF, since if at least one sensitive nucleotide is present in a K-mer, all the
nucleotides in that K-mer are classified sensitive.
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Figure 4.12 shows the proportion of filtered nucleotides depending on the length
of the K-mers (15 ≤ K ≤ 50). The proposed LRF approach was compared with
the previous approach (SRF) considering different reads lengths (150, 350, 1000,
10,000, and full genome). As the results show, SRF has a proportion of filtered
nucleotides above 90% for all the K-mer sizes, which corresponds to an high rate
of false positives. In contrast, our approach decreases the proportion of filtered
nucleotides with the increase of the length of K-mers used by the filter.

4.4.3 Tolerating sequencing errors

Considering that the human genome mutates over the time which happens with a
probability of mutation per nucleotide, Pm. The probability Pdetect that a sensitive
nucleotide is detected by at least one of the B Bloom filters used can be represented
by the following expression:

Pdetect =
F∑

mut=0

Pmut × Pdetect|mut (4.1)
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where Pmut represents the probability that the sequence containsM mutations,
and Pdetect|mut represents the probability that a sensitive nucleotide is detected
when the sequence contains M mutations. Furthermore, the probability that pre-
ciselyM mutations occur in a sequence of 2F nucleotides, PM2F , follows a binomial
distribution and it can be represented by the following expression:

PM2F = CM
2F .P

M
m .(1− Pm)

2F−M (4.2)

Both Pmut and Pdetect|mut decrease quickly with the increase of the number
of mutation M . Therefore, it is appropriated to evaluate the probability that
a sensitive nucleotide is present in the presence of mutations, depending on the
number of Bloom filters used for detection.

Figure 4.13 shows the proportion of nucleotides classified as sensitive depending
on the K-mers length, assuming a error rate of 2%. The 2% error rate considered
in these experiments represents the worse case, since 2nd generation sequencing
machines have currently lower error rates. The same error rate was assumed for
long reads, since technologies are under development and it is expected that they
reach lower error rates. The results in the figure show that shorter the sequence,
higher is that probability that the sensitive nucleotide will be detected. For the
different K-mer lengths studied, 20, 24, 30 and 34, the probability of detections
is around 94%, 92%, 88% and 84%, respectively. As the slope in Figure 4.13
demonstrates, using more than three Bloom filters improves slowly the probabil-
ity of detection. Consequently, using three Bloom filters is the ideal setup for a
good detection and overhead balance. Regarding the K-mers size, shorter K-mers
were not considered since they would increase the proportion of false positives, as
discussed in a previous section (see Section 4.4.2).
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Figure 4.14 presents the proportion of nucleotides classified as sensitive de-
pending of the error rate, for 30-mers. Even though the optimal K-mers length for
LRF is 34, the experiments were run for 30-mers for a fair comparison with the
SRF approach that only works with 30-mers. As represented in the figure, higher
the error rate, lower is the percentage of sensitive nucleotides detected. For the
different error rates studied, 0.1%, 1%, 2% and 4%, the proportion of sensitive
nucleotides was 99.97%, 96%, 86% and 62%, respectively. These values need to
be compared with the SRF results (see Table 4.1). Taking the 2% error rate as
example, LRF is able to detect 86% of the sensitive nucleotides whiel SRF detects
only 56%.

4.4.4 Memory consumption

The memory consumption of SRF and LRF were compared accordingly to the
length of the sensitive sequences (K-mers) inserted in the Bloom filters.
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Figure 4.15: Bloom filter size comparison.

Figure 4.15 shows the Bloom filter size in GB for each filtering approach. The
first observation from the figures is that the Bloom filter size increases with the
length of the sensitive sequences used in their initialization. For the LRF is con-
sidered a sliding window approach which requires the generation of more sensitive
sequences than the non-overlapping window approach adopted by SRF. In addi-
tion, longer reads have a higher probability of containing more sensitive nucleotide
than short reads. Consequently, for the LRF more combinations of genomic vari-
ations need to be considered, producing more sensitive sequences. For sensitive
sequences of 50 nucleotides (50-mers), the Bloom filter requires 3 GB of memory
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for the LRF-1 approach, while SRF’s Bloom filter requires only 1.5 GB. This dif-
ference is mainly due to the combinations of genomic variations generated in the
LRF approach.

Finally, comparing the use of a single Bloom filter (LRF-1) with the use of
multiple Bloom filters (LRF-2 and LRF-3), the memory required increases linearly
with the number of Bloom filters used. For example, considering 50-mers, LRF-
3 uses approximately 9 GB, which is three times the memory used by LRF-1.
Finally, the 9 GB of memory required by LRF-3 are plausible for the current
memory hardware capacity.

4.4.5 Performance comparison

The throughput of SRF and LRF were compared considering sensitive sequences
of 34 nucleotides. This length was selected since for the LRF it is the smallest size
for which LRF-3 produces less than 10% of false positives.
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Figure 4.16: Throughput comparison.

Figure 4.16 compares the throughput in 106 nucleotides per second for the
different filtering configurations, depending on the defined false positives rate.
The figure also shows that higher the false positive rate considered, higher is the
throughput. This occurs since higher false positive rates are associated to less
hash functions, and consequently the Bloom filter size is smaller. Therefore, the
searching space is also smaller, which leads to a higher throughput. Comparing the
filtering approaches, the LRF-1, the fastest setting of LRF using a single Bloom
filter is in average 3× slower than SRF. This occurs since SRF studies the sequences
using non-overlapping window approach, while LRF uses sliding window approach.
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Briefly, LRF-1 sacrifices some performance compared to SRF, with a throughput
between 9.1 and 12 million nucleotides per second, to provide better false positive
and false negative rates. Finally, LRF-1, with a throughput between 3.3 and 4.9
millions nucleotides per second depending on the false positive rate, is still ten
times faster than the sequencing machines throughput, which is approximately 0.3
millions of bp/sec [Liu+12]. Thus introducing it in the traditional pipeline does
not create any throughput bottleneck.

4.5 Summary

The long reads filter (LRF) proposed in this chapter allows the detection of sen-
sitive nucleotides in long reads, which are produced by most recent generation of
sequencing machines. The LRF improves the state-of-the-art solution, the short
reads filter (SRF) porposed in [Cog+15] regarding the false negatives – missing
less than 10 sensitive nucleotide in comparison with the 100 000 nucleotides missed
by the SRF – and false positives – 10% of an individual genome is classified as
sensitive instead of the 60% classified by SRF approach. The LRF is also able to
tolerate some errors, which was not possible with the previous work. For a error
rate of 2%, LRF is able to detect 86% of the sensitive nucleotides instead of 56%.
Although the memory and CPU requirements of the LRF approach are not negli-
gible, its throughput is higher than the current sequencing machines. In addition,
it can be easily parallelized, which allows the proposed approach to adapt to the
throughput evolution of the sequencing machines. LRF is able to filter reads of
any size and it was designed to detect all kinds of genomic variations, missing less
than 10 sensitive nucleotides per genome.

The LRF can be integrated in the DNA-SeAl approach, replacing the used SRF
from [Cog+15]. Similarly, it would apply one filter per sensitivity level.

Finally, the proposed long reads filter opens the path for the introduction of
the filtering approach into the traditional workflow, in order to provide early pro-
tection to the raw sequenced data. Furthermore, it allows the distinct processing
of sensitive and insensitive information, the former being more privacy critical
and, therefore, stored in a separate and more secure location, while the insensitive
information can be processed with plaintext alignment algorithms in a cloud envi-
ronment to achieve high performance. The next chapter introduces an alignment
approach using the LRF and it demonstrates how this approach can be included
on the genomic data analysis workflow, providing a the same time an evaluation
of its impact in the workflow, regarding the performance.
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Chapter 5

Alignment of masked reads

After the sequencing step, genomic data is analysed to disclose its biological con-
tent. Due to the high throughput of sequencing machines, this analysis demands
high performance. As a consequence, computing environments that provide pow-
erful resources for a low price, such as public clouds, are commonly used by re-
searchers. However, the use of these environments raise privacy concerns [RC11;
Ayd+13]. Considering the high performance need, the resources provided by cloud
environments, and the privacy protection method described in Chapter 4, which
targets the protection of raw genomic data, we identified the following questions:
"How does the filtering impact the analysis workflow?", and "How to maintain a
high performance and enforce privacy during the genomic data analysis in cloud-
based environments?".

This chapter addresses the challenge of developing a practical privacy-preserving
high-performance alignment approach. The alignment of reads is the first step of
the sequenced data analysis workflow and it identifies the original location of the
sequenced fragments in the genome. The proposed approach, MaskAl, takes as
input the output masked reads – reads from which the sensitive information have
been excised – produced by the (LRF) filtering method previously described (see
chapter 4). MaskAl relies on Intel Software Guard eXtensions (SGX) enclaves
to enforce privacy of genomic reads and on public clouds to achieve high perfor-
mance. The proposed approach can be described in two main steps: (i) masked
reads alignment, and (ii) alignment score refinement. The first step consists on the
alignment of masked reads, i.e, reads whose sensitive information have been ex-
cised, relying on public clouds since this step is the most computationally intensive.
The second step uses the complete reads (including their sensitive information),
consequently, it is performed using the Smith-Waterman algorithm inside an SGX
enclave (trusted environment). Both steps can be parallelized in the corresponding
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environments. Besides, MaskAl can be defined as practical and efficient, since it
executes its most intensive tasks in public clouds, and it is faster and requires less
resources than state-of-the-art privacy-preserving methods. Furthermore, MaskAl
shows that excising sensitive nucleotides from raw reads is compatible with the
traditional analysis workflow steps, with adaptations that we describe later in this
chapter.

Regarding the privacy threats considered in this chapter, MaskAl’s goal is to
prevent trail attacks, a kind of re-identification attack, which combines identifiable
features from an individual’s genome collected from different studies or institutions
to match the genome to its donor [MS04].

Finally, the performance and accuracy evaluation compares MaskAl with state-
of-the-art privacy-preserving and plaintext alignment algorithms. We selected one
representative for each of the alignment algorithms classes (plaintext and privacy-
preserving) for performance comparison. This comparison included the following
metrics to support our high performance claim: computational time, memory
consumption, and network communications. The filtering step allows the separa-
tion of sensitive and insensitive information from raw reads. Then, sensitive and
insensitive information can be processed using different environments targeting
the best performance, while addressing their distinguished privacy requirements.
MaskAl improves privacy since it excises and protects the sensitive information
in the aligned reads, by the initial excision step and by processing it inside SGX
enclaves.

5.1 Enclaves

A trusted execution environment (TEE) is a secure area created inside a main
processor, which isolates the code and data transferred to the TEE. Therefore,
using a TEE guarantees confidentiality and integrity of the processed data. Some
examples of TEE include SGX (developed by Intel) and TrustZone (developed by
ARM). The work in this chapter relies on an Intel SGX enclave. However, the
methods that we run in this environment could be implemented in another TEE
solution.

Figure 5.1 shows a simplistic representation of an enclave. Briefly, an enclave
isolates a section of the processor. Therefore, it can be used to create a secure
environment inside an untrusted environment (e.g., public cloud). In general,
an enclave communicates with a storage location (DB) and a service provider.
Besides, the function(s) to be run and the data to be processed are transferred
to the enclave. The dynamics of an enclave processing can be described in the
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following steps: (i) an untrusted application initializes an enclave; (ii) the enclave
and the service provider communicate for attestation and after verification, it is
granted the access to the secure data; and (iii) data is securely transferred to the
enclave through a secure channel.

Enclave Service Provider

Untrusted Application

Untrusted cloud

1

2
3

Figure 5.1: SGX overview. 1 – Untrusted application initializes the enclave. 2 –
Attestation step. 3 – Data encryption and transfer to the enclave through a secure
channel.

Regarding the privacy guarantees of TEE, some attacks have been described
in the literature (e.g., side channel attacks) [Sch+17; Bra+17; Göt+17]. Some
examples of attacks performed on enclaves include prime + probe attacks, and
spectre attacks. prime+probe attacks allow the collection of privacy sensitive
information from the cache. Spectre attacks explore a vulnerability of modern
microprocessors, which leads to private information leakage. Such attacks allow an
adversary to obtain confidential information from the cache. However, solutions
to mitigate those side channel attacks have already been proposed and they can be
implemented by the enclave developers. Considering this, the work in this chapter
assumes that the TEE used are secure.

To conclude, in the context of biomedical data processing, several approaches
have been proposed based on SGX enclaves to protect data privacy. Those ap-
proaches focus on genomic variants search, genetic testing and rare disease stud-
ies [Che+17b; Che+17a; Man+18].

5.2 Methods

Addressing the need for privacy-preserving high-performance alignment algorithms,
this chapter proposes MaskAl, a privacy-preserving alignment based on reads fil-
tering, which relies on a SGX enclave for the privacy sensitive information process-
ing. The alignment is the first step of the genomic data workflow which consists in
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finding the location in the genome of each sequenced read. Without this step it is
not possible to discover the genomic variations present in the sequenced genome,
neither to perform further studies, such as discover the links between health con-
ditions and genotypes.

To achieve high performance scientists use plaintext alignment algorithms and
rely on public clouds, due to their computational power benefits for a low cost.
However, human genome is particularly privacy critical since it is unique for each
individual. Therefore, processing and storing genomic data in plaintext in public
clouds can leak private information, such as genomic variations. The inadequate
use of public clouds for biomedical data processing can harm the privacy of the
data donor [Akg+15; Ton+14; FEJ15].

MaskAl first relies on the filtering approach described in Chapter 4 to classify
the reads information as sensitive or insensitive. The main idea of MaskAl is to
use masked reads – reads from which the sensitive information have been excised
– to perform privacy-preserving alignment relying in public and enclave clouds to
achieve high performance while ensuring privacy.

Figure 5.2 represents the MaskAl overview, which main steps are described in
the following paragraphs.

Step 0: Reads filtering and masking. Anonymized reads provided by the
sequencing center are filtered and their sensitive content is excised using the reads
filter described in Chapter 4. The filtering process consists in the classification of
the nucleotides in the reads either as sensitive or insensitive. At the end of the fil-
tering, two distinct files are created, one containing only the sensitive nucleotides,
which we call sensitive reads, and the other with the insensitive nucleotides, which
we call masked reads. In the file containing the masked reads the length of the
removed sensitive information is hidden, preventing the prediction of that informa-
tion. This first step is performed in a secure environment, either in the sequencing
machine or in a private cloud after sequencing.

Step 1: Masked reads alignment. The sensitive reads are stored securely
in the private cloud. In order to analyse the sequenced data, the masked reads are
transferred to the public cloud using cryptography-based method to ensure data
integrity. The masked reads alignment is performed in the public cloud. In the end
of the alignment, a single file with the masked reads reads and their corresponding
positions in the genome is transferred from the public cloud to the biocenter. To
clarify, in this step the data transfers are limited to a single file, i.e., one input file
(FASTA or FASTQ) and one output file (SAM format).

Step 2: Alignment score refinement. This step is only performed if the
masked read alignment fails to find the position in the genome for the masked
reads. Therefore, step 2 is performed when the masked reads cannot be aligned
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Figure 5.2: MaskAl overview. 0 – Raw reads filtering and sensitive nucleotides excising.
1 – Masked reads alignment in a public cloud and results transmission back to the
biocenter. 2 – Transmission of the encrypted reads to the enclave cloud and refinement
of the alignment score.

or are aligned with an insufficient alignment score. In this case, the biocenter
encrypts and sends the full reads (plaintext) and their corresponding candidate
positions, which were obtained in step 1, to the enclave cloud. Then, the validation
and alignment score refinement are performed in the enclave using the full reads,
since the enclave is considered a trusted environment. In addition, the alignment
refinement also helps fixing incorrect candidate positions resulting from the masked
reads alignment. Such incorrect alignment can occur due to two main reasons: (i)
too many sequencing errors in the reads; and (ii) too many sensitive nucleotides
are excised in the masked reads. In the end of the refinement step, the enclave
sends back to the biocenter the read ID, refined position and refined alignment
score. We describe in detail each MaskAl step in the following sections.

5.2.1 Reads filtering and masking

This section summarizes the main aspects of the reads filtering and sensitive nu-
cleotides excising step, which is performed using the long reads filter (LRF) method
proposed in Chapter 4.

The filtering and sensitive nucleotides excising method is used in MaskAl to
obtain in separate output files the sensitive and insensitive information contained
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in raw reads. The filter receives reads as input and classifies their nucleotides as
sensitive or insensitive, producing two distinct output files, one with the sensitive
nucleotides and the other containing masked reads – reads from which the sensitive
nucleotides have been excised. This filtering process can be divided in three main
steps: (i) dictionaries creation; (ii) Bloom filters initialization; and (iii) reads
filtering and sensitive nucleotides excising.

Dictionaries creation: The dictionaries of sensitive information are created
based on the genomic variations reported in the 1000 Genomes Project, by recon-
structing the sequences in which they are inserted. Such sequences are obtained
by inserting each known genomic variation in the corresponding position in the
human reference genome sequence. Since individuals have multiple genomic varia-
tions, all the possible combinations are considered. The dictionaries are then built
using sequences of K nucleotides from the reference with the combinations of vari-
ations. A dictionary di represents the dictionary containing the sequences of K
nucleotides where the ith nucleotide is sensitive. Depending of the selected position
i, some nucleotides at the extremity of the reads cannot be detected during the
filtering. In this case, those nucleotides are automatically classified as sensitive to
prevent sensitive information leakage. However, such effect is mitigated with the
use of several dictionaries with different sensitive nucleotide position (i).

Bloom filters initialization: After the creation of the dictionaries of sensitive
sequences, the LRF initializes one or multiple Bloom filters (usually one per dic-
tionary created). The number of Bloom filters is a parameter decided by the user.
However, the initialization of several Bloom filters is useful for sequencing error
detection in the reads.

Reads filtering and sensitive nucleotides excision: Once the Bloom filters are
ready, the filtering and sensitive nucleotides excision can be performed. The filter-
ing process consists on a reading sliding window of sizeK, starting at the beginning
of a read and reading until its end. When a window matches with a sequence in
the Bloom filter initialized with the dictionary di, the ith nucleotide of that window
is classified as sensitive in the read. For each match to a sequence in the Bloom
filter only one nucleotide is classified as sensitive.

In the end of the filtering, the file with the masked reads can be outsourced to
public clouds without privacy concerns, while the file with the sensitive information
is stored in a private and secure environment, such as a private cloud, and it is
encrypted before any data transfer in order to prevent leaks.
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5.2.2 Masked reads alignment

The filtering step produces a file with the input reads from which the sensitive
nucleotides were removed – masked reads– which do not contain any privacy con-
cerning information, since it is the common information shared by all the human
individuals. The sensitive information is also an output of the filtering process,
however, it is returned in a different file.

The two complementary parts of the original reads can be processed in dif-
ferent environments, accordingly to the sensitivity of the information they carry.
In the plaintext reads – reads containing only the insensitive nucleotides – file,
the consecutive sensitive nucleotides are replaced by a single ’N’. This replacing
methodology prevents sensitive information leakage based on the length of the
excised sequence. Similarly, in the sensitive file, the insensitive nucleotides are
replaced by ’-’. In any phase of the masked alignment process MaskAl is able to
recover the full reads, if it is required.

5.2.2.1 Plaintext alignment algorithm selection

Nowadays, there is a wide range of alignment algorithms, which can be classified
in three main classes (plaintext, hybrid and cryptography-based) depending on the
methods they use. For the evaluation presented in this chapter, we selected one
representative algorithm per category. For alignment algorithms, high performance
is required since they are expected to align a great number of reads to determine
their position in the genome. Considering the high performance requirement, the
BWA and LAST algorithms were compared (computation time and accuracy) in
order to select the plaintext representative algorithm.

Figure 5.3 summarizes the alignment time comparison between BWA and
LAST algorithms. In general, BWA is from 5× to 7× faster than LAST. For
example, aligning a read of 150 nucleotides with an error rate of 1% takes 14.83
seconds with BWA, while LAST requires 71 seconds. The alignment time of BWA
slightly increases with the length of the reads and with their error rate. For LAST,
the alignment time also increases with the length of the reads, however, it slightly
decreases with the increase of the error rate.

Figure 5.4 compares the alignment accuracy of the BWA and LAST algorithms
for masked and plaintext reads. BWA (green bars) is able to align both masked and
plaintext reads with an accuracy above 95.7%. For LAST, the accuracy achieved
for masked and plaintext reads is considerably different. In addition, for masked
reads the accuracy also varies with the length of the reads. For plaintext reads
LAST is able to achieve accuracy above 95.6% (the same as BWA), while for
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Figure 5.3: Alignment time – BWA vs LAST.

masked reads the accuracy varies between 82.7% and 92.2% depending on the
reads length.

To conclude, we selected BWA as the representative algorithm for the plain-
text alignment class since it showed a faster alignment and a higher accuracy (in
particular for masked reads) compared to LAST.

5.2.3 Alignment score refinement

This section describes the last step of MaskAl approach, which includes the align-
ment score refinement and the adapted implementation of the Smith-Waterman
(SW) algorithm run in the enclave. Due to the limited amount of memory available
inside the enclave, the original SW algorithms needed some changes.

5.2.3.1 Score refinement and alignment extension

After the masked reads alignment, MaskAl determines the most accurate position
among the set of candidate positions. This process is made by aligning the read to
each candidate position and compare their similarity. The computational overhead
of this step is reasonable, since this second alignment is only performed against the
neighbouring regions of the candidate positions. It works similarly to the extension
step of seed-and-extend algorithms, and thus can replace it in these algorithms.
To prevent attacks on correlated encrypted messages, the masked alignment and
the extension steps are performed in different machines.

The extension uses the full read, and, therefore, it is performed in a secure
environment, e.g., an Intel SGX enclave.
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Figure 5.4: Alignment accuracy – BWA vs LAST.

5.2.3.2 Smith-Waterman algorithm

The Smith-Waterman (SW) algorithm [SW81; Got82] performs local alignment
for two sequences. This means that the two sequences are compared character
by character. In addition, the matches, mismatches, insertions and deletions are
weighted. In general, a local alignment algorithm computes the longest section
shared by the two compared sequences.

The local alignment performed by SW uses a score matrix M (Table 5.1 left ma-
trix), where the first row and the first column contain the two compared sequences,
respectively, the reference sequence and the read to be aligned. In the beginning
of each sequence an empty character is added (represented as ε). Then, the matrix
is initialized with 0 in each cell. In parallel, a traceback matrix T (Table 5.1 right
matrix) is used and helps to define the sequence alignment corresponding to the
score given by M. This matrix T is also initialized with 0 in all cells. The score
produced by the SW algorithm considers five possible edit distance score cases:
match, mismatch, insertion, deletion and 0 (particular of SW algorithm). The
value of each case is computed accordingly to the function in equation 5.1. For the
local alignment score computations, MaskAl attributes the value +2 to matches
and the value −1 to mismatches, insertions and deletions.

The local alignment is defined in the traceback matrix, which contains the
alignment directions. There are three possible directions: diagonal (D), left (L),
and up (U). If the M(i, j) is the cell of the matrix M selected due to a match or
mismatch case accordingly to the scoring function Scorei,j, then T (i, j) will contain
a D (diagonal direction). This direction is called diagonal since it is computed using
the value of M(i− 1, j− 1), which is the precedent cell in its upper right diagonal.
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Table 5.1: Smith-Waterman Score Matrix (left) and Traceback Matrix (right). The
weights used are: match/mismatch 2/-1 and gap penalty: -1. The alignment result
according to both tables is "ACGT" and "A-GT"

ε A C G T A
ε 0 0 0 0 0 0
A 0 2 1 0 0 2
G 0 0 0 3 2 1
T 0 0 0 2 4 3
C 0 0 2 1 3 3

ε A C G T A
ε 0 0 0 0 0 0
A 0 D L 0 0 0
G 0 0 0 D 0 0
T 0 0 0 0 D 0
C 0 0 0 0 0 0

Following the same principle, an insertion corresponds to U and a deletion to
L, respectively, insertion uses the upper neighbour value and deletion uses the
left neighbour value for the score computation (see equation 5.1). The alignment
corresponding to the highest score can be found following the directions in the
traceback matrix T, starting from the cell with highest score in M. Then, the
directions are followed towards the left upper cell and it terminates when a cell
populated with a 0 is found.

Table 5.1 represents an example of a score matrix and corresponding traceback
matrix. In the end the alignment has a score equal to 4 and the the longest
alignment matches the sequences "ACGT" (from the reference) and "A-GT" (read
aligned).

Scorei,j = max



0

Scorei−1,j−1 + 2 : u = v

Scorei−1,j−1 + (−1) : u 6= v

Scorei,j−1 + (−1) : insertion

Scorei.1,j + (−1) : deletion

(5.1)

Equation 5.1 represents the scoring function for the SW algorithm, where u
and v represent the characters of the two sequences that are compared.

5.2.3.3 Running SW algorithm in SGX enclaves

Traditionally, SW algorithm aligns a read to the full reference genome, which is
a 3 Gigabases long sequence. Due to the limited memory of the enclave, instead
of the full reference genome, the adequate subsection of the reference genome is
sent to the enclave. The selection of the adequate subsection is made based on the
candidate positions obtained in the masked alignment. Using BWA for the masked
alignment, one can expect an alignment result within a range of 50 nucleotides (nts)
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around the origin of a read for 96% of the reads aligned (see Figure 5.4). Therefore,
the section from the reference genome used for the alignment inside the enclave
corresponds to 50 nts before the candidate position plus the length of the aligned
read and extra 50 nts.

Due to the small memory limitation of enclaves – 128 MB from which 90 MB
can be used for computations –, the memory is quickly used by the SW algorithm.
In order to circumvent the memory limitation, the reads to be aligned are limited
to a length of 1000 nts. The two reasons that support this threshold length are the
following: (i) 1000 nts reads easily fit in an enclaves and it allows the parallelization
of two threads; and (ii) there are a great amount of reads with a length smaller
than 1000 nts, produced by the majority of the sequencing technologies, except
by the third generation sequencers. As TEE technologies are still evolving, in the
future the reads length limit may disappear with a memory extension of enclaves.

Regarding the network communications, encrypted overlapping chunks of the
reference genome with 2000 nts are kept in each enclave to avoid unnecessary
data transfers. The use of overlapping chunks of the reference genome avoids
extra encryption and decryption steps on the enclave, since it prevents that a
read aligns on two chunks. This validation step runs in the enclave and uses an
hashmap to select the adequate encrypted chunk of the reference genome. Inside
the processor’s reserved memory of the enclave, the reference chunk and full read
are decrypted. Then, the SW algorithm is executed, followed by the the score
refinement and in the end the encrypted result is transmitted to the biocenter.

5.3 Evaluation Setup

5.3.1 System model

Our system model makes some assumptions that we describe in this section.
MaskAl was developed assuming a biocenter that processes sequenced reads and
has limited computer resources. As a consequence, the biocenter relies in public,
private and enclave clouds to provide privacy protection to the sensitive infor-
mation contained in the reads while achieving high performance. Public clouds
are server farms available at an affordable price, which provide computational re-
sources that are usually managed by outsourced third-parties (e.g., Amazon AWS,
Google Cloud). Although, public clouds allow high performance, they do not pre-
vent the access to data by the cloud service provider or an intruder [RC11]. More-
over, several works demonstrated the harm associated to the inadequate use of
clouds for biomedical data procession [MPG14; Ton+14; FEJ15; YKÖ17]. Private
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clouds have the power of public clouds, however, the full control of the hardware
and software is given to the owner. Due to this, private clouds provide a higher
security level than public clouds. The filtering step performed in MaskAl is run
in this environment type given that this step is faster and it requires less compu-
tational resources than the reads alignment performed in public clouds. Finally,
the enclave clouds considered in this thesis consist on SGX enclaves running in-
side public clouds. Weighing the enclave attacks and mitigation methods, the
enclaves used in MaskAl are considered secure. Since MaskAl uses SGX enclaves
implemented in public clouds the data transfers to and from the enclave need to
be encrypted. In addition, it is also assumed that one hour of computations in
the public and enclave clouds have the same cost. The main limitation of enclave
clouds is the protected memory available, which is restricted to 128 MB (96 MB
usable) per SGX CPU. Due to this memory limitation, it is not possible to run
the filtering and reads alignment steps inside the enclave environment.

5.3.2 Threat model

MaskAl assumes a honest-but-curious adversary operating in the cloud that intent
to infer private information related to the sequenced data donor(s). In addition,
it is assumed that the adversary is able to observe raw reads during the alignment
step, which is performed in plaintext. Then, the adversary has the knowledge
to align the raw reads and discover the genomic variations on those reads. The
adversary then has enough information to perform privacy attacks, for example,
trail attacks. A trail attack consists in combining personal identifying traces of
an individual’s genome from different studies or institutions to relate the genome
to its donor [Mal02; MS04]. This scenario occurs, for example, if an individual
donates his genome to a study for a particular condition, and years later the same
individual participates in other study.

5.3.3 Hardware

The experiments executed for the performance evaluation of MaskAl use three
different environments, corresponding to three cloud environments (public, private
and enclave). The private cloud is assumed to have a quad socket Intel Xeon E5-
4650 v3 processor with 12 cores running at 2.10 HGz. Regarding the memory, 190
GB of RAM and 15 TB of hard disk are available. The public cloud is represented
by a HPC shared equipment with Intel Xeon E7-4850 processors from which 30
threads were used for the experiments. The memory available in this equipment
was 1 TB of RAM and 150 GB of hard disk. The Balaur experiments were run in
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this settings, due to the memory incapacity of the available local resources. Finally,
a desktop computer was used to mimic the enclave cloud environment. The used
computer was equipped with Intel i7-6700 processors and 16 GB of RAM. For
the communications between the different cloud environments, it was assumed a
common bandwidth of 1 Gbit/s.

5.3.4 Software

MaskAl was implemented in C/C++. For the enclave cloud implementation,
MaskAl uses the official Intel SGX SDK in version 1.9 and the code was run on
Ubuntu (16.04 LTS). The secure Smith-Waterman implementation uses a ECALL
which receives the encrypted reads, applies decryption inside the processor reserved
memory (PRM) and then runs the Smith-Waterman algorithm in the plaintext
reads inside the enclave cloud.

The alignment is a process that can be easily parallelized since the reads can
be aligned independently. Consequently, MaskAl is assumed to scale linearly with
the number of enclave clouds used. In the present analysis, the proposed imple-
mentation is evaluated considering a single thread.

5.3.5 Enclave initialization and encrypted communications

All the data used by the Smith-Waterman alignment algorithm inside the enclave
is transferred encrypted and stored on the enclave in order to prevent inference
attacks. In particular, MaskAl uses AES128-GSM since it is integrated in the SGX
SDK to encrypt the plaintext reads and reference chunks – the reference genome
is transmitted in chunks since it is too big to fit all at once inside the enclave.
Furthermore, the communications between the different clouds are also encrypted,
using RSA2048, and it is assumed that the adversary is not able to decrypt the
communications.

5.3.6 Simulated reads

The evaluation experiments were run using simulated reads, which were created
using wgsim [Li11] and the GRCh38 version of the human reference genome. The
reads simulation assumes reads the length and error rate of existing sequencing
technologies. Nowadays, the different generations of sequencing machines are able
to produce short (up to 400 nucleotides [Jün+13]) and long reads (> 1000 nu-
cleotides). Therefore, reads of 150 and 350 nucleotides were created to represent
the short reads and reads of 1000 nucleotides are the representative of the long
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reads category. For the error rate, the reads were simulated with error rates of
1% and 2%. Finally, each reads category was composed by 100000 reads from the
whole human genome.

Currently, long reads present a high error rate (around 11-14%) [Pol+18], how-
ever, it is expected that such error decreases with the optimization of the sequenc-
ing techniques over time or through the development of error correction methods.
For this reason, the error rates of 1% and 2% were assumed for all the simulated
reads (short and long).

5.3.7 Algorithms evaluation criteria

The main goal of MaskAl is to improve privacy in the alignment step without
significant changes in its accuracy. Therefore, the evaluation of the proposed
method includes the measurement and comparison with state-of-the-art alignment
algorithms, regarding the following parameters: memory consumption, network
communication volume, and computational overhead. The results of each pa-
rameter evaluation are described in section 5.4. Aligning algorithms with a high
performance are more likely to be accepted by the research and biomedical com-
munity, since big data processing is one of the main challenges of sequenced data
analysis [Sae+12].

5.3.7.1 Alignment algorithms selection

There are three main classes of alignment algorithms, as already mentioned in
Chapter 3: plaintext algorithms, cryptographic algorithms and intermediate pro-
tection algorithms. Plaintext algorithms are the faster, however, they do not pro-
vide any privacy protection. The cryptographic algorithms, on the other hand are
located at the other extreme of the spectrum, as they are the most secure but also
slowest algorithms. Finally the intermediate protection algorithms provide some
privacy guarantees, which have not been proven secure, and they have a practical
computation time.

In order to compare our solution, MaskAl, with previous work, one represen-
tative of each algorithms class was selected. In practice, the comparison was only
performed against plaintext and intermediate protection algorithms. The cryp-
tographic algorithms class is mainly represented by solutions based on garbled
circuits [Bar+12; Hua+11] and homomorphic encryption [AKD03; CKL15]. Such
algorithms have a low throughput, which make them unpractical, and for that
reason they are not included in the comparison with MaskAl.
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Regarding the plaintext alignment algorithms, BWA and LAST were com-
pared and selected based on their accuracy and alignment time, as described in
section 5.2.2.1. BWA [LD09] is a plaintext algorithm that performs alignment
using suffix tree. LAST [Kie+11] is a plaintext alignment algorithm based on
hashmap. Due to its higher accuracy with masked reads and the short time used
in the alignment, BWA was selected to represent the plaintext alignment algo-
rithms category.

Regarding the algorithms that provide an intermediate protection level, MaskAl
was compared to Balaur [PB17], a recent privacy-preserving alignment algorithm
that relies on hybrid clouds using locality sensitive hashing and K-mer voting.
In addition, this solution also uses data encryption to ensure privacy protection
during data transfers to the public cloud.

5.4 Results

5.4.1 Masked reads alignment time

The performance evaluation included the comparison of the time each algorithm
takes to perform the alignment of reads of different sizes and error rates. Figure 5.5
summarizes the alignment time of three algorithms: BWA, Balaur, and the pro-
posed approach - MaskAl. The results shown in the figure shows that BWA is the
fastest algorithm, in average 58% faster than MaskAl. In comparison with Balaur,
the representative of existing privacy-preserving alignment algorithms, MaskAl is
in average 87% faster.
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Figure 5.5: Alignment time comparison. We compare the alignment time of BWA,
Balaur, and MaskAl.
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5.4.2 Score refinement time

The score refinement is the step after the masked alignment, run in the enclave,
that determines from the candidate positions which one is the most accurate. This
step can be divided in some parts: (i) encryption and decryption of the reads; (ii)
decryption of the reference chunk; (iii) adaptation of the reference chunk size
accordingly to the reads size; (iv) run the Smith-Waterman (SW) algorithm; and
(v) encryption and transmission of the result back to the biocenter. Considering
that the complexity of SW algorithm is cubic, the workload needs to be reduces in
order to run inside the enclave. Therefore, the usual SW table size of readLenght×
referenceLenght was limited to readLength × (readLength + 100). Figure 5.6
compares the score refinement time for reads of 150 and 350 nucleotides. As the
results in the figure show, the score refinement time increases linearly with the
increase of either the read size or the reference chunk size.
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Figure 5.6: Score refinement time comparison. Score refinement time for reads of
150 and 350 nucleotides.

5.4.3 Computation time per MaskAl step

In order to access the most time critical steps of MaskAl approach, the alignment
time per step and the cumulative time was computed for reads of 150, 350 and
1000 nucleotides, with error rates of 1% and 2%.

Figure 5.7 summarizes the computational time required per MaskAl step. The
data transferring time is computed assuming a 1 Gbit/s network bandwidth and
a enclave cloud composed by 96 SGX enclaves. The most time consuming step
is the alignment of masked reads (blue section) independently of the reads length
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and error rate. For longer reads (1000 nucleotides) the alignment time is higher
than the time required to align shorter reads (150 and 350 nucleotides). Following
the same tendency, the secure alignment score refinement time (purple section)
and filtering time (yellow section) also increase with the reads length. Finally, for
all cases, the network costs and cutting time are negligible in comparison with the
times the other three referred steps.
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Figure 5.7: Computation times per step of MaskAl. Computational time of each
MaskAl step: reads filtering, network communication times, masked reads alignment,
cutting, and score refinement.

Regarding the computation time, it is important to discuss the case where the
masked reads alignment fails. First, the filtering approach classifies the content
of the reads as sensitive or insensitive. From the filtering approach evaluation
(Chapter 4), 10% of an individual’s genome is classified sensitive. Considering
a similar percentage of sensitive reads, 90% of the reads are insensitive (masked
reads) and they can be aligned in the public cloud environment. From those 90%
aligned reads, around 4% can fail (see Figure 5.4, BWA alignment accuracy), for
example due to the excision of long regions of the reads, and need to be re-aligned
in the enclave using the full read. Therefore, 3.60% (90%×4%) of the reads aligned
need a second round of alignment, however, since this percentage is small, is is not
expected a significant increase in the computation time due to this process.

5.4.4 Memory consumption

BWA, LAST and Balaur alignment algorithms were compared regarding the peak
memory consumption. Understanding precisely how much memory an alignment
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algorithm requires helps choosing the adequate characteristics of the public cloud.
Therefore, the memory consumption is an important property, allowing the op-
timization of cost and resources used, in this particular case, for the alignment.
Figure 5.8 presents the results of the memory consumption evaluation for the three
compared alignment algorithms. Balaur (red bars) requires between 67 GB and
153 GB of RAM during the alignment, LAST (blue bars) requires between 16 GB
and 23 GB, while BWA (green bars) requires less than 6 GB, which is considerably
less memory.
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Figure 5.8: Memory usage comparison. We compare BWA, LAST and Balaur mem-
ory requirements.

The presented peak memory comparison do not include the alignment score
refinement, since it is performed in the enclave, and, therefore, it is limited to 128
MB. This bound corresponds to the Processor Reserved Memory the Intel SGX
enclave allows, without artificial extension, which can be done using a SWAP-like
technique.

Finally, comparing Balaur and MaskAl, both requires some pre-processing
memory, which is not represented in Figure 5.8. The alignment performed by Bal-
aur requires the reference genome indexing, and this step depends on the length
of the reads to be aligned. For reads between 150 and 1000 nucleotides, Balaur
requires between 62 GB and more than 189 GB, with longer reads requiring less
memory. Contrarily, MaskAl only requires tens of GBs of memory during the
filtering and sensitive nucleotides excising process.
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5.4.5 Network communications

The sensitive nucleotides excising step transforms the plaintext reads hiding the
sensitive nucleotides they contain. This transformation reduces the size of the
reads – masked reads are smaller. Therefore, the transmission costs of masked
reads are smaller when compared to the transmission cost of plaintext reads.

MaskAl has two network transfers, since it relies in different cloud systems
(public and enclave clouds). The first data transfer considers the transference of
masked reads to the public cloud where they are aligned and the transference of
the SAM-files with the aligned masked reads. The second data transfer refers to
the transference of encrypted plaintext reads and their aligned positions to the
enclave cloud in order to perform the score refinement and then the transference
of the encrypted results back to the biocenter.
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Figure 5.9: Network communications comparison.

MaskAl requires significantly less networking resources than Balaur. Balaur
uses keyed-hashes of the reads, which have a constant length in order to ensure data
security. Consequently, Balaur has nearly constant data transfer when compared
different reads lengths. However, Balaur requires between 5.7 GB and 15 GB
more data transfers than MaskAl. Figure 5.9 compares the communication costs
per 100,000 reads of different lengths (150, 350 and 1000 nucleotides) using Balaur
and MaskAl. Two error rates were considered for the alignment with Balaur, 1%
and 2%. Regarding the reads length, with the increase of the reads length, bigger
are the data transfers. Regarding the error rate comparison, for reads of 150
nucleotides with an error rate of 1% Balaur requires around 7.5 GB of transferred
data, while for 2% error rate it requires almost the double of the data transfers (16
GB). In the figure is represented only one value for MaskAl while there are two
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values are presented for Balaur, considering two different error rates (1% and 2%).
For MaskAl, the network communications are not affected by the reads error rate
since the same data transfers are required for reads with, for example, an error
rate of 1% and 2%. In this case, the error rate only interfere in the alignment
accuracy.

5.5 Summary

MaskAl provides privacy-aware alignment based on the reads partitioning accord-
ingly to their sensitivity – sensitive or insensitive. In order to provide high per-
formance, MaskAl relies on public clouds which can also run enclave clouds. To
ensure the adequate privacy, the insensitive reads, i.e., reads containing only in-
formation shared by the human population, are aligned on the public cloud envi-
ronment, while the sensitive information is processed inside enclave clouds. The
partitioning step is performed in a private cloud environment since the input of
this step are the plaintext reads from the sequencing machines. The main gain on
the performance and privacy ratio is due to the partitioning of data and subse-
quent privacy-preserving algorithm adaptation to the data sensibility. This gain is
only evident since the majority of the human genome (around 99.5%) is common
among individuals, which allows the outsourcing of alignment of the majority of
an individuals reads – 90% of the reads classified as insensitive by the filter ap-
proach used – to the public cloud without privacy breaches while providing high
performance.

Evaluating the performance of MaskAl, the excision of long regions from the
reads can lead to some failed alignment, those reads need to be re-aligned in
the enclave environment using the full read. As discussed in this chapter, the
percentage of re-aligned reads is small, 3.60%, and consequently it is not expected
a significant increase of the computational time. In average, the MaskAl is 87%
faster than most recent state-of-the-art privacy-preserving alignment algorithm
(Balaur), due to its reduced communication overhead. Regarding the RAM usage,
MaskAl requires in average 95% less RAM during data processing. In relation to
the network communications, MaskAl requires between 5.7 GB and 15 GB less data
transfers than Balaur. These results show how MaskAl provides privacy-preserving
alignment and how it scales using public clouds, which allow the achievement of the
high throughput imposed by the existing and emerging sequencing technologies.
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Chapter 6

Conclusions and future work

6.1 Conclusion

This thesis contributes to the development of privacy-preserving mechanisms for
the processing of early genomic data with high performance. More specifically, this
thesis presents: (i) methods to define sensitivity levels for raw genomic data and
adjust the level of protection per sensitivity level, which we demonstrated with
the alignment of reads entirely classified in a sensitivity level (DNA-SeAl); (ii)
a filtering method (LRF) that classifies the nucleotides contained in raw genomic
reads according to their sensitivity, which allows the genomic data to be partitioned
in sensitivity levels and processed according to its sensitivity; and (iii) a privacy-
preserving alignment algorithm (MaskAl) that leverages public clouds and trusted
execution environments.

The first contribution, DNA-SeAl, focused on the definition of a finer-grained
classification of genomic data into sensitivity levels based on its quantitative fea-
tures, in particular allele frequencies and statistical relationships between genomic
variations. The example we presented detailed three sensitivity levels and showed
that the implementation of a finer classification allows the user to take advantage
of the diversity of algorithms, enforcing privacy protection while achieving high
performance. DNA-SeAl improves the state of the art by extending the classical
binary classification (sensitive or insensitive) to multiple sensitivity levels. An ex-
ample of three sensitivity levels was presented, however, the number of levels is
completely customizable by the user and it can be adapted to the algorithms and
computational resources available.The example of three sensitivity levels presented
shows that for short reads (i.e., 100 nucleotides), 72% have low sensitivity, 23%
have intermediate sensitivity, and the remaining 5% are highly sensitive. Con-
sidering this distribution, the performance comparison with previous approaches,
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using different public/private clouds settings, showed that computation time and
communications are reduced when adopting the three proposed sensitivity levels.
To give an example, DNA-SeAl is 5.85× faster than the approach using the binary
classification of reads and it requires 5.85× less data transfers, when using a propor-
tion of public/private clouds of 10/1. Finally, regarding the privacy improvement,
the results support the use of sensitivity levels to reduce the membership detection
risks by splitting and protecting adequately each sensitivity level. Splitting into
two parts and up to five parts the sensitivity levels, we showed that membership
attacks could be prevented.

The second contribution, LRF, proposed a long reads filtering method for raw
human DNA reads that relies on Bloom filters. The main goal of LRF is to detect
the nucleotides of raw reads that participate in genomic variations, called sensitive
nucleotides. LRF improves upon the state of the art regarding the detection of
sensitive nucleotides in raw reads, independently of their length. In addition, LRF
also improves the detection method, reducing significantly the false positives and
reducing the false negatives. The previous approach (SRF) did not consider the
possibility of having errors in the reads, while LRF is also accurate in the presence
of a small error rate. To give an example, with reads generated with an error
rate of 2%, 86% of the sensitive nucleotides are correctly detected instead of 56%
previously by SRF. Regarding the detection accuracy, LRF missed 10 sensitive nu-
cleotides per genome instead of the 100,000 missed by SRF. In addition, regarding
the incorrect classification of insensitive nucleotides (false positives), LRF classifies
10% of an individual’s genome as sensitive instead of the previous 60%, while the
true sensitive nucleotides percentage is equal to 3%. Regarding the performance,
LRF sacrifices some performance in order to achieve better accuracy, however, its
performance is still 10× faster than the sequencing machines throughput. The
memory used by LRF is larger in comparison to the SRF approach, once again
in order to improve accuracy. Finally, to the best of our knowledge, LRF is the
first introducing an early protection method for genomic data, which is applied
as soon as the data is produced. LRF opens the path for the development of a
sensitivity-adapted analysis workflow. Subsequently, it is used as starting point
for the third contribution presented in this thesis.

The third contribution of this thesis, MaskAl, describes a excision and align-
ment methodology for DNA reads using Intel SGX. The main concept behind this
contribution is that sensitive and insensitive reads require different privacy protec-
tion during alignment. Therefore, sensitive reads are aligned in an enclave (Intel
SGX) for high privacy protection and the insensitive reads – referred to as masked
reads – are aligned in a public cloud since they do not require particular protec-
tion. MaskAl provides a faster and lighter privacy-preserving alignment approach,
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where approximately 10 % of the reads (sensitive) are aligned inside an enclave and
the remaining 90% (masked reads) are aligned in the public cloud environment.
The obtained results show that more than 96% of the masked reads are success-
fully aligned using the BWA software. For this reason, only a small percentage
of the total aligned reads (3.60%) requires a second round of alignment, that is
executed in an enclave. Since the proportion of reads is small, one observes a small
increase of the computation time due to this second round of alignment. These
results support the high alignment accuracy provided by MaskAl. Regarding the
performance, MaskAl is 87% faster than existing privacy-preserving alignment al-
gorithms (Balaur). In addition, MaskAl requires 95% less RAM memory and it
requires between 5.7 GB and 15 GB less data transfers in comparison with Balaur.
These improvements on the memory consumption and computation time over the
state of the art algorithms make MaskAl a competitive solution.

Finally, the work presented in this thesis promotes the implementation of a
privacy-preserving analysis workflow, which would be the first protection mecha-
nism applied to genomic data, as soon as it is produced. In addition, the compati-
bility with the traditional analysis workflow, currently used for genomic sequenced
data, was tested and demonstrated with the alignment step.

6.2 Future work

The work on this thesis allowed us to identify other challenges that require further
study.

In general, a deeper study about the sensitivity of the information in the human
genome sequence and the definition of privacy thresholds applicable to genomic
reads would be interesting topics. The idea is to provide a better understanding
of the risks of information leakage and to promote the development of more secure
and privacy-aware systems and algorithms, since it clarifies how difficult it is to
protect the privacy of an individual’s genomic data. Later, we plan to extend the
study from a single genome to sets of genomes, to replicate the settings of practical
clinical tests that usually include several individuals.

Related to the LRF method, in future work it would be interesting to explore
other approaches to perform the classification task, since in different systems or
for other types of data it possibly improves the method. The adaptation of the
method for other kinds of biomedical data, or the development of new methods
would enrich the analysis environment, since genomic data is usually linked and
processed with other kinds of data, for example, metadata and medical data.

The work on this thesis evaluated a novel privacy-preserving genomic data
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alignment approach, MaskAl, which focuses on the alignment step, however, the
evaluation of further steps of sequenced data analysis workflow, such as variant
calling and error correction, would strength its adoption by the research commu-
nity. After the study of those steps it might be possible to build the full privacy-
preserving raw genomic data processing workflow. Once completed this process,
our intuition is that such methods can also be integrated on a distributed system
model.

Finally, MaskAl claims that the small practical memory made available by an
Intel SGX enclave (MB) is not an impediment for the approach it proposes. As an
alternative, in future work, exploring alternatives to SGX enclaves could provide
new alternatives for the privacy-preserving analysis of genomic data.
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Terminology

Concept Description
Alignment The process where sequenced reads and a reference

genome are compared to determine the original position
of the sequenced reads in the genome.

Allele It is one of two corresponding genes of on a chromosomes
pair. For each bi-allelic SNP locus, the possible variants
verified in a population are referred to as the major and
minor alleles, being represented by 0 and 1, respectively.

Allele frequency It represents the incidence of a genomic variation in a
population. Then allele frequency can be computed by
dividing the number of times the allele of interest is ob-
served in a population by the total number of alleles
that are observed at that particular location.

Alternative allele Also called rare allele, it is the allele held by a minority
of individuals of a population. The alternative allele is a
mutation of the reference allele. In each genomic variant
locus, it is possible to have one (bi-allelic case) or more
alternative alleles, e.g., population specific variations.

Chromosome Thread-like structures in which the DNA is packed in-
side the nucleus of each cell. In particular, the human
genome is composed of 23 pairs of chromosomes.

Deoxyribonucleic acid
(DNA)

Genetic information carrier which is present in all living
creatures.

Gene The basic physical and functional unit of heredity. A
gene encodes the sequence to produce a functional
molecule, called protein, which is essential for life.

Genome The complete set of genetic information in an individual.
It contains all the information the individual requires to
function. The genome is usually stored in long molecules
of DNA called chromosomes.

Genome wide association
study (GWAS)

The group of steps researchers run to identify inherited
genomic variations linked to some particular disease or
trait. In these studies, scientists compare the genomic
variations present in case (people with the disease or the
studied trait) and control (people without the disease or
the studied trait) groups.
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Concept Description
Genotype The complete unique combination of alleles of an in-

dividual. The genome revealed by personal genome se-
quencing. For each SNP location an individual can have
three possible genotypes: (i) homozygote with the major
allele (00); (ii) homozygote with the minor allele (11); or
(iii) heterozygote (01 or 10). On average, approximately
99.5% of the genotypes of any two humans are identical.

Haplotype Group of alleles that are inherited together from one
parent. It refers to the genetic information contained in
one of the two double helices of the DNA.

Indels (insertions and dele-
tions)

They are specific structural variations that can occur
in the genome. Insertions define the addition of one or
more nucleotides to the genomic sequence, while dele-
tions are the opposite process where one or more nu-
cleotides are deleted from a genomic sequence.

Kinship relations Relation between individuals within a family. Such
relations include ancestors, descendants, siblings and
cousins, to name some.

Linkage disequilibrium
(LD)

Non-random association of alleles among neighbouring
SNP loci in a certain population. Two loci are consid-
ered in linkage disequilibrium, if the probability of the
association of their different alleles diverges from their
random association probability.

Locus (plural is loci) In genomic context, it denominates a specific place in
the genome where some change/mutation can occur.

Masking In the context of this thesis, masking refers to the re-
moval of one or more nucleotides from a genomic se-
quence in combination to the replacement of those nu-
cleotides with the undefined base symbol (’N’). This
technique is used to hide sensitive information.

Mutation Also referred to as genomic variation, it defines a change
in the reference genome, such as insertion or deletion of
nucleotides.
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Concept Description
Nucleotide This is the basic unit of DNA, which is composed by

three components: a sugar molecule, a phosphate group
and a nitrogenous base. There are five nitrogenous
bases; four of them are present on the DNA: adenine
(A), thymine (T), cytosine (C), and guanine (G). The
excluded one, uracil (U) is only present on RNA and
replaces T.
Note: Ribonucleic acid (RNA) acts as a messenger of
the instructions coded in the DNA which control pro-
teins synthesis.

Phenotype The observed characteristics of an individual, which re-
sult from the combination of the genotype and the en-
vironment.

Polymorphism The occurrence of more than one genetic form in the
same population of a certain specie (e.g. human).

Read It is a subsection of a genomic sequence, which is pro-
duced by a sequencing machine.

Reference allele Allele held by the majority of the individuals in a given
population.

Reference genome Genome representation containing all the most common
variations verified in a given population.

Sequencing technology Method based on chemical reactions that allow the con-
version of DNA/RNA molecules into digital sequences
of nucleotides. There are different technologies defined
by the chemical reaction used, which defines the error
rate and reads length.

Single nucleotide polymor-
phism (SNP)

The smallest polymorphism which is a variation on a
single nucleotide (A, T, G, or C) at a specific position
in the human genome.

Short tandem repeat (STR) Also called microsatellite, is a short sequence of DNA,
with length between 2 and 6 base pairs, that is repeated
a certain number of times in a head-tail manner. The
number of repeats can vary between individuals and can
be used to uniquely identify an individual.
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Concept Description
Structural variations (SVs) The general name to refer to the group of modifications

in a genomic sequence caused by duplications, inser-
tion, deletions, inversions, and translocations of DNA
segments.

Trusted execution environ-
ment (TEE)

It is a secure environment for storing data and executing
code, which is isolated from the rest of the machine com-
ponents. Therefore, they can ignore the threats from the
other components. Some examples of the available TEE
are the Arm TrustZone and the Intel SGX.
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