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Abstract

The so-called fluctuation theorems pushed the study of systems far beyond equilibrium,
whose response to thermodynamic forces (affinities) is characterized by the reciprocal and
the fluctuation-dissipation relations. All these results rely on the assumption that the observer
has complete information about the system: no hidden leakage to the environment, exact
evaluation of the thermodynamic cost of processes. Will an observer who has marginal
information be able to perform an effective thermodynamic analysis? Given that such observer
will only be able to establish local equilibrium, by perturbing the stalling currents will he/she
observe equilibrium-like fluctuations? Within the formalism of Markov jump processes on
finite networks, we provide a broad theory of the statistical behavior of some out of many
currents that flow across a system. In particular (1) There exist effective affinities for which
an integral fluctuation relation holds; (2) At stalling, i.e. where the marginal currents vanish, a
symmetrized fluctuation-dissipation relation holds; (3) Under reasonable assumptions on the
parametrization of the rates, effective affinities can be operationally defined by a procedure of
tuning to stalling; (4) There exists a notion of marginally time-reversed process which restores
the full-fledged fluctuation relation and reciprocity; (5) There exist fluctuation relations across
different levels in the hierarchy of more and more “complete” theories. The above results
apply to configuration-space currents, and to their phenomenological linear combinations
provided certain symmetries of the effective affinities are respected—a condition whose
range of validity we deem the most interesting question left open to future inquiry.
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Effective Fluctuation and Response Theory

1 Prologue

Consider an experiment where the flows of certain quantities are measured, due to certain
applied forces. All it takes to properly address the thermodynamics of such setup is to be
able to draw a net demarcation between the open changing system,' wherethrough physical
quantities flow, and the decorrelated frozen environment wherefrom they come and go. Ideally
for a proper thermodynamic analysis it is crucial to account for all of the currents flowing
through the system, and to assign them their due thermodynamic cost.

However, things do not quite work that way, neither in practice nor in theory. The system’s
boundary, drawn for example on criteria of time-scale separation, of spatial localization,
and of coarse-graining of irrelevant degrees of freedom, might not be crystal-clear. As a
consequence, the measurement apparatus might not resolve important sources of dissipation
due to parasitic currents. Furthermore, unless a microscopic theory is available that explains
what exact causes produce which precise consequences, currents might not be assigned
their proper thermodynamic cost. In other words, the observer might only have marginal
information about the setup, due to technological and theoretical limitations. Nevertheless,
the vast majority of physicists develop a sort of thermodynamic craftsmanship,” a learned
sense for what is relevant in the controlled laboratory of their experiment (be it factual or
thought). This leads them to identify effective thermodynamic forces that do not dispense
with the laws of thermodynamics. In this process the logic of thermodynamic reasoning is
preserved, but the nature of most of its measurable quantities needs to be renegotiated.

While according to Einstein thermodynamics is “the only physical theory of universal con-
tent [...] that will never be overthrown” [2], unlike other theories like Quantum Mechanics
or General Relativity thermodynamics has for long been an intrinsically phenomenological
science, a patchwork of profound laws and contingent principles that do not fit into a coher-
ent mathematical framework. On these premises, it is common practice to invoke textbook
thermodynamics in a literal way, deploying its jargon and formulas with little reference to
the mental and physical processes through which such concepts were formulated. This is the
fertile soil that foments the never-ending stream of pseudoscientific claims of violations the
second law of thermodynamics, whose common root is a fundamental misunderstanding of
which marginal currents and effective forces are actually at play.

Today a rigorous framework for the logical deduction of thermodynamic instances far
from equilibrium is available [3] and in the course of experimental validation [4], and it
claims to become the way thermodynamics is thought of and taught. Modern nonequilibrium
statistical mechanics is based on the assumption that the system’s configurations are explored
by a Markovian dynamics, with transition probabilities biased according to thermodynamic
incentives coming from the environmental reservoirs. This framework allows to characterize
fluctuations of observables, and therefore it applies to small systems, not necessarily in the
so-called “thermodynamic limit,” and in principle it applies arbitrarily far from equilibrium
as long as the Markov assumption remains valid.

At the heart of equilibrium statistical mechanics lies the identification of static physical
properties of a system (e.g. temperature, pressure etc.) with the average behavior of micro-

! In textbooks of thermodynamics and systems theory a distinction is made between open, closed, and isolated
systems. In our perspective there is no substantial difference between flows of matter and energy. Hence closed
systems are open; isolated systems can be thought of as idealizations of open systems where external influences
are extremely feeble.

2 The role of craftsmanship in the preparation and interpretation of a scientific experiment has been discussed
by sociologist of science Collins [1]. In particular, his analysis of the trimmings with Bayesian inference (ivi,
Chapter 5) struck us as particularly relevant for the foundations of statistical mechanics.
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scopic degrees of freedom that fluctuate (e.g. average kinetic energy, velocity etc.). The first
step out of equilibrium consists of slight perturbations of such observables, whose response
can be characterized in terms of their spontaneous fluctuations at equilibrium, according to
the so-called fluctuation—dissipation relation (FDR) and of the reciprocal relations (RR) that
take the names of some of the heroes of 20th century physics [5—10]. For nonequilibrium
systems, the picture is varied in a dynamical way: here the observables of interest quantify
motility and directionality within a system. The connection between physical and statistical
laws is encoded in the fluctuation relation (FR)—whose precise formulation is embodied in
a plethora of so-called Fluctuation Theorems [11-15]. The FR states that the rate at which
a system delivers entropy to the environment is a measure of the arrow of time, viz. of the
asymmetry between the probability of microscopic paths and their time-reversed. To use a
metaphor, the probability of “getting the toothpaste back into the tube” is exponentially sup-
pressed with respect to that of “getting the toothpaste out of the tube,” using Woody Allen’s
characterization of irreversibly in Whatever works [16].

Most often the paste spreads out according to the second law of thermodynamics (2nd), an
inequality that in this setup easily follows from a more general identity, the integral fluctuation
relation (IFR). All such relations can be resumed in the following implication diagram:

nonequilibrium FR IFR 2nd
near equilibrium RR S — FDR

where by S-FDR we intend a symmetrized version of the usual Green—Kubo relation. The role
of the First Law and other conservation laws is more subtle: it can be seen as a requirement
on the form of the rates, which allows to identify the abstract Markovian jumps with physical
currents. We will not consider the other laws of thermodynamics.

Crucially, establishing the above scheme requires that the observer has complete informa-
tion about the system’s currents and forces. The question is then open as about how many of
these results still apply to marginal observables of experimental interest, and what effective
adjustments need eventually to be made. In particular, if the Markov process ventures into
some sector of the configuration space that is hidden to the observer, how should we quantify
the thermodynamic incentives over there?

The purpose of this paper is to present a general theory of the thermodynamics of a
marginal set of currents and of the effective forces that drive them, under the assumption
that somewhere in the belly of these coarser observables there lurk fundamental currents and
forces that abide by the principles of Markovian stochastic thermodynamics. We first show
that only the right-hand side of the above implication diagram stands:

nonequilibrium IFR =———2nd .

near stalling S - FDR

Notice that in the marginal theory the analog of an equilibrium state is a stalling state in
which the marginal currents vanish, while the hidden currents might still be flowing, as if the
observer was in the eye of a hurricane. Importantly, on the condition that the hidden rates
are not affected by the controllable parameters, the effective forces can be determined opera-
tionally by a simple tuning procedure, thus opening the way to experimental implementations
of our theory.
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Furthermore, from a more mathematical perspective, the left part of this diagram can be
reinstated upon an appropriate redefinition of the underlying dynamics of the Markovian
walker. Under this new “hidden time-reversed” dynamics, denoted by a wiggle, we obtain
the inference scheme

nonequilibrium FR IFR 2nd
near stalling RR S — FDR

Finally, as the observer adds more and more currents and forces to his accounting, a “hierar-
chy” of marginal theories is explored: a cross-hierarchical FR holds, that is the ultimate core
result of the whole construction.

— -0 @

The validity of FRs under coarse-graining and of FDRs far from equilibrium, in particular
at stalling, are two questions that have been frequently addressed. Let us attempt a overview—
itself marginal.

Gallavotti [17] produced a convincing argument for why it is necessary to address FRs of
local observables: As most systems of thermodynamic interest are large in volume, global
observables are subjected to two extensive limits—one with respect to size and one with
respect to time—hence rare events are even rarer. A special license is then needed to focus
on localized non-extensive observables. In the formalism of chaotic dynamical systems,
Gallavotti heuristically defined a local entropy production rate associated to a microscopic
region of space that satisfies a FR.

The validity of FRs for coarse-grained observables has been considered in Refs. [18] and
[19], where the IFR is studied when the observer has incomplete information. In particular, in
the latter work measurement errors are introduced via a kernel that smoothens the sharp values
of the “real” degrees of freedom into a distribution of coarser observed values. In one specific
model it is found that the IFR can be preserved given a notion of effective work. However,
differing from our setup, this quantity is not stochastic. The coarse-graining of the statistics of
the currents for biochemical systems has been considered in Ref. [20]. The partial fluctuation
theorem in systems weakly coupled to the environment has been studied in Ref. [21], where
it is argued that a violation of the FR can persist even in the limit of vanishing interaction.
Uhl et al. [22] have considered the fluctuations of an apparent entropy production in bipartite
systems, finding many cases where an effective affinity restores the FR. For chemical networks
where only some molecular species can be monitored experimentally, Bravi and Sollich [23]
derived systematic models for subsystem dynamics that can help with the inference problem
of estimating properties of the environment from observed sub-network dynamics. Another
situation where the observer does not have access to all of the thermodynamic currents are
stochastic models of so-called “Maxwell demons”, systems composed of an engine and a
memory that operates a feedback control on the engine. To the total dissipation rate contribute
fluxes of energy and of information, and an observer that does not duly keep into account
the demon observes controversial behavior [24-26]. The FR in such models was investigated
in Ref. [27], where the problem was solved by defining suitable observables that reinstate
the FR, but which differ in nature from currents. Similar in spirit are the FRs for conditional
and marginal probabilities discussed in Ref.[28], where appropriate terms are added to the
entropy production rate in bipartite systems where one degree of freedom is neglected, and
the hidden Markov models considered in Ref. [29]. All these approaches differ from ours as
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we assess properties of marginal observables without resorting to ad hoc redefinitions of the
stochastic observable under consideration (the currents).

Because of hidden heat flows, system-bath correlations in either classical or quantum sys-
tems, if not taken into proper account, might lead to violations of the laws of thermodynamics
[30]. The authors of Ref.[31] comment that “in order to re-establish the laws of thermody-
namics, one not only has to look at the local marginal systems, but also [at] the correlations
between them”, and this can be achieved by some effective description. Effective thermo-
dynamic potentials also play a role in systems strongly coupled to their surroundings [32].
Estimation of incomplete entropy production may also occur in systems with phenomeno-
logical forces accounting for fast interchange with the bath [33].

Another procedure that naturally leads to questions about marginal currents is the separa-
tion of fast vs. slow degrees of freedom. An effective affinity has been proposed to analyze
experiments where a slow degree of freedom has been observed while the fast ones were
integrated away [34]. The effect of time-scale separation in thermodynamics has been stud-
ied in Ref. [35] and recently in Refs. [36-38]. The former highlights that effective dynamics
only preserve certain thermodynamic properties if internal detailed balance is obeyed, a feat
that will play some role in our analysis of phenomenological currents. The latter show that
in general the blanket is too narrow, and either dynamics or thermodynamics need to be
sacrificed: while in their case it is thermodynamics, in ours it will be dynamics—viz. we are
not presenting a theory of an effective dynamics in the observable configuration space.

Stalling steady states have been considered before by Qian [39], who dubbed the effective
affinity that we will later introduce “isometric force”, and they play a role in the analysis of
molecular motors [40]. Stalling currents also appear to play an important role in efficiency
optimization, as e.g. in so-called Biittiker probes [41-43]. An effective two-terminal ther-
moelectric nanomachine, obtained starting from a more complete three-terminal machine
with one stalling current, has been considered in Ref. [44] to study the effect of asymmetric
Onsager coefficients on efficiency.

Response far from equilibrium is a broadly studied subject. In general, itis well-understood
that the FDR has to be modified by including the correlation of the current with a quantity
that is symmetric under time-reversal, alongside with the current’s self-correlation. This can
giverise to interesting behavior such as negative differential mobility, i.e. the fact that one can
“get less by pushing more,” as is well illustrated in the driven lattice Lorentz gas described
in Ref. [45,46]. Experimental verifications of modified FDRs are also available [47]. We will
only briefly address the response of systems arbitrarily far from equilibrium, and mostly
focus on response at stalling. Far from equilibrium, the notion of an effective temperature
has been investigated in weakly ergodic ageing systems [48,49].

Part of the material covered in this manuscript has been anticipated by the Authors in
Ref. [50] for the case where the currents count a single transition in configuration space.
Response out of stalling was presented to some extent in Ref. [S1], which was stimulated by
the specific analysis found in Refs. [52,53]. One of the Authors considered FRs for a marginal
current in the case of electron transport in a double quantum dot in Ref. [54]. A construction
analogous to ours that allows to prove IFRs for appropriate functionals was advanced by
Shiraishi and other authors [55-57]. A comparison of our proposal and Shiraishi’s was
provided in Ref. [58].

o

Outlying the theory in full requires to deploy a broad spectrum of techniques, ranging
from Markov processes, to algebraic graph theory [59], to the theory of large deviations of
stochastic processes [60], etc. We can only introduce them in a very compact form in Sect. 3.2
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and give numerous references. We take the chance to shortly review in some detail some of
the mathematical techniques that support the logical development of the theory, casting them
in our own language. For some of these results, we provide novel derivations. A disclaimer
about the mathematics: All our new results will be framed as “Propositions” in order pinpoint
the logical structure of the discourse. Propositions are statements that, to the best of our
understanding, are outlined and argued in a sufficiently self-consistent way, but which might
fall short in meeting the standards that mathematicians intend. In particular, we make no
distinction between Theorems, Lemmas, Corollaries, Remarks etc. We give no complete
statement of the assumptions for each proposition because of an objective lack of expertize
in the more advanced issues of probability theory and Markov processes. Nevertheless we
trust the overall coherency of our argumentation, and we encourage improvement on rigor.
The ornament on p.45 marks the point where most of the results are either new, or they are
reinterpreted in a novel way.

Inspired by the pedagogical principle by Albert V. Baez in his unconventional physics
textbook Ref.[61], we use a spiralling approach to the presentation of the material. The
title, the abstract and this prologue represent the first three spirals of five more and more
in-depth variations on the theme. The paper is structured as a Greek tragedy, with the main
material exposed in a technical way in the episodes, preceded by the prologue that the reader
is just reading, and most importantly by the parode, the first song sung by the chorus, which
anticipates the main themes in a self-contained manner. Throughout the play the chorus stays
on stage as a constant interlocutor, so the reader should always keep in mind the voice of the
parode, which is structured into a strophé and a antistrophé with the same meter, where we
present the older material and the newer one, in parallel ways. The parode ends with an epode
on future perspectives related to our results, while more technical conclusions are drawn in
the closing exode. The preceding stasimon, the final song sung by the choir, is in a diminished
locrian mode. The reason why this story should be a tragedy, rather than a comedy, is not
clear to the authors.

2 Parode: Enunciation of the Main Results

Before dwelling into our theory in full detail, in this Parode we present a less technical, yet
self-contained discussion of the main results, which can be considered as an independent
letter on its own. This “entrance ode” is meant to provide the reader knowledgeable in the
field with enough details to reproduce most of the results on his own, and the neophyte with
an overview on the main lines of reasoning. Quoting (with minor adjustments.) A. V. Baez
[61], «the reader may go through this section rapidly, as it takes him through a round of the
spiral; the treatment may strike him as light, even inadequate. But he/she should rest assured,
however, that we are laying a good foundation for a more concise and mathematical treatment
in the following chapters ».

We will first introduce the known facts regarding a “complete” set of currents to make
contact with established knowledge and lingo in the field. We then introduce our new results
about marginal sets of currents, paralleling them to the older results. Finally we explain some
of the main technical ingredients underlying our results, and draw conclusions.
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Fig. 1 First row: on the left, pictorial representation of a system through which currents flow; on the right, the
standpoint of a marginal observer that only measures certain currents. In the second, the system’s state space
that mediates the passage of currents is resolved: it is a discrete network

2.1 Strophé:“Complete” Fluctuations and Response

Macroscopic thermodynamics describes systems through which a certain number® |a| of
(steady) currents ¢, flow, powered by conjugate thermodynamic forces or affinities Ay .
The system can be seen as an interface between several reservoirs, with the currents flowing
through the system, to and from reservoirs. We take currents and affinities to be a “complete”
set of core, irreducible observables, assuming that all conservation laws, e.g. of energy (First
Law of thermodynamics), number of particles, etc. have already been taken care by gauging
out certain reference reservoirs. We shall explain what it exactly means to be “complete” later
in this Parode. Then the affinities usually are differences of inverse temperatures, chemical
potentials, etc., and currents are “conserved on their own”. For this reason we drew them as
in-out “reservoir arrows” in the illustration Fig. 1. The macroscopic entropy production rate
(EPR) is defined as the bilinear form

o= praﬂa. (D

3 Symbol | - | denotes both the cardinality of sets and the range of indexes. Wherever possible, we will omit
to specify the range of indexes.
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When we go microscopic, because of thermal noise we need to allow for fluctuations.
We thus make currents into random variables. We consider a single realization, or path
or trajectory ' of a hypothetical experiment in a time window [0, ¢]. The stochastic time-
integrated currents @/, := ®,[w'] are functionals of such trajectory, typically time-extensive.
Therefore

t
¢q = lim (%) ()

t—>oo t

converges and yields the mean steady currents, where the average is taken with respect to a
probability measure over trajectories P(w')Daw’, that we will describe in detail in Sect. 3.5.1.
Along a single realization of the process, we define the entropy production as

Y LA+ O(). 3)

Here O (1) stands for contributions that do not add-up in time, which are due to the transient
adjustment of the system’s internal entropy. With a slight stretch of imagination, the entropy
production can be considered as the amount of entropy delivered to the environment during
the process; however, to be slightly pedantic, we must emphasize that in our approach there
is no such thing like a state function “entropy of the environment”.

The entropy production is the major actor in the so-called fluctuation relation (FR) [13—
15,62-64]

P({Pa})

P — P2 el @
where P({®.}) is the probability density function (p.d.f.) that the time-integrated currents
@, take values in a neighborhood of ®,. In the rest of the paper we will adopt a strategy
discussed in Ref. [62] by which we can deal with finite-time FRs on the same footing as with
asymptotic ones, whereby the above relation is exact equality at all times, provided the initial
configuration from which the trajectory departs is selected with an appropriate probability
distribution. In all those cases where results only hold in the long-time limit, we will use the
asymptotic equality <. The reader not interested in these subtleties might just view all the
FRs as asymptotic at t — 4-00.

An immediate corollary of the FR is the integral fluctuation relation (IFR)

(exp —Z d>afﬂa) =1. (5)

The IFR embodies and refines the Second Law of thermodynamics, which states that on
average the EPR is non-negative,

o>0, (6)

an immediate consequence of Eq. (5), via Jensen’s inequality for convex functions.
A system is said to be detailed balanced when all of the affinities vanish; in this case the
steady state is an equilibrium, that is, all mean steady currents vanish:

equilibrium : Ay =0, Vo < ¢4 =0, Vo )

It is well known that the FR actually gives rise to a cornucopia of IFRs [65]. We notice
here in passing, as a new result, that in the case where only two processes contribute to the
total entropy production, |«| = 2, from the FR also follows

(exp — @1 A1) = (exp — Do A2) . ®)
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We dub this the reciprocal IFR. The interesting feature of this relation is that it resolves and
relates the statistics of two currents that can be quite different in physical nature.

The FR allows to derive all known results of response theory close to equilibrium. To
attack this problem, we introduce an explicit dependency of the structural properties of the

system (viz. the transition rates of the underlying stochastic dynamics) on certain parameters
||

x = {xc},_» || = ||, with the following requirement:

AO The first || of these parameters are thermodynamic, meaning that there exist constants
eq
X such that

A (X) = X — X5 ©)
All other parameters {x, },>|«|, on which the affinities do not depend, are kinetic.

Notice that while this is just a contrived way to say that we either perturb the affinities, or
some property that does not alter the affinity, this subtlety will play an important role below.
At x = x® the system satisfies detailed balance whereby all of the forces Ay (x¢4) = 0
vanish and so do the currents, qbzq ‘= ¢ (x®9) = 0, where the superscript “°d” means
“evaluated at x = x®4”.

For systems that are slightly perturbed out of equilibrium, two major results hold: the
(symmetrized) fluctuation—dissipation relation (S-FDR) and the reciprocal relations (RR)
[7,8,10]. Defining the response coefficients as

_
¢0(;I( L a)CK )

these two near-equilibrium relations state respectively that the response to a variation of a
thermodynamic parameter at x = x4 satisfies

(10)

B+ 9, = 95 1)
¢Z?a, - ¢Z‘};a =0 (11b)
where
1
Pae = t1—1>nolo ? (((D(tx - <q)fx>) (CI);, - <CI)L,>)> (12)

is the steady-state variance of the currents, properly scaled with time. The S-FDR and the
RR can be proven quite straightforwardly as corollaries of the FR. More importantly for this
paper, the first result follows as a corollary of the IFR Eq. (5), and the second as a corollary
of the reciprocal IFR Eq. (8). At equilibrium, currents do not respond to a variation of the
kinetic parameters:

G =0, k> |al. (13)

Furthermore, the FR can be employed to produce higher-order response relations [66—68],
which constitute the most promising testing ground for our theory. For example, at third
order, focusing on one single current, near equilibrium one obtains

waa = 0 (14a)
eq eq
¢aa;a - ¢a;aa =0, (14b)

where ¢yqq is the scaled third-order cumulant. The first relation is due to the fact that
at equilibrium the current p.d.f. is symmetric, P°4({®,}) = P®({—D,}), and the second
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expresses the second-order response of the average current in terms of the first-order response
of its variance.

— -

Let us now sketch the mathematical framework and assumptions based on which the
above results can be derived (full details in Sect. 3.2). We consider a continuous-time, discrete
configuration-space Markov “jump” process occurring on a finite network with configurations
(sites in graph-theoretic language) i, j, . .. connected by transitions (oriented edges) ij, . . .,
where the i is the final site and j is the starting site, following the right-to-left physicists’
convention. The dynamics can be described by an evolution equation for the probability p; (¢)
of being in configuration i at time ¢, governed by the master equation

d -
—p(t) = Wp(). 15
7 tp( ) p@) 15)
Here, p = (p1(t)); and W is a Markov-jump process generator (MJPG) with entries
o fwi i #E g
Wi = {—w,» iz (16)

where w; = ), wj; is the exit rate out of a configuration. We call W the forward generator.
The dependence on the external parameters is encoded in the rates w;; = w;;(x). Given
the steady state of the dynamics p, satisfying W p = 0, one can construct the time-reversed
generator W=prwlpP1 or simply, time reversal (TR), where P = diag (p;);. In a sense,
time reversal “runs steady states back in time,” with detailed-balanced (equilibrium) systems
obeying time-reversal symmetry

W(x9) = W (x°9). (17)

Time-integrated edge currents ®! ; count the net number of times a certain transition is per-

formed along a single realization of the process; all possible current-like observables ®!, are
linear combinations of edge currents. It is usually more practical to study the currents’ statis-
tics via their cumulants, properly scaled in time. An important result in the theory of the large
deviations of Markov processes allows to obtain the currents’ scaled cumulant generating
function (SCGF)* A({gq}) as the dominant eigenvalue of a suitably defined “tilted” operator,
see Sect.3.5.3. Then the FR Eq. (4) translates into the following fluctuation symmetry [15]

A({gaD) = 2({Ax — ga}), (18)
while the IFR Eq. (5) reads
A({ALD =0 (19)
and the reciprocal IFR Eq. (8) reads
A{ALL 0 = 1({0, A2}). (20)
All of the above results hold in the following “complete” setups:

Al Index a spans through independent cycles in the network. The affinities are computed as
the sum of the log-ratio of the rates log w;; /wj; along such cycles, and their conjugate
currents @, are edge currents associated to certain preferred transitions in the network,

4 We actually adopt the sign convention of Touchette [60] rather than that of Lebowitz and Spohn [15] on the
definition of the tilted operator, and thus on the SCGF—which in our case is actually a signed SCGF.
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in the light of Schnakenberg’s cycle analysis of steady states, which is the analog of
Kirchhoff’s mesh analysis of electrical circuits applied to Markov processes [64,69,70].

A2 Index o ranges through a smaller number of phenomenological currents, which in realis-
tic physical models are associated to several transitions in the configuration network of a
system. Provided such transitions cover at least a basis of cycles, correspondingly, for the
FR to hold, the cycle affinities must enjoy certain symmetries, a condition called local
detailed balance or thermodynamic consistency—or simply consistency, systematically
analyzed in Refs. [71,73].

For example, if measured independently, the set of currents denoted by double arrows in the
following network form a minimal “complete” set according to setup Al,

Al

As detailed in Sect. 3.4, the corresponding cycle affinities are calculated as the log-ratio of the
product of the rates on a basis of fundamental cycles. We can represent them diagrammatically

as o <—20 <20
i AN
A = log - , Ax=log — ..

|

Az =log

NI NN

AN
—_— Ay=log———m,
N

o (21)

where the arrows in the diagrams imply multiplication of the corresponding rates.

Instead, if the observer is only capable of measuring a linear combination of the above
currents, then we fall within setup A2. This might be the case when several transitions
in configuration space correspond to the exchange of the same physical quantity with one
particular reservoir, a situation that we illustrate by a curly “reservoir arrow,” borrowing from
the chemistry literature. For example, the system
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o</ o <A/ o

A2)

0o </ ¢ <A/ o

corresponds to the situation where each of the four transitions contributes one unit to the
phenomenological current, but the observer would not be able to tell which one of the transi-
tions happened. Then, to grant consistency, for this particular example the affinities along the
cycles depicted above must all take the same value (otherwise, by a calorimetric experiment
the observer would be able to tell the difference!).

Let us give an insight on the physical interpretation of transition rates and on their ther-
modynamically consistent parametrization assumed in AQ. For detailed balanced systems
subject to conservative forces, the most general form that the rate of hopping from site j to
site i can take is

wqu = v;j exp—u; (22)
where v;; = vj; > 0 is symmetric. From a physical standpoint, in view of e.g. the Arrhenius
law [72], one can portray the configuration space of a system as a landscape with the sharpest
minima at the configuration sites, separated by activation barriers. The configuration function
u; and the symmetric term v;; fully describe such an internal landscape. For systems that do
not satisfy detailed balance an asymmetric term a;; = —aj; appears and we can generally
write [73]

wij = wgg expa;j/2. (23)

The intuition is that the non-conservative term a;; is arelic of the interaction of the system with
the degrees of freedom of an external reservoir that influences the transition. For example,
in the procedure of obtaining an open irreversible chemical network from a closed one
by chemostatting chemical species described in Ref.[74], the internal landscape is fully
encoded in the reaction rates, while the terms a;; correspond to the concentrations of the
external chemostats. Importantly, thermodynamic affinities only depend on the latter: the
transformation of one particular affinity d A, at fixed values of all other affinities, only
involves: (A0Q.i) a local transformation of the external “relic” terms along the network’s
edges that are peculiar to that particular mechanism; (AO0.ii) a global transformation of the
internal energy landscape. We will detail this issue in Sect.5.8.
We will call a transformation of the form

wij — w;j = wjj e % (24)

a gauge transformation. Under such a transformation, the log-ratio of the rates log w;; /wj;
transforms like an inhomogeneous gauge connection, but the affinities are invariant. In a
sense, they are the Wilson loops of the theory. This nomenclature is, in fact, more than an
analogy. Gauge invariance of nonequilibrium thermodynamics is a concept put forward by
one of the authors in Refs.[75,76]. There, it is argued that it is a necessary property if one
wants to make sense of thermodynamics as a science of information and ignorance [77], as
the corresponding continuous symmetry corresponds to a modification of prior probabilities.
Therefore gauge invariance allows to deal with biases encoded in prior information, often
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perceived as a threat to the “objectivity” of the theory. A more physical motivation of gauge
invariance in terms of thermodynamics potentials can be found in Ref. [78].

2.2 Antistrophé: Marginal Fluctuations and Response
We now focus on a subset of || < || currents {CDE .} and consider their marginal p.d.f.

P({®u}) 1=/ [] dPa PUPL)D. (25)
o>

The questions we address are: which of the above relations survive, what new results emerge,
and under which (presumably stricter) conditions?

The central result in this paper (Propositions 3, 19) is that there exist effective affinities
Q,, such that a marginal IFR holds

(exp— Y @.Q) =1, 26)
despite the fact that the full-fledged FR does not,
P({P.})
———~ £ex QP 27
E RIS

and, provided there is at least one additional unobserved current, neither does the reciprocal
IFR,

(exp —®1Q) # {exp —DP2QD), (28)

Here and below # loosely means “generally not,” keeping into consideration that one can
always fabricate systems whose marginal currents do obey the marginal FR (e.g. systems
with statistically independent currents because of a special topology of the network). That the
FR does not generally hold can already be deduced by the analysis of specific examples, see
e.g. Ref. [53]. Again, our marginal IFR holds asymptotically, for any given initial ensemble,
or at all times provided the trajectory’s initial configuration is sampled from a special state
p* that we will describe shortly.

However, a moment of reflection leads to the conclusion that, per se, the existence of
values of the {Q,} that make Eq.(26) true should be no surprise. If we are allowed to tune
such values at will, the average of the exponential can definitely range anywhere from 0
to +00. As we will discuss later in this Parode, for || > 1 there actually is a continuum
of candidate effective affinities fulfilling the marginal IFR. Thus, what is important is not
that there exist such values, but that they can be given an operational interpretation.” We
reserve the expression “effective affinities” and the notation {Q,,} to one particular choice of
those values, identified by a constructive procedure that we will soon detail, and that most
importantly grants that they are marginally thermodynamic in the sense that

d
oxy
This is crucial if we want to produce a response theory. However, this latter fact requires to
slightly reduce the scope of assumption AO:

ad
Qux) =38, = K.‘f’lﬂ(x). (29)
w

5 Interestingly, the same emphasis on this operational aspect is found in the already mentioned textbook by
Baez: “An understanding of concepts requires, however, much more than the ability to recite the associated
words and their dictionary definitions. It is necessary to study, and preferably to experience, the operations
that give meaning to the words.”
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BO Thermodynamic parameters only affect the rates of the networks’ edges that support the
current of observational interest.

We will investigate at length the difference between AO and BO in Sect.5.8. Let us already
give a piece of good news, in the light of the physical parametrization of the transition
rates discussed in the previous section. The only difference with respect to the parametriza-
tion of the “real” affinities of the “complete” theory is that modifications of the internal
landscape might affect effective affinities. Therefore we can only afford (A0Q.i) the same
local transformation of the external antisymmetric terms along the network’s edges that
are peculiar to that particular mechanism. Instead, we need to replace (A0.ii) with (BO0.ii)
a local transformation of the internal energy landscape. This is not a dramatic restric-
tion. As a matter of fact, the workings of Proposition 28 basically show that there is not
much more to “thermodynamic parametrization” than there is in “local parametrization,”
so that this whole discussion can be safely dismissed: the whole point of this discourse
is to show that the parametrization does not really affect the theory, unless one plays
devil’s advocate by picking a very nonlocal and contrived parametrization. As far as we
only modify reservoir properties (e.g. temperatures, chemical potentials), we are on safe
grounds.

From the marginal IFR follows that the marginal EPR Z Q. ¢, is positive, while notice
that in general the “piece” of EPR Zﬂu‘f’u might be not, due to the phenomenon of
transduction by which some currents can be made to run against their conjugate thermo-
dynamic forces by a conjure of the other currents and forces [79]. More interestingly,
we prove in Proposition 21 that the marginal EPR is always smaller than the “complete”
EPR

0<> Quou <D Anas (30)

This generalizes the results of Ref.[58], which deals with the case || = 1. These con-
siderations open up the question in what sense Z 1@ ¢, can actually be interpreted as
EPR from a marginal point of view. As shown in Ref.[50], and recapitulated in Sect.4.5,
in the case of a single current supported on one edge, indeed this quantity represents
the putative EPR evaluated by a local observer that can only access information about
a specific transition of the system, and who formulates a minimal steady-state model of
the hidden sector of the system. We lack the generalization of this latter argument to
Il > 1.

In fact, there exists entire hierarchies of marginal theories, according to whether one
measures || = 1,2, ..., |a| currents, up to a “complete” set. For example, the above case
study admits |a|! = 24 hierarchies, among which
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Within any one such hierarchy, we will be able to show that the mean EPR estimated at each
level is smaller than that estimated at the subsequent level,

0<...< Za}iunluldm <...< ZQ& ~~~~~ lal(f’a, 31

where we now added a superscript as a further specification of the effective affinities, to
highlight the fact that they are associated with the |u|-th theory in the hierarchy. That is
because effective affinities associated to the same current, but referring to different levels in
the hierarchy, are generally different. The “real” affinities A, = Qg, """ I are the last in the
hierarchy.

(We now go back to dropping the hierarchy specification superscript 1, .. ., |].) A system
for which all marginal currents vanish, d)Z‘ = 0, Vu, is said to be at stalling, where it stalls.
We will show (Propositions 11, 22) that one achieves stalling if and only if all of the effective
affinities vanish:

stalling: Q, =0,Vu < ¢, =0,Vpu. (32)

While the marginal currents vanish at stalling, all other currents need not vanish. Hence
stalling steady states are generally far from equilibrium, and can be interpreted as states of
“local equilibrium” with respect to our hypothetical marginal observer. Clearly, the variety
of stalling values x*! includes that of equilibrium values x°4, and typically the latter is a set
of zero measure in the former.

Let us now consider response to perturbations out of stalling. The IFR alone grants the
validity of the S-FDR, but not of the RR:

¢Zt;u’ + ¢1sxt’;u = ¢;sttu’ (33a)
¢;t;u’ - ¢;t’;u 7 0. (33b)

This is a clear-cut experimental prediction of our theory: While the S-FDR relation is common
to response out of equilibrium and out of stalling, the violation of the RR is a signature of
stalling. Notice that Eq.(29) is a guarantee that perturbations with respect to the effective
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affinities are the same as perturbations with respect to the “real” affinities, so that to test
response at stalling no specific experimental protocol has to be devised that is inherently
different than that at equilibrium, provided assumption B0 is met. This is crucially important:
We want the experimental apparatuses of the “complete” and the marginal theories to be the
same, because in principle there is no a priori assurance that the system we are going to
measure is actually complete.

Let us now look at other signatures of stalling. Differing from the “real” affinities, the
effective affinities might still depend on the rest of the parameters z := {x, }i> |

Qux) = x, — 33 (). (34)

These include the kinetic ones. In other words, the effective affinities might be sensible to
modifications of the internal landscape even in the hidden sector of the system. This gives
rise, in spite of Eq. (13), to the response formula

a’xbt det/
X _
E ¢>M + E e =0, (35)
equipped with orthogonality relation
st
> g, 2k g, (36)
m dx,

Hence, perturbations of kinetic parameters, even far from the observable configurations,
might lead to a perturbation of the steady state out of stalling. Local equilibrium is more
fragile than equilibrium, as intuitive.

Considering higher cumulants, at third order we find, in spite of the two equations in
Eq.(14), that

1

¢f¢t;uu - ¢;tu;u = §¢th#//«’ (37

while in general

¢, # 0. (38)

This is due to the fact that, at stalling, the marginal p.d.f. is not necessarily symmetric,
PY({D,)) # P ({—D,)). Therefore, the skewness of the p.d.f. is a signature of a stalling
steady state.

-

In the framework of Markov jump-processes on a network briefly described above,
marginal currents and their conjugate effective affinities can either be

B1 Currents flowing along single edges, but with some cycles left out from the accounting.
Effective affinities are uniquely identified by the theory.

B2 Phenomenological currents. In this case, our construction only holds provided that effec-
tive affinities satisfy a condition of marginal consistency that with simple examples can
be shown to be stricter than “complete” consistency.
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An example of setup B1 is the following network

Qo <<—

B1)

Qo <<——

where arrowed transitions are observable, and grey transitions are hidden. The remaining
two transitions are kept black because, at a steady state, the current flowing through them is
known. Let us denote the observable transitions i, j,. The effective affinities are identified
according to the following recipe: Remove all the observable transitions (we may assume for
simplicity that the network remains connected, but this is not mandatory):

On such a reduced configuration space, let us consider the dynamics described by the
hidden generator Whiq obtained by setting the rates of the observable transitions to zero,
wi, j, = wj,i, = 0. Let the system relax to the stalling steady state p*' of the hidden
dynamics, Wy;qp %t = 0. Then the effective affinities are given by

t
Wi, ju P
Qu =log ———2 (39)
Juin P i
From an operational perspective, to find the effective affinities there is no need to know the
actual rates, as one can just tune parameters to make the currents stall {¢,} = 0. In fact,
notice that a local parametrization of the rates such as

wi, j, (X
L() = expxy (40)
Wi, (X)
yields
Qu(x) = x, — x! 1)

where x;} = log( pf; / ij). Furthermore, we can show that there is no difference between
“tuning to stalling” and “removing” as far as the stalling steady state is concerned (see
Proposition 23). This latter expression is the fundamental link between the mathematical
and the operational definitions of the effective affinities, thus the cornerstone of the physical
interpretation of our theory. The effective affinities have a twofold characterization. On the
one hand, they can be interpreted as the forces exerted on the observable edges at a quench,
that is, by preparing the system in steady state p* and then suddenly switching on the
transition rates. On the other, they can be obtained by tuning the controllable parameters
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to the stalling values that make currents stall. Furthermore, the effective affinities will be
shown to be gauge invariant under transformation Eq.(24), exactly like their “complete”
counterparts, thus granting the compatibility of the theory with foundational requirements.

Notice that, like we briefly mentioned above, when considering an observer who adds
more and more currents to his/her observational basket, different marginal theories are gen-
erated. Now the reason is clear: the stalling steady state obtained by removing |u| edges
is different from that obtained by removing a subset |u/| C |u|. As observed, the effective
affinities conjugate to one particular current differ among themselves at different levels of
such hierarchy, which implies that the stalling values x,‘{‘l’m differ as well. From an opera-
tional point of view, this phenomenon has a simple interpretation: by virtue of Eq. (35), once
the first |u'| currents stall, tuning the other || — |u/| to stalling will also perturb the first,
thus disrupting the stalling steady state achieved before. This creates space for an interesting
question, whether there exists a smart iterative procedure to tune to stalling.

Like with affinities, we can give a graphical representation of effective affinities. For
example, for level || = 3 in the hierarchy illustrated above we have three effective affinities.
Let’s consider only the first, which reads:

o 7N
VDRI N

In a way, like each “real” affinity in Eq.(21) is defined along one fundamental cycle, cycles
(more than one) still play a role in the definition of the effective affinity, though in a more
involved way. The effective affinity includes all of the cycles that pass through the observable
transition and that are not already “taken care for” by other observable transitions. This “dress-
ing” of the affinity by resumming diagrams is somewhat reminiscent of the paradigm of the
renormalization of particles’s masses and charges in Quantum Field Theory. It’s interesting to
compare these effective affinities to the “real” affinities of such cycles ¢ > u, # 1’ # u that
contain the observable edge under scrutiny but not all others. We can prove as a consequence
of the log-sum inequality in information theory that

_ 2o $eAe
T Yo dw
where the ¢4 are the so-called Hill cycle currents [79,80], which provide a fundamental
cycle decomposition of the stochastic process.

Ifinstead we are in framework B2, and for example the two observable currents considered
above are associated to the same reservoir so that the observer measures the sum of their

values
® éL

Q. 43)

B2) ,
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then the theory stands on the major assumption of marginal consistency, which in this par-
ticular case requires the two effective affinities to be identical. Systems that fail to meet
this condition exhibit a violation of the IFR and of the S-FDR. At stalling, where the phe-
nomenological current vanishes (e.g. the sum of the two currents in the current example),
the condition of marginal consistency has an intuitive physical interpretation: we will show
in Proposition 31 that it is met if all of the microscopic edge currents contributing to a
phenomenological current also vanish. For example, the following configuration of currents
makes the phenomenological current vanish, but it is internally lively, which would lead the
observer to estimate a vanishing effective EPR where, instead, there is effective dissipation:
0 ———=

/
/
/
/

B
.—

Here, every arrow depicts a “quantum” of current; notice that Kirchhoff’s current law is
satisfied at each site of the network. For such a system, our theory will not work. Proposition
32 makes the point that, if for all possible values of the microscopic currents there is no
internal dissipation, then the theory is marginally consistent.

— - @

The main instrument we will employ is the SCGF of the marginal currents A({g.}),
which by the contraction principle in Large Deviation Theory can be obtained from that
of the “complete” currents by setting g, = 0, for all unobserved currents o > |u|. As
briefly mentioned above, it is well known from Large Deviation Theory that the SCGF is the
dominant Perron—Froebenius eigenvalue of the so-called filted operator M ({q,.}), obtained
from the MJPG W by augmenting the off-diagonal entries corresponding to the transitions of
interest with exponential factors that depend on the counting variables g, . In general the tilted
operator is not a MJPG. Nevertheless, the central result in our paper, stated in Proposition
1 (for one single edge current) and Proposition 17 (for several edge currents), shows that,
letting Ry be the diagonal positive-definite matrix R, = diag {p;'};, then the operator

Wi=RM{Q D" B! (44)

ii indeed a MJPG, which we call the hidden time-reversal (hidden TR) generator. Since
W and M ({QM})T are similar, their common Perron eigenvalue vanishes and we obtain the
marginal IFR for the SCGF

r({Qu)) =0. (45)

For || > 1 there actually exists a continuum of values g, = q; for which A({q;}) =0.
Consider for example the case || = 2. In this case, unless the system displays critical behav-
ior (nonequilibrium phase transitions [81]), the SCGF is a paraboloid-like curve. Its locus of
zeroes is a closed convex curve that includes (0, 0), and the effective affinities (Qi’z, Qé’z).
Also, where it meets with the two axis, it also includes the two effective affinities (0, Q%)
and (Q!, 0) (some illustrative figures can be found on p.74). All these values have a special
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physical interpretation, and in particular they are well-behaved as comes to thermodynami-
cally consistent parametrizations of the rates. All other values g}, g5 are not representative
of anything physical, to the best of our understanding.

A compelling question is what kind of process evolves by the hidden TR generator. We
collect evidence that hidden TR “tends to preserve” the dynamics in the observable sector
of the configuration space, while it “tends to invert” it in the hidden sector. We show that
(Propositions 4, 17):

W =: Wiar + Whid (46a)
VT] = Wmar + Whid (46b)

The first equation actually defines the marginal generator Wi, on the marginal edge set as
that which has vanishing entries for all edges that do not belong to the observable configuration
space. In the second expression there appears the time reversal of the hidden generator
Whia = Py WhTid Pst_l. Notice that, differing from the time reversal of the full generator W,
here inversion needs to be taken with respect to the stalling steady state (which in fact is
the steady state of Whiq). Then, the hidden TR W only reverses the dynamics in the hidden
configuration space. Furthermore, the hidden TR construction is involutive:

wW=Ww. (47)

Marginal and hidden degrees of freedom are intertwined. In particular, as a simple con-
sequence of Kirchhoff’s current law, one cannot modify hidden currents without affecting
the observable currents. So, for example, if this is a steady configuration of currents in the
forward dynamics,

——
E—

o 1
<
then the corresponding steady configuration according to the hidden TR dynamics might
look something like this (we emphasize that these are just pictorial illustrations):
. —_—
- =

@@ =———
ESa——
Notice that the observable cycle currents maintain the same direction, while the hidden
currents “tend to be reversed,” though such inversion cannot be exact otherwise Kirchhoff’s
current law would be violated.

@ Springer



M. Polettini, M. Esposito

We can also consider the behavior of the other law of Kirchhoff, the loop (or cycle) law
prescribing the values of the “real” affinities. We show (Proposition 7) that the hidden TR
generator reverses all of the hidden “real” affinities, while it “tries to preserve” the marginal
ones:

Ay =2Q, — Ay, wslul, (48)
Ay = —Ag, a > |ul. (48b)

Notice that at stalling all of the affinities are exactly reversed. In fact, at stalling the hidden
TR generator coincides with the forward TR generator

W(xs) = W, (49)

which is the analog of the detailed-balance condition Eq. (17). _
Associated to the marginal dynamics is a marginal path measure P, in terms of which we
can prove the marginal FR

PP

=exp )y Q,P,, (50)
P((~®u)) 2.
which can be equivalently stated as a marginal fluctuation symmetry as

() = 2(Qu — g (51)

Notice the crucial difference with respect to its “complete” counterpart Eq. (27): in this case
we are comparing different probability distributions, which opens up the question whether
the hidden TR dynamics can be operationally defined, just like effective affinities were. From
Eq. (50) we can restore the generalized RR at stalling

d’;t; W= alstt’;u' (52)

More in general, all of the higher-order response relations that characterize “complete” sys-
tems can be restored upon appropriate hidden TR. Surprisingly, we can even prove, only at
long times, a inter-hierarchical FR

Slul [l
Pafient) S al-Ha, %Q‘ """ S
Pl ({@M}Z‘L) n=1

where /| > || and where now Pul i the hidden TR associated to the |¢|-th marginal
theory in the hierarchy.

Finally, we also stack one negative result to the pile. Recently an uncertainty relation
connecting a current’s error and total dissipation has been proven [82-85]. However, the
bound is not strict and it is only significant when the current quantifies the full dissipation.
For marginal currents, it makes for a natural conjecture to speculate that the effective affinity
would enter the bound in place of the “real” ones. We show in Sect. 7 that this is not the case.

2.3 Epode: Discussion and Perspectives

Let us draw some general conclusions. More technical perspectives will be discussed in
Sect. 8.

In this paper we present a rather general theory of fluctuation relations and response
formulas for an observer that only measures and controls a marginal subset of currents.
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The context is that of the stochastic thermodynamic analysis of continuous-time, discrete
configuration-space autonomous Markov “jump” processes. The theory makes some clear-
cut experimental predictions, in particular the integral fluctuation relation with respect to the
effective affinities, the violation of the reciprocal relations at stalling steady states, and the
validity of the symmetrized fluctuation—dissipation relation. The theory is fairly complete as
regards currents that account for single transitions in configuration space, and it also holds
for phenomenological currents that are linear combinations of edge currents, provided the
additional requirement of marginal consistency is met, which is analogous to local detailed
balance, but stricter. Therefore, the most imminent open question left aside is what kind
of systems satisfy marginal consistency, and if a system does not, how does the surplus of
entropy production at the stalling states affect response.

Central objects in the theory are the effective affinities. While they are mathematically
expressed in terms of the rates of the Markovian dynamics all over the configuration space,
an operational procedure allows to evaluate them without full knowledge of the transition
rates, provided the parameters that the observer controls are known to only affect the rates
corresponding to the measurable degrees of freedom. If this is not the case, then one can turn
the story the other way around, and use the predictions of our theory as a test of locality of
the physical parameters.

The full fluctuation relation and the reciprocal relations can be reinstated upon the identifi-
cation of a suitable hidden time-reversed Markovian dynamics. The question is open whether
to obtain such dynamics one needs to be able to micro-engineer all rates, in which case the
latter relations remain only formal, or else, as is the case for the effective affinities, whether
there exists a phenomenological procedure to determine the dynamics. This would unlock
a new set of experimental predictions of our theory. A test-bed for this possibility is that of
a computational experiment: is it possible to program a Gillespie simulation of the hidden
time-reversed dynamics without specifying all of the rates as an input, but rather by perform-
ing a smaller transformation of the known parameters with respect to the simulations of the
forward dynamics? We are not yet in the position to give a definitive answer to this question.

An important consideration is that ours is not a kinetic theory, that is, it does not provide a
procedure to coarse-grain the dynamics in the hidden sector of the configuration space in order
to obtain an effective dynamics in the marginal configuration space. While the gedanken-
observer described in Ref. [50] and Sect. 4.5 does cook up a marginal dynamics that explains
his steady-state observations, in no way this dynamics is representative of the finite-time
behavior, including such questions as the rate of convergence to the steady state, first exit
times out of the hidden sector etc. Furthermore, our theory does not involve an exquisitely
dynamical, but physically relevant limiting situation, that of time-scale separation between
the marginal and the hidden degrees of freedom. The relationship between our theory and
various other approaches, such as those described in Refs. [23,36], is an interesting territory
to explore.

The results that we presented are amenable to several generalizations. To lattice gas mod-
els, where response theory is enriched by all aspects regarding the spatial disposition of
particles [45]. To Markov jump processes on infinite configuration spaces, in particular pop-
ulation dynamics, chemical reaction kinetics, and reaction-diffusion theory. To diffusion
processes on continuous configuration spaces. To time-periodic processes, rather than sta-
tionary, and more generally to time-dependent perturbations, to systems with resetting [86].
To finite-time response to a sudden perturbation x, () = 0(f) (x,, — x;‘) (0 being Heaviside’s
step-function), or to perturbations that are modulated in a finite-time interval. Periodicity
calls for a study in Fourier space, where response relations incarnate into susceptibilities and
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spectral response functions, and where it is already known that far from equilibrium several
of the equilibrium results are violated [87,88].

Further questions on marginal and effective theories are genuinely thermodynamic. As a
matter of fact, any question addressed in recent years in the field can be turned marginal:
the study of efficiency and efficiency fluctuations, of the linear regime where (marginal)
currents are approximately linear in the (effective) affinities, of transduction [79], of varia-
tional principles such as the minimum and maximum entropy production principles [89,90].
Recent models cope with strong system-environment interactions by envisaging the system
as a subsystem of a larger system-environment complex, itself weakly interacting with its
surrounding. Again, such system-environment complex could be analyzed in terms of our
theory. Systems that have irreversible transitions, such as stochastic processes with resetting,
always posed a challenge, because the thermodynamic force diverges along irreversible tran-
sitions; one way out, among others [91], could be to dump the irreversible transitions into
the hidden trash bin.

The observables that we consider, the currents, are antisymmetric under time reversal. A
new central paradigm is that response out of equilibrium depends in a crucial way on the
activity of the system, i.e. some measure of the gross amount of stuff flowing, in opposition
to the current that measures the net amount of stuff delivered. Many recent results regarding
currents have been generalized to flows and other symmetric quantities, e.g. the uncertainty
relation briefly mentioned above [92], fluctuation relations [93], and response formulas [94—
96].

Violations of the reciprocal relations are often associated with broken time-reversal sym-
metry, e.g. the microscopic dynamics involves axial fields that are antisymmetric under time
reversal, such as magnetic fields, Coriolis forces, the momentum variable in underdamped
Brownian motion etc. It is well known that in these cases the Onsager symmetry can be
restored upon inversion of the axial fields. With an eye on Eq. (52), it is tempting to speculate
that the marginal dynamics might be the discrete analog of the axial-field inversion. The
analysis of proper time reversal of continuous noisy systems with even and odd variables
with respect to the FR has been broadly studied [97]. If our speculation is fruitful, it would
allow to include even and odd variables within the formalism of Markov jump-processes
without additional requirements.

Local observers are reminiscent of the theory of relativity. Some authors have considered
[98,99] fluctuation relations in moving frames where a “local equilibrium” can be attained by
a privileged observer. It would be interesting to inspect whether such transformations could
be framed within our theory of a marginal observer.

One interesting aspect that is completely missing is that of duality, whereby one swaps the
role of the marginal and the hidden state spaces. Is there any relation between the theories so
obtained? We notice in passing that by first performing the hidden time reversal, and then the
dual hidden time reversal, one does not obtain the “complete” time reversal of the forward
dynamics. Thus, if a relation exists, it might be subtle.

Let us conclude with some more epistemological remarks. At all stages we insisted on its
operational character. We also revived gauge invariance as a solution to the “dilemma of the
observer”. This is because we strongly believe that physics is not about properties of some
absolute “thing in itself,” but it rather deals with relations and processes, and about how an
idealized observer interprets his/her observations. Furthermore, a priori there is no reason
to presume that a system is “complete”. In our view, theories are always marginal to some
extent—in particular statistical physics is intrinsically a theory of incomplete information.
For this reason we always comment the words “complete” and “real”.
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3 Episode 1: Setup

Here we provide a compendium of the thermodynamic analysis of “complete” systems evolv-
ing by a Markovian jump-process dynamics on a graph, to set the notation, introduce the basic
techniques, and provide numerous references to more in-depth studies. While the knowledge-
able reader might safely skip this section, the newbie should not be discouraged either, as
in the following sections we will attempt to construct our theory in a pedagogical and self-
contained manner. The ornament on p.45 divides the old material from the new one.

3.1 Algebraic Graph Theory in a Pistachio-Shell

The system’s configuration space is a finite oriented graph ¢ = (.#, &, 9) with a number |.#|
of sites i, j, ... € .# connected by |&| oriented edges ij € &, corresponding to the possible
transitions between sites. We assume that the graph is connected, without loops nor multiple
edges between two sites.® We assign an orientation to the edges ij = i < j by prescribing
an arbitrary order relation” i < j.

The incidence matrix 3 : RI1 — RI¥I | prescribing which sites are boundaries of which
edges, has entries B;CJ = 8,"( — Sli. Square matrices defined on the configuration space .# of a
system are denoted A : RI”'| — RI“I_ and they act on vectors v € R!|. All other vectors,
including those living in the linear space generated by edges RI*!, are denoted in bold v.

A spanning tree 7 C & is a collection of |.#| — 1 (unoriented) edges that connect all sites.
In a rooted spanning tree % edges are oriented in such a way that there is a unique directed
path leading from any site to i. An oriented cycle is a succession of oriented edges such that
at every site there are as many incoming edges as outgoing ones. A cycle is simple, and it is
denoted ¢, when it has no crossings. A cycle can be algebraically identified as a right-null
vector ¢ of the incidence matrix, d¢ = 0.

3.2 Master Equation Dynamics
3.2.1 Master Equation

We assign to each edge time-independent positive transition rates w;; and wj; of jumping
respectively from j to i and from i to j, and we let w; := ) j Wji be the total escape rate out
of site i. Let p(t) = (p;(r)); be the vector of probabilities of being at a site at a given time
t, sometimes called ensemble. Given the initial ensemble p(0) = p°, p(r) obeys the master
equation Eq. (15). Entries along columns of W add up to zero, wil= 0, where -7 is matrix
transposition and 1 is the vector with all entries equal to unity. The master equation can be
cast as a continuity equation

d
;PO + 3¢ =0 (54)

6 This assumption excludes the possibility of resolving multiple transitions, which is crucial in stochastic
thermodynamics, especially in the light of the assumption of local detailed balance [100] whereby different
reservoirs enhance transitions. The generalization of all of our results is straightforward, but it makes the
notation overly baroque, to the detriment of clarity. We discuss it in Sect. 4.10.

7 This is just one way to introduce an arbitrary orientation of the edges. Not all orientations come from an
order relation.
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in terms of the vector of currents ¢ () = (¢;; (t))ijes With entries ¢;; (1) = ¥;; (t) — Vi (1),
where

Vij (1) == wijp (1) (55)

is sometimes called the mean flux from site j to i.

3.2.2 Steady Ensemble

Assuming that the graph is connected and that rates are non-negative, then the system tends
to a steady ensemble p = lim,_, o p() that is the unique right-null vector of the generator,
and that makes the steady currents ¢ = lim,_, », ¢ (¢) “divergenceless”:

0=Wp=—0¢. (56)

The right-hand side of this equation is Kirchoff’s current law. It is well known that, up to
a normalization factor, the steady ensemble can be found in terms of minors of the MJPG
[69,101]

pi o (=) det W(jli) (57)

where W (j|i) is the matrix obtained by removing the j-th row and the i-th column; the above
expression holds independently of j. A one-line proof of this fact is as follows: since the
determinant of W vanishes (its null eigenvector being the steady state), expanding with
the Laplace formula along the j-th column 0 = detW = Zﬁéi wij(—l)i+jW(j|i) —
(=D w; W(ili), and we conclude .

The steady ensemble can be expressed in terms of rooted oriented spanning trees as

_5(9)
T (9

(58)

i
where

@) = > [] wy (59)

FCE ijed;

is the so-called spanning-tree polynomial, where .7 ranges over oriented spanning trees with
rootin i, and T(¢) = ), 5(¥) is the normalization. Since rates w; ; have dimensions of an
inverse time, we have a liberty in the choice of the time unit. We choose to spend this liberty
by setting, unless otherwise stated,

(@) =1. (60)

The equivalence between Eqs.(57) and (58) is an instance of the matrix-tree theorem in
algebraic graph theory, an important paradigm that will play a major role in the physical
interpretation of our results, in particular when we will consider portions of the configuration
space, a case that is covered by the crucial all-minors matrix-tree theorem for weighted
oriented graphs [103].

A steady state is said to be an equilibrium if it satisfies the condition of detailed balance

[ e

P = wypt = wypl = g, 61)

J
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Hence at equilibrium the steady currents vanish. Equilibrium steady states admit a particularly
simple expression in terms of rate ratios:

-1

=2 1T 30 (©)

€Ykt ]

where y, is an arbitrary connected path leading from state / to k.

3.2.3 Time Reversal

The generatore of the time-reversed dynamics is defined as follows. Given a forward generator
W, compute its steady state p, construct the diagonal matrix P whose diagonal entries are
the steady-state probabilities, P := diag {p;};. Then the TR generator is

W.=pPwlp! (63)

It can easily be shown that W is indeed a MJPG, with, among others [104], the following
properties: same spectrum as W, same exit frequencies out of configurations, same steady
state, all inverted steady-state currents. A system satisfies detailed balance if and only if
W=Ww.

3.3 Master Equation Thermodynamics

We hereby consider mean currents. The stochastic counterpart is covered in the next subsec-
tion.

3.3.1 Observational Currents

Currents of observational interest are linear combinations of the edge currents,

b =Y _ o ¢ij. (64)

where ), ; sums over edges, while 2 j sums over couple of sites. By the handshaking

lemma in graph theory, }; ; =23, for any summand.

The antisymmetric weight factor ¢ = —¢}, prescribes by what amount the a-th current
increases [decreases] when transition i <— j [j < i] is performed. We will describe the
conditions upon which such currents form a complete set later in this section. Observational
currents might either be subsets of the edge currents, in which case there exists some particular
edge ij,, such that oy = §;; j.ij,.» O otherwise they are phenomenological, which means that at
least one such current is supported on more than one edge. The first will be the subject study
of Sects.4 and 5, the second of Sect. 6. While we use a unified notation for all observational
currents, the treatment of phenomenological currents poses specific problems. Of course, the
observer might stipulate that all edge currents are of observational interest, in which case o
is a multi-index o = i’j’, with g = 8;:,85,.
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3.3.2 Forces, Entropy Production Rate and Local Detailed Balance

Thermodynamic reasoning ensues when one complements the dynamical information con-
tained in currents with conjugate forces that quantify the cost of transitions. The steady-state
force associated to a particular transition is given by

WijPj _ log @

Fij = log .
Y wji pi vji

(65)
Clearly, a system has all vanishing steady forces if and only if it satisfies the condition of
detailed balance Eq.(61).
The mean steady-state EPR is defined as
w. .
6=Z%%=ZWWMM%ﬁ20 (66)

Ji

When working with phenomenological currents, to achieve a thermodynamically consis-
tent treatment the corresponding thermodynamic forces cannot be arbitrary, rather they need
to enjoy certain symmetries, in such a way that ultimately the steady entropy production rate
can be expressed in terms of the phenomenological currents and forces only. Thermodynamic
consistency (or simply, consistency) is realized if the following condition of local detailed
balance holds

Fij = D¢ Fa+aj —aj (67)

where the ¥, are observational thermodynamic forces. For the sake of generality we included
an arbitrary function of the configuration a; that takes into account the liberty offered by
Kirchhoff’s current law at steady states (see next section) and the steady state. Under this
condition the steady EPR writes

o= ¢oFa- (68)

Notice that any dependence on a; is lost. Eq.(67) is not just a convenient physically
meaningful parametrization of the rates, it actually imposes constraints on the space of
possible rates, that can be interpreted as symmetries that the edge forces must satisfy. The
number of these symmetries eventually increases if phenomenological currents are not
linearly independent, i.e. if Zﬁawf’j = 0 for some vector (£4)q. Symmetries and con-
servation laws arise from the interplay between the definition of the phenomenological
currents, an information contained in wfj , and the structure of the network, an informa-
tion contained in d [71,73]. In this work we exclude the possibility of linearly dependent
currents, though it would make for an interesting problem to investigate our results in
those situations where a conserved current flows across the marginal/hidden configuration
space.

3.4 Cycle Analysis

Cycles are ubiquitous in thermodynamics. For example, cycles solve Kirchoff’s current law,
hence they are useful to describe steady states. While the focus is usually on the methods
described in Schnakenberg’s review [69], where the freedom in the choice of a cycle basis of
ker d is broken to provide a compact expression for the EPR, there exists another cycle decom-
position that is less compact but more general, and which will turn out to play an important
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role. In the following we will (somewhat improperly) refer respectively to Schnakenberg’s
and Hill’s analysis.

3.4.1 Schnakenberg Analysis

Consider an arbitrary spanning tree .7 . There are |£'| —|.# |+ 1 edgesij, = iy < jo € E\T,
called chords, that do not belong to the spanning tree. Adding a chord to .7 generates a unique
simple cycle %, that can be oriented along the direction of ij,. To such cycle we associate
a vector ¢, with entries

+1, ifij € G,
il =1 —1,ifji € Gy . (69)
0  otherwise

The set of simple oriented cycles so generated forms a basis for the right null-space of the
incidence matrix, d¢, = 0. Hence, in view of Eq. (56), cycles describe steady states. Transient
states can be studied in terms of cocycles [70] (see below). In particular, we define chord
currents, obtained by setting
+1, if ij =ij,
V=1 —1,if ji =ij, , (70)
0 otherwise

and their conjugate cycle affinities, defined as

A= AG) = 3 Fy =log [ =L (7D

W
ijE€Cy ijety, 7!

Notice that the steady state disappears from the final expression. Also, because ) _; ; cd <p(’j/ =
84, consistently with the condition of local detailed balance Eq.(67) we obtain A, = Fy
and thus the EPR only writes in terms of cycle observables o = Z Py Ay

We conclude this section by providing an interesting expression for the cycle affinities.
Consider the system obtained by removing all of the chords, ossia by setting their rates to
zero. Because it has no cycles, it satisfies detailed balanced. Let p ®d be its equilibrium steady
state. Then, it is easy to show that

. p¥
wl]‘)‘ pjoz

.ot
Wji, Py,

Ay = log (72)

It follows from the fact that, due to the property of detailed balance, by Eq. (62) the equilibrium
state obeys

€q
i
Bo= T 2 (73)
p . wji

l i €Ykt

where yx; € 7 is now unique.

@ Springer



M. Polettini, M. Esposito

3.4.2 Hill Analysis

As a consequence of the spanning-tree expression for the steady state Eq. (58), the steady-
state current along edge ij can be written as a sum over all simple oriented cycles that contain
edge ij

$ij =Y Wiw —ve), (74)

€ >ij

where the cycle fluxes are given by

Vg =05 [] wy. (75)
ijet?
The factor 84 = T4 (G/¥) is a rooted oriented spanning tree polynomial over the graph
obtained by contracting cycle ¥ to a unique vertex. Importantly, as observed in Ref.[105],
it is symmetric under inversion of the cycle’s orientation. Therefore the cycle affinity can be
written as

¢+6
A(¥) = log 76
(€) 1// (76)

—C

With a few passages one obtains for the steady-state entropy production rate

Ve
= 4 1
o E% e —V—¢) ng p

(77)

4

where it is stipulated that each cycle is summed over only once, along one arbitrary choice
of its orientation (otherwise a factor 1/2 should be included).

We call the quantity
ot =" (Ypv —¥—¢)log erZ

€ >ij

(78)
the local EPR associated to Hill’s cycle decomposition.

3.4.3 Cocycles

By the rank-nullity theorem, the edge vector space R!*! of a graph can be decomposed in a
basis of cycles ¢, which span the null vectors of the incidence matrix 9, and of cocycles (also
known in graph theory as cuts or bonds) ¢4+, which span the image of 9. By construction

cocycles are orthogonal to cycles
Z cg*cg =0. (79)
ij

Simple cocycles are minimal sets of edges whose removal disconnects the graph into two
subgraphs. The algebra of cycles and cocycles and their relationship to thermodynamics
has been studied to great extent by one of the Authors in Ref.[70]. Cocycles play a role
in characterizing transient states. In this work, they will play a minor role related to gauge
invariance, see Sect.5.7.
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3.5 Stochastic Thermodynamics
3.5.1 Trajectories and Their Measure

We consider a single realization of a jump-process,® described by the trajectory

o =ip -5 i 2 Sy (80)
which performs N jumps in the time arc [0, ¢]. It is described by the succession of sites
visited® and by that of waiting times at sites, which add up to Z;quzo t, = t. The trajectory
p.d.f. is given by'©

N—1
Plo'] = "™ [T (i, ¢ pf) )
n=0

with respect to the trajectory integration measure

/Dd:Z 3 /Ozrﬁ)dtnSQ—Xn:tn). (82)

N ig,...in

The remarkable review Ref. [108] proposes two derivations of the measure over realizations
of Markov jump processes, one heuristic, based on the intuitive mechanisms of the Gillespie
algorithm, and one exact, based on the Laplace transform of the propagator (see also [109]
for analytical inversion formulas). The time-reversed trajectory is

@ =iy iy 25 gy (83)

The following fact, which is a fundamental (and often underestimated) passage, will

play an important role in our discussion, because it is one of the few missing links that

differentiates complete and marginal thermodynamics. Time reversal of the dynamics induces

a time-reversed measure over trajectories P, such that the time-reversed p.d.f. of a trajectory,

conditioned on the initial configuration, coincides with the forward probability density of the
time-reversed trajectory, conditioned on the final configuration:

P(a'lio) = P@'lin). (84)
3.5.2 Time-Integrated Currents

We now introduce the stochastic observables of interest, defined along a trajectory ' . Letting
Ty = ), —, I be the time elapsed before the n-th jump, the time-integrated edge fluxes

V= 0] = /

t
dt Z 3 (T — ) Siysi Gy, j (85)
0 n

8 For an exact and explicit mathematical characterization of the process as a solution of a stochastic equation
in terms of so-called random time-change Poisson processes with intensity depending on the history of the
process, see [106] in the specific case of the chemical master equation and [107] for general Markov jump
processes.

9 Notice that, had we resolved multiple edges, we should characterize a trajectory not by the sites visited but
rather by the edges.

10" More precisely, what follows is a family of p.d.f.’s labeled by N, the number of arguments which depends
on total number of jumps N, itself a stochastic variable.
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count the net number of times transition j — i occurs. The integrand in Eq. (85) is a spiking
function of time [64]. Edge currents are defined as

D = — W (86)

Currents are antisymmetric under time reversal ®[@'] = —®[w']. The corresponding sym-
metrized quantities are sometimes called activities. Activities will not play a role in our
theory.

3.5.3 Currents’ p.d.f. and Scaled Cumulants

We will denote by P’({®,}) the density function of the probability that the currents take
values @/, € [®y, Doy + dDy] (we will drop the superscript  from now on). Formally,

P((®g)) = /Dw’ P@) [T8(®ule'] - @4). 87)

It can be shown that cumulants of the time-integrated currents grow linearly in time. Let us
then introduce the (signed) scaled-cumulant generating function (SCGF),

1
Miga)) = lim T1og [ Zaetep((on) [Tde, (39)
t—00 t ,
o
and the scaled cumulants
b 9Pl
BBy = (DIl Py R Rl : (89)
% ] (4u} =10}

SCGFs can be calculated as the “Perron-Froebenius™ eigenvalue (i.e. unique eigenvalue
with largest real part) of the so-called tilted operator'! M ({q,}). Defining the tilting matrix
T ({go}) with entries

a i
T({ga})yj = X" (90)
the tilted operator is defined as

M({ga}) == W o T({ga})- oD

where o is the entry-wise Hadamard product . For derivations, see [64] for cycle currents, [81]
for one-dimensional lattice gases. For useful implicit function techniques for the calculation
of the cumulants, we will make use of Refs. [110-112]. Importantly, the SCGF for the edge
currents, and of any linear contraction of them, is a convex function. An accessible proof of
this fact can be found in [113]).

Finally, the contraction principle in large deviation theory allows to derive the SCGF
of a coarse-grained observable from that of more specialized observables. For definiteness,
suppose we know the SCGF A& ({g;;}) of all the edge currents (which, as a matter of fact, is
usually inaccessible). Then the rate function for the observable currents reads

Mo = s (1 93da)) - ©2)

T We call it tilted operator, rather than generator, because it does not generate a Markov jump-process
dynamics.
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3.5.4 Fluctuation Relations for the Currents

The forward and backward p.d.f. obey the FR
P@') P piy .
P — 50y P LA (93)

iy Fig

where we (ﬁio) i is the initial sstate from which the backward trajectory is sampled, which
in general can be different from that from which the forward trajectory is sampled. This
relation holds for cycle currents, and for phenomenological currents provided thermodynamic
consistency is respected. The appearance of the equilibrium state in the above equation is
far from trivial, and it is related to a cycle/cocycle decomposition of the EPR [62,114], or
equivalently to the expression Eq. (72) for the affinities.

The multivariate FR for the cycle currents Eq. (4) is then obtained by taking the marginal
for the currents, either asymptotically in time for any initial ensemble, where the boundary
terms become subdominant with respect to the entropy production, or at all times on the
assumption that the trajectories are sampled with the equilibrium ensemble p* = p’ = p4.
The IFR Eq. (5) is easily obtained by integrating the above FR.

W

In fact, a wider class of such IFRs can be generated as follows. We consider here subsets
of currents, namely the first |¢| currents and of the last || — | t|. We have from the FR Eq. (4)

P({®uh)exp Y Pufly = P({(—Dehexp Y DoAy. (94)

a<|u| o>|pu|
Integrating over currents and employing antisymmetry, we obtain the generalized IFR

<exp > <1>;Lﬂﬂ)= <exp 3 <bfxﬂa>. (95)

pw=lpl o>|pl

In particular, for two currents, for || = 1, 2 we obtain
(et met) = g (96a)
(et} = (e722). (96b)

The latter we call the reciprocal IFR. As a minor side argument, let us now provide a simple
remark highlighting that the nonequilibrium reciprocal relations are a fundamental comple-
ment to the IFR. Let us rewrite Eq. (96a) by conditioning over the second current:

o

Now suppose that the currents <I>’1 and CI:"2 are independent processes. Then

e - .

q>’2>e—ﬂ2¢’z> =1 97)

Notice that this equation alone is not sufficient to grant that each individual current satisfies
the IFR itself, unless the reciprocal IFR also holds true.
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3.5.5 Response Relations

We now consider the response of a system at equilibrium to perturbations of the thermody-
namic forces. We assume a thermodynamic parametrization as described in assumption A0 on
p- 16. While usually only linear response coefficients are considered, higher-order response
relations, which were derived by Andrieux and Gaspard [66,67] and recently reformulated
in an alternative and pedagogical way in Ref. [68]. The coefficients describing response at
order m = Z mg of cumulants of order n = Z ny are given by

am Ml g
Plna)itma) = 7y e Pt 99)
Xy B
gMa  ha
= (-1 H e e M0 ). (100)

To produce relations between response coefficients, we take m + n total derivatives of the
fluctuation symmetry Eq. (18)

e d"

i i M) ®) = M(xe — 28— ga; )] =0 (101)
dxy® dgy

and evaluate at ¢, = 0, x = x°4. Notice that the m-th derivative with respect to x of a
function f(x) = g(x — x’, x) is

dm gm—k
f Z(m) 3 "a - g(y1, y2) (102)

yI=x—y
yo=x

‘We then obtain

eq {mq} My, ghatke  gma—ka
Poncma) = D H(k )WW A({0}, x)
o

k) 9qa

_ Z( I)Z(nu+kw) 1—[ (ma>¢{na+ka . (103)

The same set of response coefficients obeys several different response relations for different
values of m, ngy, at fixed order m, +ny, for all «. Then the complete set of response relations
at order {m, + ny}, Vo is given by

Z ( l)k 1_[( )d)"o("rku} {ma—kq}

= { _2¢{na}§{ma}’ if Zo‘ N odd
0,

if Y, noeven’
for {ngy =1 ...,my}. (104)

In the above line we isolated the contribution that comes from setting all k£, = 0. Notice that
the term on the right-hand side is the lowest-order response coefficient. In general, not all of
these response relations are independent.

Let us provide a specific example by compiling tables of coefficients for response relations
of a system with two currents, at third order. The upper-left entry labeling the table is (n1 +
m1, ny + my), the other entries are self-explaining:
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(3.0 [ ¢ 1 i

dq; 2 0 0

dqlzdxl 0 2 -2

dqidx} | 0 0 0

dx} 1 3 -3

2, 1 P12 P2 P21 12 P21
dgidg, |2 0 0 0 0
dgidx; | 1 0 0 0 0
dqidgrdx; | — 1 0 0 0 0
dgqidxidx; | 1 1 1 2 0
dgpdx} | 1 1 1 0 2
dx?dx; | -1 -1 -2 -2 -1

Tables for (n; + my,ny + my) = (1,2), (0, 3) can be obtained from the upper two upon
switching 1 <> 2. Response relations are vectors in the image of the above matrices. The
number of independent response relations at arbitrary order has been recently derived [102].

4 Episode 2: Single Edge Current

Focus is on one observational current supported on one edge. We first provide the central
result of our construction, then characterize hidden time-reversal, describe properties of the
effective affinity, analyze stalling steady states, and prove certain generalized FRs. Part of
this material has been anticipated in Refs. [50,58].

4.1 Main Result

We concentrate on the time-extensive current ®! := CI)’]2 along edge 1-2, assuming it is not
a bridge (an edge whose removal disconnects the network). We construct the tilted operator

—w; e Ywip wyz ...

elwy —wy w3
M(q) = w3y w3 —ws3 (105)

where ¢ is the tilting parameter. The Perron—Froebenius eigenvalue A (g) of M (g) is the SCGF
of the current. Notice that M (0) = W is the forward generator. The forthcoming propositions
introduce and characterize the crucial objects of our study, the hidden time-reversal generator
W, and the effective affinity Q.

Proposition 1 There exists a unique nonvanishing value of the tilting parameter ¢ = Q,
which we call the effective affinity, and a unique positive-definite diagonal matrix Py, with
unit trace tr Py = 1, such that the following matrix is a MJIPG

Wi=RMQ" R " (106)

Proposition 2 The vector p*t of positive diagonal entries of Py is the unique normalized
steady-state ensemble of the system where edge 1-2 is removed. The effective affinity is given

by
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t
w12 p3

Q = log .
w1 pit

107)

Before attacking the proof of these propositions, we point out that this result yields the
IFR as a corollary.

Proposition 3 The integral fluctuation relation holds
L@ =0. (108)

Proof The tilted operator M (g) has a unique dominant Perron—Froebenius eigenvalue A(g)
that i is the SCGF of the current under scrutiny. Since by Eq. (106) atg = Q operators M (Q)
and W have the same spectrum and the Perron eigenvalue of W is zero, we conclude. O

Proof of Propositions 1 and 2 We have

st st

P
—wy  eQwyy T sy 21
1) 3
pst pbl
~ e lezp%l —wy w327§l
1 3

W= . . (109)
w3k wisk  —ws

1)

Since off-diagonal entries are ?osmve and dlagonal entries are negative, for W to be a MIPG

we only need to impose that 1 := (1, 1,..., 1)7 is a left null vector. We obtain the system
of equations
wy = w12—+Zw1,— (110a)
j>2
wy = 4 w21 +Z 2, (110b)
j>2

St
Zw,, L, i>2. (110c)

J# i

Noticing that w; = wy; + Zi>2 w;1 (and similarly for w;), we can rearrange the latter
system of equations into

> (wjll’?t - wljp?) = wai p}' — e Qi p} (111a)
j>2

> (wiapd — wap}) = wiaps — eQwn pt (111b)
Jj>2

> (wiip = wyp) =0, i>2. (111c)

J

The crucial passage now is to recognize that the left-hand side of this system of equations
can be written as Wy p %', where Wyyq is the generator for the MJIPG of the network where
edge 1-2 is deleted
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—w; + wyy 0 wi3 ...
0 —wy + w2 w23
Whid == w3 w3 —w;3 . (112)

Since 1 must also be a left-null vector of Whid, we necessarily have
w1 pi — e Qwinpst + winpd — eQwoy pit = 0. (113)

The only solutions are the trivial one @ = 0, in which case p* solves the steady-state
equation W p® = 0, and therefore W coincides with the time-reversed generator, and the
nontrivial solution anticipated in Eq. (107). In this case Egs. (111) are steady-state equations
in the network where the edge 1-2 is removed, which by assumption is connected, hence
there exists a unique positive normalized solution p !, which we call the stalling steady state.

O

4.2 Dynamics: Marginal and Hidden

We hereby investigate the relationship between generators W and W. Given the explicit
expression of the effective affinity Eq. (107), the hidden TR generator reads

»
—w; w2 Wik
P3
pSt
- wa  —wp w32p%
W= ; . (114)

Py 2%
W3k W3k —W
13 i W23 3

Notice that the upper 2 x 2 block is identical to that of the forward generator, while the
rest of the matrix resembles a time-reversed generator, see Eq.(63). Hence we are tempted
to speculate that the hidden TR generator preserves the dynamics along edge 1-2, while it
reverses the dynamics in the hidden sector of the network. Let us make this intuition more
precise.

We already introduced in Eq. (112) what we call the hidden MJPG Wy;4 of the dynamics
occurring on network where edge 1-2 is removed. Let us further consider the marginal MIPG
that generates the two-configuration dynamics along the sole edge 1-2:

—w21 w12 0...
w2 —wi2 0
Wiar := W — Whig = 0 0 0 . (115)

Proposition 4 The forward and the hidden time-reversal generators can be expressed as

W = Whar + Whid (116a)
W = Winar + Whid.- (116b)

Proof This obviously follows from the fact that p %! is the steady state of the hidden dynamics,
and by the definition of time-reversed generator Eq. (63). O
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This makes our intuition more precise: the hidden TR generator inverts the dynamics in the
hidden sector, but not in the marginal sector.

4.3 Thermodynamics: The Effective Affinity

The effective affinity can be interpreted operationally as follows. Prepare the system at the
stalling steady state where 1-2 is removed and suddenly quench the system by connecting
edge 1-2. Then Q is the thermodynamic force at the instant of connecting. In this section we
further characterize the effective affinity and put it in relation to other thermodynamic forces.

Let us first report the expressions for the effective affinity Eq. (107), for the steady-state
thermodynamic force ¥ := ¥, along edge 1-2 Eq. (65), and for the cycle affinity Eq. (72):

w wi st wia s
F =log 12p2’ Q= log lngl, A = log 12p§q. (117)
w21 P1 w21 Py w21 Py

This sequence displays the insurgence of a sort of hierarchy of marginal theories: from the
most complete one, on the right-end of the spectrum, through the marginal, to the “agnostic”
one on the far left. More on the hierarchy in Sect.5.4. .

Notice that in general the steady state p of the forward dynamics, and that p of the hidden
TR dynamics, differ among themselves. Nevertheless, the following result holds.

Proposition 5 The steady-state edge affinity F in the hidden time-reversal generator is iden-
tical to that of the forward dynamics,

F=F. (118)
Proof This amounts to prove that

p_ (119)

p2 p2

As we mentioned in Sect. 3.2, the steady-state ensemble can be calculated in terms of minors.
In view of the explicit form of the generators Egs. (105,114), we consider the minors obtained
by removing the first row and column and the second row and column, and notice that

WD) = R(1D WD R(1 D! (120a)
W(212) = R(212) W(2[2) B (2[2)". (120b)
where we remind that matrix A(iy,...,inlj1,..., jm) 1s obtained by removing rows
i1,...,I, and columns ji, ..., j,. Since these are matrix similarities their determinants
coincide. O

While the ratio of the populations at sites 1 and 2 stays the same upon hidden TR, the total
density might change due to normalization, which is a nonlocal factor; for this reason the
steady-state currents of the forward and hidden TR current along edge 1-2 are not the same.
However, the following result is an obvious corollary of the above proposition, corroborating
the intuition expressed above that the hidden TR dynamics “tends to preserve” the dynamics
in the marginal sector.

Proposition 6 The steady-state mean currents ¢12 and ¢~>12 respectively of the forward and
of the hidden TR dynamics have the same sign.

We will now compare the “real” affinities of the forward and the marginal TR dynamics.
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Proposition 7 For any simple cycle €, let A(€) and ﬁl(%) denote the cycle affinities with
respect to the forward and hidden TR dynamics, respectively. We have
A(E) = —AF), ife %12 (121a)
A(E) = —AF) +2Q, if¢ > 1-2. (121b)

Proof For all cycles that do not contain edge 1-2, one has
st

st s
A(E) = log l_[ log l_[ wibi /P} )

(122)
lje(zp Ji ije? ljp]t/plst

All terms p?' cancel out one with each other along cycles, so the last term can be identified
with —A(¥). As regards cycles containing edge 1-2, one has

~ jlplt/p w12
A®) =log [ [ ———% +log— (123)
ije? Wij P/ P wa1
ij#12
wji (piH? wa1 (psh? w12
= log 7’( ;[)2 —log o ;t)z +log — (124)
ije% Wij P wi2(p; w21
and we conclude. ]

We will now employ the expression of the steady state in terms of spanning trees to
compare edge and effective affinities. In Sect.4.4 we provide a graphical representation by
an example. Let us remind the definition of fluxes in the full network introduced in Sect. 3.2.1
and introduce fluxes in the network where 1-2 is either deleted or contracted, that is, where

!
it is shrunk to a unique site (here we set for simplicity the normalization t(¢) = 1).

Y12 = wiz 12(¥) = wppdet W(2[D) (125a)
Y12 == wip (@ \ 1-2) = wyy det Whig (2[1) (125b)
Y12 1= wipwo T1(¥/1-2) = wpwy det W(1, 2|1, 2). (125¢)

Similar definitions are obtained by interchanging 1 and 2. Notice that /12 = ¥/21. Then we
can write:

2
Yor

We can also consider spanning trees in the graph ¢ /1-2 where edge 1-2 is contracted (sites
1 and 2 are identified). The following deletion-contraction formula holds

Q = log (126)

T1(9) = 11(9\ 1-2) + w2 12(9/1-2). (127)
which in terms of determinants reads
det W(2|1) = det Wyjq(2]1) + wip det W(1, 2|1, 2). (128)

Basically, this formula states that all spanning trees (on the left) either do not contain edge
1-2 (first term on the right) or else they do (second term on the rights). If they do, they need
to be oriented towards the contracted vertices. Notice that because in the contracted graph 1
is identified with 2, clearly % (¥4 /1-2) = 91(¢/1-2). Then we find that

0<Y/12 =191 — Y12 =¥21 — Y21, (129)
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that is, the difference between the fluxes is independent of the direction of the edge. Before
giving a graphical example, we are now in the position to prove the following result.

Proposition 8 The effective affinity has larger modulus than the edge affinity,

QI = |71 (130)

Proof Suppose Y12 > V12, whence both @ > 0 and ¥ > 0. We have
Y12 o Y12 + vy12

F=log—=1o (131)
g Y21 Y21 + Y12
Y
_ Y12
= Q+ log T (132)
Y21
Because 12 > ¥\21, then the latter term above is negative and thus we conclude. |
4.4 Graphical Representation
Let us consider the graph:
1—2 (133)
4——3
In the following, each directed edge means “multiply by the corresponding rate”. The oriented
spanning-tree polynomials with root in i = 1, 2 are given by
a@n=1 v 1+
A (1
IZ(g):T T+ T+T +/+/T

I

Let us now consider the graph with deleted edge ¢ \ 1-2:

vl

4—3

(135)

We have for the unnormalized steady state

rl(%\l—Z):T l+T/T+T/ (136a)

H(@\ 1-2) = lﬂ%l/%ll (136b)
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Multiplying respectively by wz; and wiz one obtains Hill’s fluxes, yielding for the edge
affinity

—

T 2
F==lg == —— (137)
(R R MR 7 W Ve RV
and for the effective affinity
Vs
Q=log ——— (138)
s
Notice that a “real” cycle affinity with respect for example to spanning tree | | is
I
A = log (139)

—

!

-—

which gives a representation of decreasing cycle contributions. Finally, consider the con-
tracted graph ¢ /1-2

1 2. (140)
4——3
where the dotted line signifies identification of sites. We have

n(%/l—z)ﬂ T+ T+T +/+/T (141)

_ = =

and we obtain

det W(1,2[1,2) = TCT+ CT+TC + ? + 77 (142)

One can then verify the deletion-contraction relation and the validity of Proposition 8.

4.5 Marginal Entropy Production Rate

We call the quantity
o1:=¢Q>0 (143)

the mean marginal EPR. The superscript marks the observable current ¢ = ¢;. We have
shown in Ref. [50] that it can be interpreted as the mean EPR estimated by an observer who
formulates a minimal Markovian model accounting for the observable steady-state mean
current. Let us review the argument. We consider an observer who controls w2, wz1, and
the steady-state ratio p;/p>. To him, the rest of the system is a black box:
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\ / : (144)
N

The observer needs to formulate a minimal model that is compatible with the observation of
a current along 1-2. The simplest possible setup is

1 2. (145)

w
7N
\:/

w

In this minimal model the black box is responsible of returning an event at 1 or 2 at some
effective rates wi;, W1, which we require to be independent of wyy, wy;. These effective
rates differ from the one considered e.g. by Uhl et al. in Ref. [22]. Notice that the effective
model has only one effective cycle

off VRN
¢t = | 2. (146)
N7
Proposition 9 The affinity of the effective cycle is equal to the effective affinity,
A = Q. (147)
Proof The topology of the minimal model is such that, lumping together the transitions w
and w, global detailed balance must hold:

wa + W2 p2 (148)
wip+ Wi pr

If we require this condition to hold independently of w2, w2, using Eq. (128) we obtain for
the effective rates

det Wh;a(2, 1)

By = o hidds ) 149

Y12 Ge w1, 211, 2) (1492)
det Wiia(1, 2

Ty = St Whia(1,2) (149b)

T detW(l,2|1,2)

The cycle affinity of the effective cycle €° is given by

AGT) = log —222! (150)
w21 W12
and by replacing the values of the effective rates we conclude. O

It is interesting to notice that, in view of Eq. (119), the ideal observer is completely blind
to hidden TR.

Let us now show that such observer always underestimates the mean EPR and, even more
strictly, the local mean EPR associated to Hill’s cycle decomposition Eq.(78). A different
derivation was proposed in Ref. [58].

Proposition 10 The mean marginal EPR is positive, and it is always smaller than the Hill
mean marginal EPR and of the complete mean EPR,

0<o; <ofill <g. (151)
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Proof Positivity follows from the explicit expression

Y12
o1 = (Y12 = Yo log -2, (152)
(4%
whereby the linear and the logarithmic terms are either both positive or both negative.
To show that the marginal EPR underestimates the full EPR, we employ the cycle decom-

position of the entropy production rate Eq. (77). On the one hand we have

2t IR N [T (153)
€312 €F12 Vs

where we remind that —% is the cycle with reversed orientation. Notice that each of the
summands is positive. Hence we can focus on just the cycles that pass through 1-2:

Ve
o> (Ve — V¥—¢)log
%gz Ve
Yoo ¥+e
> Yye — V_v) |log S—=——. (154)
|;gl:2 Ve m Ve i| o s V-

The first expression is Hill’s mean EPR along edge 1-2; we then used the log-sum inequality
for the logarithm, an usual tool in matters of coarse-graining in information theory [35,115].
In the latter expression we recognize the mean marginal EPR. O

4.6 Stalling

The following two results connect the thermodynamic and the kinematic interpretation of
stalling.

Proposition 11 The steady-state mean current ¢ vanishes if and only if the effective affinity
Q vanishes.

Proof 1f we prepare the system in state p ' and then transition 1-2 is turned on abruptly by
a quench, initially we have

w2 ps — war pit
wa1 pit — winpd
Wpt=Wpt = 0 . (155)

0
This follows from the fact that p ! is the steady state of both Wyq and Wh;q. Then the current

vanishes if and only if and the effective affinity vanishes. O

Proposition 12 At stalling, the hidden TR generator coincides with the time-reversed gener-
ator

W=Ww. (156)

Proof We notice that at stalling, because p* is the steady state and the effective affinity
vanishes, then Wpar = Wpar. The conclusion follows from Egs. (120). ]

The latter can be interpreted as a condition of marginal detailed balance.
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4.7 Response at Stalling

In this section we look at what happens in the vicinity of a stalling steady state. Let us
reintroduce the index ¢ = ¢ denoting that this is the first observable current of a theory
with only || = 1 observable currents (the reader should not confuse this index with the site
i = 1). We introduce a parametrization of the rates along the observable edge w12, w21 —
wi2(x), wo(x) such that

=expx 157)

and no other rate depends on x. We will discuss in Sect. 5.8 how general such a parametrization
is. Let us make explicit the dependence of the SCGF on x, A(¢) — A(g; x). The effective
affinity now takes the form

Q(x) = x — x% (158)
where
Py

==
1

xS = log (159)
The above expression for the effective affinity allows for simple phenomenological interpre-
tation: in fact, as far as the parameter is thermodynamic in the sense discussed in the Parode,
the effective affinity can be determined as the distance of the parameter from the value that

makes the current stall, which can in principle be found by a simple tuning procedure.
The IFR Eq. (108) now reads:

A — x5 x) =0. (160)

We now focus to second-order expansion in the vicinity of stalling. Taking the first total
derivative of the marginal IFR with respect to x we recover the fact that if the effective
affinity vanishes, then the current vanishes:

d
0= Ek(x —x% x)

I L 2 PSRN
—[aq +ax](0,x ) =¢1. (1e1)

x=x5
Similarly, taking the second derivative and evaluating at stalling we rederive the FDR at
stalling found in Ref. [51]:

_19%
T 209g2

0¢1(x)
0x

(O xst) — 1¢St (162)
’ 2 11-

x=x5

We can also provide an explicit expression for the variance at stalling:
Proposition 13 The current’s variance at stalling is given by
P11 = 2win(x*) p3' = 2wy (x*) pi. (163)
Proof We notice that the determinant of the tilted operator has the functional form

det M(g) = wipdet W(1]2)e™? + wy; det W(2|1)e? + const. (164)

@ Springer



Effective Fluctuation and Response Theory

On the other hand, it is the product of the eigenvalues det M (q) = ]_[Zl‘ Ai(g), including
A1 = X the SCGF. Taking the first derivative

d an i
o detM = a—nki(q)+k(q)2 > “ [T 2@ (165)
q 94 izl %

Evaluating at ¢ = 0 where A(0) = 0, using the fact that ¢ = —d,A(0) and comparing with
Eq.(164) we obtain
wi2n2(9) — w21 11(¥)
¢ = . (166)
ni# ri(q)
This shows that [; £1 Ai(g) = t©(9), the product of the nonvanishing eigenvalues is the
normalization factor of the steady state.
Now, taking the second derivatives and evaluating at ¢ = O we obtain

d
wi2p2 + waip1 = p11 — 2¢>%10g1'[u(0> (167)
i1

and from this we easily conclude by evaluating at stalling. O

We notice that a similar expression holds in the linear regime near equilibrium, and that
this is the basis for the linear-regime analysis of Schnakenberg, see the latest paragraph in
Ref. [69]. It might therefore be possible to attempt a similar marginal linear-regime analysis.

4.8 Fluctuation Relations for Marginal Currents

In this section and the following we prove the FR announced in Eq. (50) by a direct method
involving path probabilities. In particular we consider the probability associated to the hidden
TR process, which in the light of Eq. (81) reads

N-1

Dot ~0 —w;yt ~ —wj, 1

P(o") = pe™ ™ T Wiy, e "™ (168)
n=0

-0
where @' is the path described by Eq.(80), and j is the ensemble from which the initial
configuration is sampled. We notice that all exit rates out of sites are the same as for the
forward dynamics.

Proposition 14 The marginal FR

P(®)
]3(_c1>) =expQ P (169)

holds at all times, provided the initial configuration of the process is sampled from the stalling
state pt.
Proof Let us consider the ratio of the probability densities

_ —  N-l - Wi
P@) _ Piy T7 Wininar _ Piy <&> ! (170)
P(wt) ﬁ[% n=0 winJrl’in ﬁg] i,j

wij
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where we expressed the path probability in terms of the time-integrated fluxes. We now single
out the rates corresponding to transition 1-2 and use the explicit expression of the rates:

P@')  Piy (mz)wiz (w21>ﬂ/§1 T <wji>q"‘tf
P(w') 152) W1 W12 W

(@, )#(1,2),(2.1)

- Y st i
DPiy (w21 pj

= ~(1)v (—) | | — , (171)
Pi, \W1i2 p;

ij#12

where in the latter passage we used <I>§ ;= dDI’.j — d>]’.i and moved from fluxes to currents using

antisymmetry. We now multiply and divide by (ps'/pi)® to obtain

— ! P
P@')  Piy (wzm?l)@ 1—[ pit v
P py \wizps) S\ p}

ﬁiN (w2]p?t>¢l N—-1
= exp Z log
n=0

~0 t
0 \wips

p;,
psg" ) (172)

int1

In the last passage we moved back from an expression in terms of the fluxes to one in terms
of the jumping events. Now, being log p3'/ p;'.t an exact discrete differential, terms cancel out
and its sum along a path is just the difference between the initial and final values:

— st
Piy P,

~0 st
ioPiy

P@) = e 2% Plwh). (173)

Sampling the initial site for all processes from the stalling steady state, the finite-time prefactor
cancels out. We can now integrate over all trajectories that give current ®' = &, obtaining
P(—®) = 9P (D), (174)

which is the desired result (up to & — —®). ]

Notice that integrating Eq. (174) with respect to d ® immediately yields the marginal IFR
<e—Q“”> =1 (175)

Here, the probability density of the hidden TR dynamics is traced out, so that it does not play
a role for the marginal IFR, a common trick that was employed e.g. in [93] to obtain IFRs
for time-symmetric observables.

According to the lines of Ref. [58], we now consider the hidden entropy production,

=) A, O, — QO (176)
o
where again the subscript 1 refers to the fact that we are consider the marginal theory w.r.t.
current ®' = .

Proposition 15 The following effective FR and the IFR for the hidden entropy production
hold asymptotically at long times:

P(Zy) o =% s\
S, = <e 1>A1. (177)
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Proof Putting together Egs. (173) and (93), we obtain

0 ,cd
P PPy Pi
= = ~(l)° ;? %’éexp Sid- (178)
P(a) PiyPiy Pi

Notice that now we cannot make a physically relevant choice of initial ensemble to cancel
the prefactor. Therefore we need to go to long times. We obtain the two relations by the usual
manipulations. O

Notice that the IFR for the hidden entropy production implies o1 > 0 and 0 > o7 for their
mean time-scaled values, which we proved in Proposition 10 by a different route.

4.9 Fluctuation Relations for Marginal Cycle Currents

As discussed in Sect. 3.2, the FR for the currents is intertwined with the notion of time-
reversal of a trajectory, see Egs. (84) and (83). Time-reversal of paths is involutive, one-to-one,
it inverts all of the currents and maintains the time-symmetric properties, i.e. the waiting
probabilities at sites and the activities \Ifl.’j + \IJ;i.

The above relation Eq. (169) cannot be considered as a proper FR for current &', the crucial
difference with the FR Eq. (4) being that it does not compare the same p.d.f. evaluated along
different paths. In this section we propose a similar notion of hidden TR of a trajectory with
properties that are analogous to those of time-reversal, and provide a marginal FR for a set
of cycle currents associated with edge 1-2; however, this FR cannot be further contracted to
current ®' alone. The construction is based on a cycle analysis at the level of paths proposed
by Jiaetal. [113].

To accomplish this, we consider all simple oriented cycles ¥, with —% denoting the
cycle with the inverse orientation. Suppose that a Markovian Dedalus lost in the network
carries Ariadne’s thread with himself. Chased by the Minothaurus, as the trajectory unravels
Dedalus might cross the previously laid thread, forming loops; whenever such a crossing
occurs, to avoid wasting precious thread he/she accounts for the loop and its directionality,
cuts the loop away and sews the leftover strands together. This procedure produces counters
of simple cycles. Let W!(¢) be the winding number in one direction of the cycle. Then the
cycle current is defined as

N(F) 1= V() — V' (—=F). (179)

Importantly, the current along edge 1-2 is the sum of all cycle currents whose cycle includes
1-2, in the appropriate direction,

= ) %) (180)
€312
Thus, cycle currents constitute a refinement of the information contained in an observable
current. We can now separate the contributions to a trajectory that come from cycles that
contain 1-2, and those that come from simple cycles not containing 1-2. For example,
considering the graph in Eq. 133), for

I |
W =035281844,85%8,47358, (181)

we obtain the twocycles2 - 1 - 4 — 2and 3 — 5 — 4 — 3 (notice that there also
exists cycle 4 — 2 — 5 — 4, which is not independent of the other two—thus showing
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that the representation in terms of cycle currents is not unique: it depends on when we start
counting). We invert the first, obtaining the hidden time-reversed trajectory

TR
I |
P =384858,818,48,830, (182)

and similarly we rearrange the waiting times. This procedure of hidden time-reversal of a
trajectory has the following properties, analogous to that of full time-reversal:

(i) Itis involutive, hence in particular it is one-to-one;
(ii) Itinverts all of the cycle currents but those that pass through 1-2, hence it also preserves
the observable current

O = D[] = D'; (183)
(iii) It preservers all symmetric quantities, namely waiting times and activities.

Proposition 16 The following FR for the cycle currents passing through edge 1-2 holds:

PP (€)}>12)
P({—®"(?)}v512)

=exp Y O ()A). (184)
¢ >12

Proof Assuming that the trajectories are cyclic, iy = ig, with a few standard manipulations
one arrives at

P t
@) —exp 3 @' A®), (185)
P(®) €312
We can then marginalize for the cycle currents. O

This comes as close as possible to obtaining a marginal FR that is localized on edge 1-2.
Notice though that in general

P& # P(o). (186)

Understanding whether there exists relationship between the hidden TR trajectory and the
hidden TR dynamics is a major open question.

4.10 The Case of Multiple Edges

For sake of notational ease we assumed so far that at most one transition per pair of sites was
possible, i.e. that the network does not have multiple edges. In nonequilibrium thermody-
namics it is necessary to consider the case where several different transitions are discernible,
because they are due to the interaction with different reservoirs. In this section we show that
the theory holds with few obvious modifications.

Let us consider the following network, which includes two transition mechanisms for 1-2,

labeled 1 and 1r:
\ i / (187)

@ Springer



Effective Fluctuation and Response Theory

The tilted operator corresponding to the measurement of the current along edge 1 <I— 21is
given by

I—w1 I e’qw}z + w{lz ..
M(q) = | ¢Twy +wy —wy . (188)

Apart from this little difference, a direct inspection of the proofs of Propositions 1 and 2
shows that all proceeds like above, with the only modification that the effective affinity now
reads

I st
WPy

I st
Wy Py

Q =log

(189)

where p® is the steady-state in the network where edge 1 L 2 is removed. This argument
can be easily scaled up to the case of several observational currents that will be the object
of study of the rest of this paper. Since the procedure is fairly straightforward, we will not
produce it explicitly.

5 Episode 3: Several Edge Currents

In this episode we take into consideration several currents, each supported on one edge,
proving the analog of Propositions 1 and 14 and discussing some of their consequences. The
most important new concept is that there is a hierarchy of marginal theories and of powerful
inter-hierarchical fluctuation relations.

5.1 Main Result

We now consider the statistics of |u| currents, each supported on a different edge i, j,.. For
the moment we assume that the removal of all such edges does not disconnect the network.
We call j, the tail (or source) of edge i, j, and i, its tip (or target). The set of currents is
marginal in the sense explained in Sect.3.4: it does not include a full set of chords of the
network. Let M ({g,.}) be the tilted generator with entries

—wj, ifi=j

wiujue_qﬂ, ifdust.i=iy j=ju
wjﬂiue‘fﬂ, ifdusti=j,,j=iy
Wij, otherwise

M({quDi.j = (190)

From now on we omit to explicitly state “Iu”.

Let us consider the generator Wh;q of the Markovian dynamics defined by setting all rates
Wi, j, = wj,i, = 0, ossia by removing the set of edges corresponding to the observable
transitions. It has entries

—wi + 3 Wi Bk, 8y, + 61, Skiy), if L =

[Whigli,j = 1 O, if iy j.=ij,ji, . (191)
Wij, elsewhere
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Such dynamics admits a unique normalized steady state p *'. We define the effective affinities

Wi P,
Q :=log ———2. (192)
wju’ﬁpiu
Finally, let B := diag {p'};.
Proposition 17 The operator
W= R M{Q.)" R (193)
is a MJPG.
Proof We have
—w;, ifi =j
I’;t -Q P . . .
wiujupTTe moif i =iy, J = Jju
W({QuD)j.i = I L (194)
w2 wj#iﬂpT’fe+Qﬂ, ifi=j,,j=iy
J,
'
Wij ol elsewhere
—wi, if i =j
Wiy s if i =l'p',j = j#
- u)iltjlt’ if i =jﬂ’j =il‘«' (195)
st

bj
wjj e elsewhere

Off-diagonal entries are positive, diagonal entries are negative, therefore all we need to prove
is that columns add up to zero. Summing over j, for each i, we obtain

Z W{QuN i = —wi + Z[Whid]ijﬁ
- v Pi
J J#
+ ) wii )G, 8g + 815,850, (196)
J I3

where we recognized in the last term the off-diagonal entries of the generator W4, and in
the second term in this expression precisely the off-diagonal correction that is needed to have

~ pi
S WAQuD i = Y [Whiali = =0 (197)
- - pi
J J
where we used the fact that p is the steady state of Wy;q. O

Notice that, according to Eq. (195), forward and hidden TR generators can be written respec-
tively as in Egs. (116), where Whq is the generator obtained by removing all edges {i;, j,.}
and Wy, is the complementary generator of the dynamics on those edges only.

Let us mention that by the construction of the so-called “Doob transform,” that we will
briefly discuss in the conclusions, Sect. 8, there is no impediment in producing a proof of
Proposition 17 for any values ¢, = g;; in the locus of zeroes of the SCGF, as mentioned in
the Parode.
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5.2 Graphical Representation

Similarly to the analysis in Sect. 4.4, effective affinities can be given a graphical interpretation.
We will only give a simple example. Consider the complete graph on four nodes

1— 2 (198)
R p——]

and let us consider the marginal theory where the observer measures currents 1-2 and 3—4.
After some work we obtain

l7T+T<j+l>? ’ >?T 12

Qpp =log ———— =:log —— (199a)
VNI - X Ve
LN X s

Q34 = log =:log ——. (199b)
N Y

The right-hand side defines the hidden fluxes. We recognize in these expressions those Hill
cycle fluxes that are not in common between the two currents, which explicitly read (setting

(@) = 1)

B —

T (200a)

(200b)

Notice that from these expressions it is not so obvious (to the best of our understanding)
that the mean marginal EPR ¢12Q2 + ¢34Q34, should be non-negative, as we could prove
directly in Sect.4.5 for the single-edge case. This fact will rather follow from the IFR.

5.3 Fluctuation Relations

We derive the FR at all times using the formalism of the tilted generator and of the generating
function, rather than the direct derivation in terms of path p.d.f.’s given in the previous
Episode.

Proposition 18 The marginal FR
P{P.}D
P(_{éu})

holds at all times, provided the initial configuration is sampled with probability P(i°® = i) =
st

p;i-

=expy Q, D, (201)
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Proof Rather than considering the probability itself, we consider the moment generating
function of the currents ¢’ ({g,}) at time ¢, and let £’ ({g,}) = ({i’({qﬂ}))i be the moment
generating function conditioned to being at site i at time ¢, defined as

¢t ({gu)) = / [Tawu P@l =it =) exp (= @), (202)

such that the moment generating function is recovered from the conditional one by ¢* ({g,}) =
1-2"({gu}). We can also introduce a conditional moment generating function for the hidden

TR process Z. These two conditional functions evolve respectively by
d - -
T "{guh) = MUgu)) &' (guh), (203a)

d= ~ =
oL "guh) = gD T g (203b)

Let ¢ ({q,t}) = g“ ({q“}) = p be the probablhty of finding the system in site i at time
t = 0. Defining U’ ({¢,,}) := exptM ({g,}) and U’({qﬂ}) = exp tM({qu}) we have

¢! Ugu) = U'quh p°. (204)

Similarly, for the hidden TR dynamics, evaluating at ¢, — Q, — g, we obtain

T Qu — ) = T'(1Q — a7 (205)
= Re[exptM ()" | RO (206)
We can now find the moment generating functions as
t"(gu) =1-U'(qu) p° (207a)
C(Qu —quh) = p° - RT'U (g h) R (207b)

from which it follows that the choice of p® = p %' makes the latter two expressions identical
at all times, thus yielding an all-time fluctuation symmetry. Eq. (201) follows by properties
of the Laplace transform. O

As a straightforward corollary, we have the following asymptotic FRs.

Proposition 19 The following marginal symmetry of the SCGF and IFR hold

2({(Qu — gud) = 2({qu)). (208)
A({@Qu)) = 0. (209)
Proof The first follows from
.1,
rqud) = tlggo ;E (aub. (210)
The second follows by evaluating at g, = Q,,. O

Just like the single-edge-current FR actually holds at the level of trajectories as in Eq. (173),
we can also generalize the above proposition to a “complete” set of currents as follows.

Proposition 20 The SCGF A({q;}u, {gata=|u)) of a “complete” set of currents satisfies the
FR

A9 s Gatatn) = 2(Qu — ud s (—daasn)- @211)
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Proof Let us construct the tilted generator of the forward and backward dynamics in terms
of the Hadamard product (see p.45) as (we drop the explicit range of the indices)

M({qu}. {ga})
= RWiligRi " o T({qa}) + Winar 0 T({gu})
= Py [Whia © T({=qaD1" B + Winar 0 T({q}) (212)
where we used the fact that T({qa})T = T({{—q«}). We have
M{Q, — qu} {—qu}) =
= Whid o T({ga}) + Wiar o T ({g})
= Whia © T({—=ga}) + Wiar 0 T{Qu}) o T({—qu})
= Whia 0 T({—qa}) + PWihae B~ 0 T({—qu})
= Whid o T({=qa}) + P [Winar 0 T({q. D] B! (213)

where in the first passage we used the entry-wise associative property of the Hadamard
product and in the second the main proposition Proposition 17. We then obtain

MUQu — gy}, (=) = P M({qu}, (qa))” P! (214)

and the conclusion follows from matrix similarity. O

5.4 The Hierarchy of Marginal Theories

Let us now suppose we follow a systematic procedure by which we first consider the marginal
theory along edge i1 ji, then we expand our knowledge to i3 j>, and so on up to i|| jj«| When

we cover a “complete” set of chord currents. Let Q,IL' ! be the effective affinity along
edge i, j, obtained from the | |-th marginal theory in the hierarchy, where the superscript
1, ..., |u| denotes the set of marginal currents. Each such theory gives an estimate of the
entropy production rate

|2
Ol = Y Qg (215)
n=1
The following proposition is a generalization of the result presented in Ref. [58].
Proposition 21 The following hierarchy of inequalities is satisfied:
0<o1<0:1,2<...2012,.,|a (216)

Proof Notice that the Proposition 20 can be written in terms of the currents’ p.d.f.’s as

P ((ea)l)) o 'z“':ﬂ o '2“':@ Kl 217)
——— =ex oaPo — ) G '
P ({CDO(}(I;)[:II) a=1 pn=l : '

hidden TR dynamics of the |u|-th theory, for || > ||” (notice that this is a new object: so
far we only considered the probability of the first || currents in the | |-th theory, and did
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not specified the level of the hierarchy). Since the latter equality holds for all ||, by dividing
two such relations obtained for || and ||, we obtain

plul ({d)N}ZL:ll) Jul 1|
——— L =exp| Y Qe Zal ----- Wi, (218)
Pl (1@ 1M
{ u}luzl n=1
We can then follow the usual route, obtaining the corresponding IFRs and using the Jensen
inequality. O

5.5 Stalling and Response at Stalling

The following result characterizes the stalling steady state.
Proposition 22 The effective affinities vanish if and only if the mean marginal currents vanish.

Proof This is evident given the explicit expression for the current ¢, = wi, j, Pj, — Wj,i, Piys
and the fact that p*' is the unique stalling state. |

Notice that, with the hierarchy of theories in mind, the set of rates for which current
¢1 vanishes includes the set of rates for which currents ¢, ¢» vanish, and so on, until one
reaches equilibrium. In this respect, equilibrium is just the stalling state of a marginal theory
that happens to be complete.

Let us now parametrize the rates w;; — w;;(x) by a set of parameters x = ({x,},, z)
such that the first || are marginally thermodynamic in the sense that

I expy (219)

and that no other rate depends on x,,. The effective affinity now takes the form

Qu(x) = x, — x3,(2) (220)
where
" P5, @
X, (z) :=log pryms (221)

l w
Notice that the stalling value of the pu-th parameter x,‘j‘ (z) might depend on the other param-
eters. The following result is crucial for an operational definition of the effective affinities.

Proposition 23 At fixed dynamic parameters z, the stalling steady state obtained by remov-
ing the observable edges is the same as the stalling steady state obtained by tuning the

thermodynamic parameters to the stalling values x,, < xff(z).
Proof Let us evaluate the forward generator on the stalling steady state:
W) p* (%) = [Whid(2) + Winar ()15
= Winar (x))p*
=(0,...,¢u(%), ..., —pu(x),..., 007 (222)

where we used the definition of stalling Whig p* = 0 and the fact that the hidden generator
does not depend on the thermodynamic parameters. In the resulting vector we only highlighted
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the entries corresponding to i, and j,. Then, in the light of Proposition 22 and of Eq. (220),
this expression vanishes whenever the effective affinities vanish. m}

We now exploit the marginal fluctuation symmetry Eq.(208), that in its parametric form
reads

*({guh x) = A ((xp — 53 @) — qu}i x) . (223)

Taking the second mixed derivatives with respect to g,,, gy, X;., X, (omitting explicit depen-
dencies) we obtain

3% 3%
= , (224a)
09uqy  9quqy
9% 9% 3%
=— — , (224b)
9q,,0xy 9q,,0qy 0q,0x,
9% 3% 3% 3% 3%
= + + + . (224¢)
0x,0x,  0x,0x,  90qudqy,  0x,0q,  0g,0x,
Evaluating at {g,, = 0} and at {x, = xlsf} we obtain the marginal FDRs
Puv = buv = B3, + B, (2252)
=@, +b., (225b)
=¢., +o., (225¢)
= ¢ ut ¢v “ (225d)
and the marginal RRs
ot =gt . (226a)

wiv vip

We can also consider the response to a perturbation of the « -th kinetic parameter. By taking the
first total derivative with respect to x, and evaluating at {g,, = 0} we obtain the orthogonality
relation

dxst
>t =0, (227)
u Y

The second mixed derivative with respect to g, x, and to x,, x, yield

St

Busie + B = Zd),w " (228)
dxs! dxs
Zcpﬂ e +Z¢,L y Z«p,w T (229)

As regards higher-order response relations, it is clear that the treatment given in Sect.3.5.5
can all be reproduced, with the only caveat that on the right-hand side of Eq.(104) there
should appear the response coefficients of the hidden TR dynamics. We will not address this
explicitly.
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Fig. 2 Level curve (qf, qf) where A(qi", q;) = 0, for two models. Bullets along the curves, starting from
the origin and going counterclockwise, are for the plot on the left (0, 0), (A, Ay — Q2), (Qy, 0), (Ay, A),
0, Q2), (A —Q1, Ay), and for the plot on the right (0, 0), (0, Q2), (A] —Q, Az), (A1, Ap), (A, Ar—Qy),
(@1, 0). At the center of the figures is the symmetry point (A /2, Ap/2). The model on the left has rates
Wyl = Wig = W3p = W4 = W43 = wyp = 1; wip = wy) = w3z = 10; wig = wyg = 20. The model on
the right has rates wp] = w4 = w3z = w43 = 1; wig = w3p = w4 = 10; w3y = 20; wgp = 30

5.6 Inequalities Between Effective Affinities

In this section we briefly sketch some ideas on how to derive inequalities between effective
affinities at different orders in the hierarchy.

We first consider the case of a system with two “real” affinities A; (= Q}’z) and Ay
(= Qéa) supported on the chords 71 j; and i j>. Two marginal theories can be considered,
one with effective affinity Q (= Qi) defined along edge i} j; and one with @, (= Q%) defined
along edge i jo.

Proposition 24 Either both “real” affinities are smaller in modulus than the effective affini-
ties, | A1 < |Q1] and | Az| < |Qa|, or they are both larger, |A1| > |Q1| or |Az| > |Qa|.

Proof We sketch an idea of the proof based on visual inspection of the two plots in Fig. 2. They
represent level curves where the SCGF vanishes, (g}, g5) = 0, for two specific models. Six
points are highlighted along the curve: the origin (0, 0) the effective affinities (Q;, 0) and
(0, Q>), and their dual under the mirror symmetry with respect to the point (A; /2, Az /2),
which need to belong to the curve as a consequence of the fluctuation symmetry. Any level
curve of a convex function is a convex set. Consider the two highlighted segments. Their
coordinates are either @ — A; > 0 and @, — Ay > 0 for the left-hand curve, or Ay — @, >
0,Q; — @ > 0 for that on the right. Since for the right curve both A;, Q; < 0, we are
consistent with the claim of the proposition. A similar analysis of other special cases will
convince the reader it is not possible to draw six such special points along a convex curve
that do not satisfy the claim. O

Pushing this method beyond || = 2 is far from trivial and it would make for an interesting
mathematical inquiry. Let us briefly sketch some thoughts concerning the case |«| = 3. In
Fig.3 we plot the polytopes obtained by triangulations of the points (0, 0, 0)—the univer-
sal zero of the SCGF—, the point (Q}’2’3, Qé’z’S, Q;’2’3) =: A—the “real” affinities, the
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Fig. 3 In the space (g1, g2, q3), two polytopes having the effective affinities corresponding to level |a| = 1
and |o| = 3 marginal theories as their vertices. The image illustrates the conjectured fact that there always
exist convex Delaunay triangulations of the vertices for any values of such effective affinities. However, the
affinities corresponding to the || = 2 will need to satisfy constraints

points @', 0,0, (0,@,0), (0,0, Qg )—the effective affinities of the single-edge marginal
theories—and their mirror images through point A /2 (the small dot at the center of the poly-
gon) —given by (@ - Ql, @&, @), @}, @& - Q. @), @, @&, Q477 — Q). Inthe
plots, all (effective and “real”) affinities are positive, without loss of generality. In the left-
hand plot effective affinities are all larger than the “real” affinities, (Q% > Q} ‘2'3, Q% > Q;’2’3,
Qg > Q§'2‘3), in the right-hand one one of the effective affinities is smaller, (Q} < Q}’2’3,
Q% > Q§’2’3, Q% > ﬂ§’2’3). In both cases one can find a convex envelope that includes all
such points. Now consider that must belong to such envelope also the six further points cor-
responding to the second level in the hierarchy || = 2, that is the three (Q}’ ,Qé’z, 0),
2,3 2,3 1,3 1,3 . 1,2,3 1,2 A1,2,3 1,2

(0,Q,°,@37) and (Q;”,0,Q5), and their FR-duals (Q, -Q5,Q)77 — @7, 0),
(0, Qé,2,3 —Q%J, Q;’2’3 —Q§’3) and (Qi’z’3 —Q}’3, 0, Q;’2’3 —Q;’3). It is clear that requiring
that there exists a convex polytope that also includes such points as corners would pose strict
inter-affinity relationships, whose determination however goes far astray from our scope.

5.7 Gauge Invariance
We have the following result.

Proposition 25 Under the condition that the removal of the marginal edges does not discon-
nect the network, the effective affinities are invariant under a gauge transformation of the
rates wij — w;j = wjj e .

Proof By the matrix-tree theorem, the effective affinities can be expressed in terms of rooted
oriented spanning trees on the graph where the observable edges are removed. Notice that
for every rooted oriented spanning tree .% with root at site k, the gauge transformation gives

(B =[] w;=[]e" [] wi=e“"c% (230)

ij€I i#k ijeI
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where a = ), a;. This is due to the fact that in a rooted oriented spanning tree, each site but
the root is the tail of exactly one directed edge. This factor drops from the expression of the
steady probability because of normalization. Thus

wj; p;t’ = w/,p" (231)
and therefore the effective affinities are invariant. O

Since currents are also gauge-invariant, it follows that the effective EPR is also invariant.
Gauges affect the shape of the initial state that needs to be chosen for an all-time FR to hold.

A different, but related, acceptation of gauge invariance of the SCGF is that put forward
by Wachtel et al. [110]. Let us review it here for it will have implications as regards the
marginal theory, that we will analyze in Sect.5.9.

Proposition 26 The SCGF for all the currents A({q;j}ijes) is invariant under the gauge
transformation g;; — g;; + Z cff Qy*, where the vectors {c:?f }ij* span the cocycle space of
the graph.

Proof Let us omit to specify ij € &. Using a trick employed in Ref. [64] to prove the FR, we
consider the characteristic polynomial of tilted generator

A (s: {gij}) = det (W({qij}; x) — sl). (232)
We employ the well-known expansion of the determinant of a matrix A [116]
det A=) (D" [T Aix) (233)
kg ied

in terms of permutations  : .# — .# the graph’s sites, where || is the permutation’s parity.
Any permutation admits a cycle decomposition [116] in terms of singlets i’ € .#5"8(;r) C .#
such that 7 (i") = i/, and a certain number |¢| of simple cycles, %, (), which do not cross
each other and which cover all of the remaining sites in .# \ .#*"(;r). One then obtains

[Taxo= [T Aw-TIITAT. (234)
ies i'e.ssing (i) Loy A

yielding
A (5: {ag + X ¢ 0ur})
=Y o T s =w - [T (wige )

i’e.ssing (i) Loy

X exXp — Z Qo+ Z cgf cfj (). (235)
o* ij

The latter term is unity because cycles are orthogonal to cocycles, and therefore the charac-
teristic polynomial is gauge invariant:

A (S; {aij + ZC?; Qa*}) = A(si {ai}) (236)

In fact, it follows that all of the eigenvalues are also gauge invariant, including the SCGF. O
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The relationship between gauge invariance of cycle affinities and gauge invariance of
the SCGF is as follows. A gauge transformation of the rates as described above transforms
the log-ratio of the rates as log w;; /wj; — logw;;/wj; + a; — a; (a “gauge connection”).
Any such transformation can be seen as a cocyclic transformation, as it can be shown that
i —aj =7y o cg.*aat for some ay+. Indeed, using the FR for all the currents and imposing
that it only depends on the cycle affinities, one obtains the latter invariance.

5.8 Marginally Thermodynamic Parametrizations

The local parametrization Eq. (219) automatically complies with the requirement BO men-
tioned in the Parode. In this paragraph we analyze in more detail which parametrizations
are thermodynamic in the sense that they satisfy the requirement AQ for the “complete” the-
ory and, within such parametrization schemes, which are marginally thermodynamic. More
precisely, in the first case our goal is to find the most general parametrization of the rates
x — wj;(x) such that

ad
Py Aq (x) = Sa,c- (237)
Xy

This question will find a conclusive answer in Proposition 27, while Proposition 28 charac-
terizes the marginal parametrizations that satisfy

9
maﬂ (X) = 800 (238)

Notice that while Eq. (237) involves all of the parameters, the second is much looser since it
only involves the first || parameters, and in general

d
Q@ £0 = ul. (239)

Let us now pave the way to Propositions 27 and 28. It is an obvious fact that transition
rates can be uniquely decomposed as

w;j (x) = vz (x) e ®), (240)

with an antisymmetric term a;; = —a;; and a symmetric positive term v;; = vj; > 0. Clearly,
by definition “real” affinities are only sensible to transformations of the antisymmetric part.
Furthermore, as explained in Sect.5.7, they are invariant under so-called gauge transforma-
tions a;; — alf ;= aij + a; — a; [75,110], hence the general dependence that the symmetric
part of the rates can take is

aij(x) = aj;({xa}) +a;(x) — a; (x). (241)

in terms of some gauge connection a; i that only depends on the first || parameters, and of
a pure gauge aj on which, for the moment, we impose no restriction. Notice that the affinity
can be written in terms of the gauge connection only:

Ax(xa) = Y af;({xa}). (242)
ijeCy
Since the effect of a variation of the thermodynamic parameters on the affinities is via the

gauge connection, we now need to impose that variations of x,, only modify the «-th affinity
according to Eq.(237). The basic intuition is that any perturbation of the gauge connection
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along edges that are shared among different cycles will modify the affinities of both cycles.
Let us then introduce the peripheral set as the set of edges that belong to cycle %, and to
no other fundamental cycle 2, = %, N (E\ Ua/#a %w). In practice, these consist of the
generating chord e, and of all edges that are only separated from the chord by vertices of
degree 2 (sometimes called bridges [20]). Then, we can at best distribute the dissipative
parameter x, among the edges of the corresponding peripheral set, in such a way that

ij ..
alf; 4+ Ag Xas Ij € Dy

ai;({xa}) = . (243)
ij \\a alf;, ij & Uy Zu
where alf} are independent of all parameters and Af;{ = —)L{; are real numbers such that, for
all «,
Y oal=1 (244)
ij€eDy

This provides the general structure of a thermodynamic parametrization. Notice that no
constraint is imposed on the dependence of the symmetric part and of the pure gauge on the
parameters.

Proposition 27 (Thermodynamic parametrization) A parametrization of the transition rates
is thermodynamic, in the sense that it satisfies Eq.(237), if and only if there exist (possibly
non-unique) symmetric terms, a gauge connection and a pure gauge obeying Eq. (243) such
that

1
wi () = vy () exp 3 [a;(0) = @i () + afp((xa) | (245)
Proof Sufficiency is trivial: from Eq. (242) we have
Aufxa) = D Mxa+ Y afi=xa+ Y afj. (246)
iJ€Dy ijE€Cy ij€Cy

Necessity is inbuilt in the above construction: the symmetric/antisymmetric splitting is
unique; perturbations of the antisymmetric part that do not affect the affinities are accounted
for by the pure gauge; hence we can only focus on any explicit dependencies of the gauge
connection on the parameters that will affect the affinities. In particular, any perturbation of
the rates along an edge that is in common among several cycles will affect the affinities of
both cycles, therefore violating thermodynamic parametrization. O

Notice that, as anticipated in Sect. 2.1, the symmetric term and the pure gauge, to which
we referred as the internal landscape, can undergo global arbitrary transformations, while
once the pure gauge is fixed, the parametrization of the gauge connection is local an quite
strict.

‘We now want to inquire how much stricter is a marginally thermodynamic parametrization
obeying Eq.(238) with respect to a thermodynamic parametrization. We already know that
effective affinities are gauge invariant. Yet they do depend on the kinetic parameters all over
the network. Then, all we need is to make the dependency of the symmetric terms local like
that of the gauge connection.

Proposition 28 (Marginal thermodynamic parametrization) A parametrization of the tran-
sition rates is marginally thermodynamic, in the sense that it satisfies Eq.(239), if it is
thermodynamic and, additionally, if symmetric terms only depend locally on the thermody-
namic parameters, meaning that only those along ij € 9, depend on x,,.
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Proof All boils down to showing that the effective affinity can be written as

Py (x) Wi
Qulo) =log | S [1-: (247)
pj; x ijez, It
where i l/"' and j;; are respectively the source of the first edge in &, and the target of the last

edge in Z,,. Notice that these depend in a contrived way on all other rates not belonging to
2,,. Having singled out the rates in Z,,, we notice that symmetric terms still cancel among
themselves, hence we conclude. O

This latter proposition is not “if and only if” only because of subtle special cases of no
practical interest.

5.9 Disconnecting the Configuration Space

So far we have assumed that the removal of the edges that support observable currents does
not disconnect the configuration space. Let us relax this assumption.

The removal of edges from the network may result into several disconnected subgraphs
9, . If that occurs, than each connected subgraph has its own unique normalized steady state
p ¥ and any convex combination of them

P
Pl =) mep™r, D me=1 (248)
K K

is a steady state for the stalling dynamics. Here 7, > 01is the probability of finding the system
in subgraph ¢, at the moment of the preparation of the initial ensemble. As regards the case
of several currents each supported on one edge analyzed in Sect.5, the effective affinities
introduced in Eq. (192) are still well-defined, and an inspection of the proof of Proposition 17
and of Proposition 19 reveals that all that matters to go through is that p () is some steady
state. The only main difference is that in all expressions there will be an explicit dependence
on the parameters 7, in particular via By () and the effective affinities Q,, (). Consider the
function i — « (i) mapping a site i to the connected component it belongs to. We then have

St,’((/ﬁ)
wju ¥ j, Tk (ju) Tk (ju)
Q,(m) = log S'l,K(l.“) +log - .’ =: Q;L + log ”7’ (249)
Wi, Py, k(i) k(i)

where the right-hand side defines a preferred “ground” value of the effective affinity Q/u'
The finite-time FR holds unmodified, provided one chooses the right effective affinity and
the right initial ensemble (as we will analyze in a future publication, and has already been
observed in the case of the full FR by Rao [73], in the preparation there is a difference between
removing edges, and tuning parameters to values where the currents stall).

As regards the asymptotic FR, notice that in the derivation of the fluctuation symmetry
the matrix B () does not enter the game as it only contributes a similarity transformation.
Hence the full dependence of the relation on the & is through the effective affinities:

g = 2(4Qu () — gud). (250)

But since the left-hand side of this expression does not depend on & altogether, we obtain
that the SCGF has a symmetry

(g = & ({gp +10g (i) /7cii }) - (251)
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This also implies that certain linear combinations of mean currents always vanish at the steady
state. Consider for example the case where two subgraphs are separated by two observable
edges:

I

VR
% 4 . (252)
~__—
11
The symmetry of the rate function reads
A(ar, qub) = 2({g1 + @, qu + o}). (253)

where o = log p /1. Taking the derivative with respect to « and evaluating at g1 = g =
o = 0 we obtain ¢y + ¢y = 0.

Notice that Proposition 22 then needs to be reformulated, as it is not sufficient that the
effective affinity vanishes for some values of the & to have a vanishing stalling current. This
is a consequence of the marginal gauge invariance of the SCGF, that we now analyze.

The SCGF of all the marginal currents is obtained by setting g;; = 0 for all ij € & \ &mar.
With reference to Proposition 26, clearly any gauge transformation that involves cocycles that
have edges in the hidden sector would break this condition, thus it is not allowed. But, since
by definition the removal of a (simple) cocycle disconnects the graph in two subgraphs (we
can always take the basis cocycles to be simple in the sense described in Sect. 3.4.3), then if
the marginal configuration space contains a cocycle, then the hidden configuration space gets
disconnected. In fact, in the above example the two edges form a simple cocycle. We thus see
that marginal gauge invariance coincides with the freedom of choice of the stalling steady state
in the definition of the effective affinities. While, according to the tenets of Schnakenberg’s
theory, when dealing with single-edge currents one can always take observable currents along
a subset of chords, and thus arrive at uniquely defined and invariant affinities, in the case of
currents defined over multiple edges it might often be the case that gauge invariance plays a
role. This depends on the specific context.

6 Episode 4: Phenomenological Currents
Finally, we consider a set of marginal phenomenological currents. The theory exposed in
the previous sections holds unchanged provided an additional strict condition, that we call

marginal consistency, is verified. We characterize marginal consistency in physical terms in
terms of hidden entropy production.

6.1 Marginal Phenomenological Currents

Phenomenological currents are linear combinations of edge currents

Q! = gl ol (254)
ij

where goLj = — Ml Let &, = {ij € <5"|<pf{ # 0} be the set of edges that support the u-th
marginal current, and &,y = J u &u be the marginal edge set of all edges that support a
marginal phenomenological current. Furthermore let #n,; be set of sites of the graph that are
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boundaries of some edge in &, For sake of notational simplicity, we assume that & \ &par
is connected; the general case can be built after the considerations in Sect.5.9.

We assume that the phenomenological currents defined above are independent, in the
sense that there is no vector £ = (£,,), such that

D £, <0 (255)
w

in the long time limit (at steady state). This amounts to ask that the matrix (3 _,; i ‘/’u i e, I

full rank. The theory of FRs for a complete set of phenomenological currents in the presence
of conservation laws has been analyzed in Ref.[71] at the steady state, and in Ref.[73] at
finite times. The generalization of our marginal theory to systems with conserved quantities,
either within or across the marginal/hidden sectors of the configuration space, is an interesting
direction for future research.

6.2 Marginal Consistency

Let A({g,}) be the SCGF of the marginal phenomenological currents with respect to the
forward dynamics. It is the dominant eigenvalue of the tilted operator M ({g,,} obtained by
replacing the off-diagonal entries w;; by w;; exp —Z wi{qu and by keeping the diagonal
entries the same. Similarly we can introduce the SCGF K({qu}) of the currents with respect
to the hidden TR dynamics.

Also, let )L({‘Iij}ije&mar)vx({‘hj}ije(?mar) be the SCGFs of all the edge currents in the
marginal sector of the configuration space. We hereby exploit the contraction principle in the
theory of large deviations, which states that we can obtain the SCGF of a coarser observable

b} replaCing qij — § i‘pgq;u
M}) ( M " l]E§m4r> ( )

Rdtguh =7 (| } : 256b
(M) ( > ola Uefm) (256b)
By the theory exposed in Sect. 5, we know that the marginal fluctuation symmetry holds

A ({gijijesm) = x (Qij — gij}ijesm) » (257)

where the effective affinities are given by the usual expression Q;; = log w;; pSt Jwji p', the
stalling steady state being defined as the unique steady state in the network where all edges
in &mar are removed.

‘We now inquire under which conditions this relation extends to the SCGFs of the marginal
phenomenological currents.

Proposition 29 A sufficient condition for the marginal phenomenological fluctuation sym-

metry to hold is the condition of marginal consistency, i.e. that there exist phenomenological
effective affinities Q,, such that

Qj=2¢7Qu  Vij € bnar. (258)
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Proof Straightforward given the definitions and the contraction principle:

Adgah) =2 <[Z<p;‘{qu]u€g ) =T (el @Qu = alises)
= A(Qu — ). (259)
O

The condition is not strictly necessary, for the reason noted in Sect. 5.9 that the effective
affinities might not be unique when the removal of the observable edges disconnects the
network, which is usually the case for phenomenological currents.

Marginal consistency poses a strong constraint on the shape of the stalling steady state.
In fact, for all sites i € .#na in the marginal edge set, the stalling steady state must satisfy

; Wji ..
o8 =y P20 Qe (260)

This balance will not be granted for any thermodynamically consistent model, as we will
show by a simple example in Sect.6.5. At the highest level of the hierarchy of marginal
theories, where the effective affinities are the “real” affinities of the complete theory, the
above condition boils down to prescribing certain values for the rate ratio w;; /wj;, up to a pure
gauge, see Eq. (66). This is due to the peculiar property of equilibrium steady states of writing
justin terms of w;; /wj;, see Eq. (62). Instead, whilst gauge invariant, the effective affinities do
not depend directly on the rate ratio. As a consequence, marginal consistency requires a fine
tuning of the rates all over the network. This entails an unprecedented relationship between
symmetric and antisymmetric contributions to the rates, i.e. an interplay between the physics
that shapes the internal landscape of the system, and the thermodynamic parameters.

Proposition 30 If the condition of marginal consistency holds, then

W= R M{Q.)" R (261)
is a MJPG.
Proof We have, using Eq. (260)
p.st .
Wi = p—;twﬁ exp Z‘/’Z Q= wjj, Vij € Emar (262a)
J
;'
Wij = ?;WIi» Vij ¢ Emar- (262b)

The proof proceeds as usual by summing over the columns of W and using the fact that
is the stalling state. O

From this result follows that, if the condition of marginal consistency holds, basically
everything that has been discussed in Sect. 5 holds without modifications.

6.3 Internal Stalling
The above condition of marginal consistency so far remains formal. Notice that a state of

internal stalling, where all the microscopic currents supporting the marginal phenomenolog-
ical currents vanish, is also a state of phenomenological stalling:
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¢ij=0,Vije&, = ¢,=0. (263)
The inverse implication is not generally true.

Proposition 31 If marginal consistency holds, then at a phenomenological stalling steady
state, internal currents stall.

Proof By the fluctuation symmetry, if Q, = 0 then ¢, = 0. From Eq. (258) follows that if
Q. = 0 then @;; = 0, and therefore ¢;; = 0. O

While the reverse implication does not hold, for the simple reason that stalling states are a
subclass of all possible marginally consistent states, the following statement gives a physical
characterization of marginal consistency.

Proposition 32 Ifat a phenomenological stalling steady state the marginal stochastic entropy
production vanishes, then the effective affinities satisfy marginal consistency.

Proof We are requiring that

> @@l =0 (264)

ij €& mar

vanishes for all values of of <I>§j = t¢;; satisfying the steady state condition d¢ = 0 (or,
equivalently, up to O(1) transient contributions). Let us impose phenomenological stalling.
We have

> eligy =0. (265)

ijesy,

Therefore ¢ is in the kernel of matrix ¢ = (gog),-jegw - Therefore it can be an arbitrary
vector in the orthogonal complement of the image of ¢. Since Eq. (264) must vanish for any
such vector, then Q;; must live in the image of ¢, that is, satisfy Eq.(258). O

6.4 Response

Let us endow ourselves with a marginally thermodynamic parametrization x;; of the edges
ij € &mar- We can consider the phenomenological currents’ covariance at phenomenological
stalling

phen. st. ij ij’ ,phen.st.
S = DGl dp (266)
ijij’

Notice that we would not be able to proceed further if phenomenological stalling did not
imply internal stalling, because we do not generally have a FDR for nonvanishing currents.
Under the assumption of marginal consistency we obtain

o9 9
st __ 2 : ij i st st
¢”‘“/ o b (3)6,'] ¢ij/ + 3xi/‘/ ¢ij>
ijij’ ’
= vmj;, + Vi (267)
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where

V= eru . (268)

is the directional (Lie) derivative along vector {wf{ }ij- This means that there is a preferred
set of directions where the variation of the parameters should be performed, hence that we
need to sub-parametrize rates in terms of parameters x,, in a way that V,, = d/9x,, becomes
a proper derivative.

6.5 Complete Versus Marginal Consistency

In this section we show by a simple example that marginal consistency is stricter “complete”
consistency. While this example is not representative of a physical apparatus, the gap between
marginal and complete thermodynamic consistency appears to us the be the most interesting
open question left aside in this paper.

We take into consideration a simple model whose configuration space is depicted by the
following graph with rates labeled by a reservoir index taking values in p = I, I, 1II, IV:

1 2 (269)
I

I v v I

I

where we assume that the rates satisfy

why/wh, = w£4/w4113 (270a)
wih/wh = wiy/wlk (270b)
AL LA (270¢)

1V 111 111 1 lV (270d)

The physical rationale is that rates of type p are due to the interaction with a bath at inverse
temperature 8 and satisfy the condition of local detailed balance [100,117]

Wi
—L —exp—pP(e —€;). (271)
Wji

In the above model it is implied that the energy gaps €1 — €2 = €3 — €4 are the same. The

physical currents are given by (dropping the dependency on ¢)

PP =df, + DY, p=11 (272a)
PP =L+ D), p =1L1V. (272b)

The above parametrization Eq. (270) grants that the entropy production along a trajectory is a
functional of the phenomenological currents only. The situation is different for the effective
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description of an observer who, for example, only measures ® I The effective affinities alon g
the two edges supporting this current are given by

I st J
w w

@, = log “1272 @, =log 7% (273)

W1 P Wa3P3

where p* is the stalling steady state on the network
12
11

m| | V| |1 - 274)

1I
3— 4

Marginal consistency requires that the two effective affinities coincide, an = Q£4, which is
only the case if

st st
% - %. (275)
2 4

This condition is not implied by local detailed balance and it requires a fine tuning of rates all
over the network. This has broad implications on the overall flows measured in the system. In
the above example, notice that in view of Eq. (270b), marginal thermodynamic consistency
implies that the two steady forces along edges 11 should also coincide:

II st II st
w w
10g %Ilp;t =log Alllspzt' (276)
Wi Py W34 Py

As a consequence, at the stalling steady state both transitions of type II are in same direction.
This is obviously impossible, therefore the steady currents ¢{12 4%5 must vanish as well at
stalling. The only current at a phenomenological stalling steady state is along cycles formed
by edges of type 11l and IV.

7 Stasimon: A Negative Result

Marginal currents play a role in the formulation of so-called uncertainty relations between a

current’s variance and the full EPR, recently formulated [82] and proven under quite general

conditions [83,84]. Remarkably, the results hold for marginal currents of any kind, though

it has been argued that the bound is only strict when the current is the entropy production

itself [85]. Therefore it is interesting to inquire whether stricter bounds in terms of marginal

measures of the entropy production, rather than the full entropy production, might hold [85].
The uncertainty relation states that for any current

@y, _ 2
(@7 = L Aalba)

The bound is significative when the current is the entropy production, ¢ = > Ay ¢y. Oth-
erwise the bound performs poorly, and one might want to lower the measure of EPR so to

Q77)
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make the right-hand side of this inequality as high as possible. Since Y Fy(da) > Q(d),
one tempting hypothesis is that the effective EPR might also satisfy the bound:
(¢?)

()

The uncertainty relation derives from the following quadratic bound on the rate function
(83]

V-

NS

. (278)

() = Y qalta) (Z% - 1) ) (279)

Choosing, for definitiveness, the first current as our observable ¢ = ¢, and setting g, =
d«.19, one obtains

Aq) = q(¢) (@ - 1) : (280)

The bound is found by taking second derivatives and evaluating at ¢ = 0. In our marginal
theory, the quadratic function ¢g(¢)(q/Q — 1) that would yield the relation Eq.(278) in a
similar way does not bound A(g), rather it approximates it as a quadratic taking the same
vanishing values at ¢ = 0, Q. In fact, not only the bound on the SCGF does not hold, but by
randomly inspecting the behavior of several example systems we were able to find several
cases where there is a (mild) violation of the uncertainty relation. One such case is given by
the generator

-15 2 6 1
3 1210 0

=19 10-as5| (281)
5 0 5 —6

Thus we rule out a reasonable hypothesis.

8 Exode: Conclusions

Generic considerations on future perspectives were presented in Sect. 2.3. In this section we
provide a more prosaic list of partial results and of technical issues related to the derivations of
the results that are either unresolved and/or that might be of some interest from a mathematical
point of view.

8.1 Relationship to Doob’s Transform

The tilted operator M ({g,,}) is generally not similar to a MJPG. This has implications, for
example, for the efficient computation of the SCGF, which cannot be performed by a direct
application of the Gillespie algorithm but requires more advanced techniques [118,119].
Nevertheless, for all values of the tilting fields {g,} one can build a MIPG W ({g,}) out of
the tilted operator M ({g,,}), by performing the so-called Doob transform [120]

W{gu)) = RUgu DM (gD R ({gu)) — 1{gu DI, (282)

where R({g,}) is the diagonal matrix whose entries are the components of the right Perron—
Froebenius eigenvector of M ({g.}). In a way, the typical currents according to this new
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dynamics reproduce the statistics of rare currents of the original dynamics, somehow realizing
Onsager’s regression hypothesis. Furthermore, it can be shown that the diagonal matrix
R({gqu}) [resp. L({q,.})] whose entries are the components of the right [resp. left] eigenvector
of M ({q,.}) can be interpreted as the probability of a fluctuation conditioned on being at some
configuration at the final [resp. initial] time [81].

Our theory implies that the hidden TR generator W is the Doob transform evaluated
at A({Qy}) = 0, where the Doob’s transform and the forward generator are related by a
similarity transformation. Furthermore, this implies that

Ry = R({QuD, (283)

which yields a different interpretation of the right eigenvector for that particular value of the
tilting parameters.

A complementary perspective on tilting techniques regards Markov processes that are
conditioned upon observing a certain event, as thoroughly discussed in Ref.[121]. While
such conditional processes are not Markovian on their own, there exists the possibility of
constructing Markovian generators that best reproduce their behavior. Then the question is
open what particular rare events are typical of hidden time-reversal generators, and what kind
of conditioning on Markov processes they represent.

Knowledge of the effective affinity might be implemented in algorithms for the recon-
struction of the SCGF based on cloning and/or on iterative procedures, e.g. to pinpoint certain
specific values of the SCGF.

8.2 Direct Derivations of the FDR and Activity

Let us consider the derivation of nonequilibrium FDRs carried over e.g. in Ref.[94] and
compare it to our own approach at stalling steady states. We focus on the single-edge scenario
detailed in Sect.4. The trajectory p.d.f. Eq.(81) can be written in terms of two terms, one
that is time-symmetric and one that is time-antisymmetric:

1
Plo'](x) = exp 5 (9[0) 1(x) + Z[0'1(x)) p. (284)

where © is a suitably defined time-symmetrlc term that contains both the Poisson-type
waiting-time distribution, and the activities (symmetrized fluxes). We made explicit the
dependency on parameter x. We have

d
—Z[o'](x) = Pppfw']. (285)
ax
Let’s look at the response of the average steady-state current:
0 . 1 3 3 0 3
o020 = lim — [ Do’ $ple’] —— Plo](x) (286)
ax ox
1 d
<¢>12) + lim (@1 0w). (287)

This shows that in general to the response of a current contributes the self-correlation and
the correlation of the current with a time-symmetric observable, that contributes in important
ways out of equilibrium.

Let us see how from this we can derive the FDR at equilibrium, that is, assuming there
exists a value x = x°4 such that P[w'](x®9) = P[@'](x®9) (up to boundary terms). Key to
the result is that the time symmetry is not affected by the derivative, therefore
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99 1 = 22 @y, (288)
ox 0x
Then:
eq
<¢12@> _ / Do’ Plo'1(x%) Brafof ] [ 1(r*9)
0x 0x
_ .00
= /Dw’ Pla'](x*%) <I>1z[w’]a[w’](xeq)
(on5e)
- 0,22 (289)
0x

and therefore it must vanish.

It would be desirable to have a similar direct proof that the active response vanishes at
stalling steady-states. We could use, instead of the time-reversed trajectory, the hidden time-
reverse trajectory introduced in Sect.4.9. However, if we go through the same passages as
above the proof halts as we do not have a trajectory such that P[@'] = Plw'] (not even at
stalling). We believe that finding a proper way to deal with such problem would disclose a
whole new set of techniques that could be used to analyze marginal systems.

Furthermore, it would be interesting to consider the large deviation functions of the joint
activities and currents, which in the case of a “complete” theory is known analytically [122].

8.3 Gauge Invariance

In Quantum Field Theory, Wilson loops of gauge connections are the fundamental gauge-
invariant quantities. Importantly, they satisfy the reconstruction property [123,124]: given
the Wilson loops, one can reconstruct the gauge connection up to gauge transformations.
The analogue of Wilson loops in nonequilibrium thermodynamics are the “real” affinities, as
argued in Refs. [75,76]. When considering a system exchanging energy with several of heat
reservoirs at different temperatures (possibly a continuum of them), “real” affinities take the
well-known form ¢ §Q /kpT.

The marginal theory though deals with new objects, the effective affinities, that are not
defined along a single loop, are not defined only in terms of the gauge connection alone, and
somehow have a “renormalized” character, they are “dressed”. Yet they are gauge invariant
and they constitute important observables. So, it would be interesting to ponder how this
construction might go back to gauge theories, in particular as comes to non-Abelian gauge
theories, to the Mandelstam identities, and to the reconstruction property.

8.4 The Deletion-Contraction Paradigm

Some passages in our theory offer a connection to the paradigm of deletion-contraction in
algebraic graph theory [125], that has applications to as remote areas as knot polynomials
[126] and Feynman diagrams [127,128]. Deletion-contraction formulas apply in particular
to spanning-tree polynomials [129]. We notice in passing that most results in this area regard
symmetric Laplacians, while MJPGs are not necessarily symmetric. Then, the deletion-
contraction formula we employed in Eq. (127) rooted oriented spanning tree only holds if
the root is one of the two contracted vertices. It is very easy to generate counterexamples
for other roots. This opens up the question whether it is possible to prove more general
deletion-contraction formulas for weighted oriented graphs.
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