Searching for materials with high refractive index and wide band gap: A first-principles high-throughput study
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Materials combining both a high refractive index and a wide band gap are of great interest for optoelectronic and sensor applications. However, these two properties are typically described by an inverse correlation with high refractive index appearing in small gap materials and vice versa. Here, we conduct a first-principles high-throughput study on more than 4000 semiconductors (with a special focus on oxides). Our data confirm the general inverse trend between refractive index and band gap but interesting outliers are also identified. The data are then analyzed through a simple model involving two main descriptors: the average optical gap and the effective frequency. The former can be determined directly from the electronic structure of the compounds, but the latter cannot. This calls for further analysis in order to obtain a predictive model. Nonetheless, it turns out that the negative effect of a large band gap on the refractive index can be counterbalanced in two ways: (i) by limiting the difference between the direct band gap and the average optical gap which can be realized by a narrow distribution in energy of the optical transitions and (ii) by increasing the effective frequency which can be achieved through either a high number of transitions from the top of the valence band to the bottom of the conduction band or a high average probability for these transitions. Focusing on oxides, we use our data to investigate how the chemistry influences this inverse relationship and rationalize why certain classes of materials would perform better. Our findings can be used to search for new compounds in many optical applications both in the linear and nonlinear regime (waveguides, optical modulators, laser, frequency converter, etc.).
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I. INTRODUCTION

Light-matter interaction is at the core of various technologies (e.g., lasers, liquid-crystal displays, light-emitting diodes, etc.) with applications in many sectors (telecommunications, medicine, energy, transistors, microelectronics, etc.) [1]. Improvement and further development of these technologies requires a thorough comprehension of the underlying physical processes and how optical properties are linked to the electronic structure. Hence, the study of the optical properties of materials has always generated considerable interest and curiosity in the scientific community (see Ref. [2] for a compilation of papers about recent developments). In particular, high refractive index materials are required to improve the performance of optoelectronic devices such as waveguide-based optical circuits, optical interference filters and mirrors, optical sensors, as well as solar cells (e.g., as antireflection coatings). Furthermore, according to the empirical Miller rule, high refractive index materials also potentially show high response in the nonlinear regime [3]. In addition to having a high refractive index, the materials used in those optoelectronic devices are often required to have a wide band gap. This guarantees transparency over the visible spectral range and makes it possible for the devices to operate at higher temperatures and to switch at larger voltages [4]. As a result, there is a strong push towards developing materials with high refractive index and wide band gap. However, while there is an abundance of systems with a wide band gap ($E_g \geq 6$ eV), or with a high refractive index ($n \geq 2$), there are unfortunately few materials which satisfy both requirements at the same time. The main difficulty in devising such compounds is due to the known inverse relationship between refractive index and band gap (see, e.g., Ref. [5] for a review of the different empirical or semi-empirical relations that have been proposed).

First-principles calculations have proven to be a very powerful tool to explore the electronic and optical properties of materials. Density functional theory (DFT) [6,7] provides a good description of the electronic structure, apart from a systematic underestimation of the band gap with respect to experiments. Density functional perturbation theory (DFPT) [8,9] is widely used to predict the linear response (and related physical quantities) of periodic systems when they are submitted to an external perturbation. For instance, when considering the effect of a homogeneous electric field, DFPT allows one to compute the macroscopic dielectric function in the static limit ($\omega = 0$ eV). The success of DFT and DFPT stems from their reliability and low computational cost. As a result, first-principles calculations have recently been combined with a high-throughput (HT) approach [10,11] targeting the discovery of new materials. Indeed, the combination of these two methods enables the creation of large databases of materials properties that would be prohibitive (in time and cost) for
experimental measurements. By screening those databases, new materials, targeting specific applications, can be identified. Successful discoveries (i.e., prediction confirmed in the laboratory) include materials for batteries, hydrogen production and storage, thermoelectrics, and photovoltaics (see, e.g., Refs. [11,12]). Databases can also be analyzed using data mining techniques, aiming at identifying trends that can give a further insight into the comprehension of the materials properties, or even make predictions for unknown compounds through machine learning (see, for example, Refs. [13,14]).

In this paper, we investigate the relationship between the refractive index and the band gap using a first-principles HT approach relying on DFT and DFPT. Our aim is to provide a statistical, “data driven,” analysis based on a large set of 4040 semiconductors. Calculated data confirm the global inverse trend between those two properties, as recently discussed in semiconductors. Calculated data confirm the global inverse trend between those two properties, as recently discussed in semiconductors.

II. HIGH-THROUGHPUT COMPUTATION

Our database is built as follows. We start from the relaxed structures available in the Materials Project (MP) repository [18]. Their thermodynamical stability can be assessed by the energy above hull \( E_{\text{hull}} [19,20] \): for a stable compound, \( E_{\text{hull}} = 0 \) meV/atom, and the stability decreases as \( E_{\text{hull}} \) increases. Here, we extract the materials with \( E_{\text{hull}} \leq 25 \) meV/atom [21]. We also include a few exceptions (with \( E_{\text{hull}} > 25 \) meV/atom) already investigated previously in the literature for technological applications. The 4040 selected materials cover a broad range of chemistries (oxides, fluorides, sulfides, etc.) with various compositions (binaries, ternaries, etc.). However, a significant fraction of those (3375 out of 4040) are oxides, since they show important applications in many sectors (semiconductor industry, catalysts, etc.) with an exceptionally broad range of electronic properties (see Ref. [22]).

For all those structures, the static part of the refractive index \( n_s \) is computed in the framework of DFPT. All the calculations are performed with the VASP software package [23], adopting the projector augmented wave (PAW) method [24], and using the generalized gradient approximation (GGA) for the exchange-correlation functional as parameterized by Perdew, Burke, and Ernzerhoff (PBE) [25]. When dealing with oxides including elements with partially occupied \( d \) electrons (such as V, Cr, Mn, Fe, Co, Ni, or Mo) a Hubbard-like Coulomb \( U \) term is added to the GGA (GGA+U) [26] to correct the spurious GGA self-interaction energies, adopting the \( U \) values advised by the MP [27]. The electronic properties are calculated from the band structures available in the MP [28]. For the band gap, we focus on the direct band gap \( E_g^d \), since optical processes are related to vertical transitions. It is worth pointing out that DFT is known to underestimate the band gap up to 50% with respect to experiments (see for example Refs. [29,30]), while a tendency to overestimate \( n_s \) is to be expected. Further details on the validation of a similar workflow and on the error of the refractive index computed via DFPT can be found in Ref. [16]. Finally, the results (dielectric function, refractive index, space groups, etc.) are stored using the MongoDB database engine.

III. RESULTS AND DISCUSSION

A. Global trend

Various models have been proposed in the literature to describe the inverse relationship between the refractive index and the band gap. In Fig. 1(a), the models proposed by Ravindra et al. [31] (green line):

\[ n_s = 4.084 - 0.62E_g^d, \]

Moss [32] (red line):

\[ n_s = \left( \frac{95}{E_g^d} \right)^{1/4}, \]

Hervé and Vandamme [33] (cyan line):

\[ n_s = \sqrt{1 + \left( \frac{13.6}{E_g^d + 3.47} \right)^2}, \]

Reddy and Anjaneyulu [34] (magenta line):

\[ n_s = \left( \frac{154}{E_g^d - 0.365} \right)^{1/4}, \]

and Kumar and Singh [35] (yellow line):

\[ n_s = 3.3668(E_g^d)^{-0.3223}, \]

are superimposed on our calculated data. A detailed discussion of these models can be found in Ref. [5]. It is clear that none of them follow closely the trend of the data (their mean absolute errors (MAE) range from 0.42 to 0.91) nor do they account for the wide spread of the points. It should however be mentioned that all these models were built up using a small set of experimental data points (\( < 100 \)). The model resulting from the present study is reported in Fig. 1(b). It captures the trend better than all previous models [MAE = 0.33 considering \( \omega_{\text{eff}} = 12.10 \) eV, calculated by fitting Eq. (2) in the last square sense] and the spread in the data can be accounted for through the parameter \( \omega_{\text{eff}} \), which will be defined below.
FIG. 1. Comparison of the calculated data points (refractive index $n_i$ vs band gap $E_g^d$) with (a) various well-known empirical and semiempirical models [31–35] and (b) the model described by Eq. (6). The data points for the 4040 materials considered here are represented by blue circles, while the models are indicated by solid lines. In (b), different values of the parameter $\omega_{\text{eff}}$ have been considered, accounting for the spread in the data points.

The inverse relationship between the refractive index and the band gap is also evident from the following equation:

$$n_i^2(\omega) = \varepsilon_i(\omega) = 1 + 8\pi \sum_{\kappa} \int_{\text{BZ}} \frac{2d_k}{(2\pi)^3} |\hat{e} \cdot M_{\varepsilon_i}(\kappa)|^2 \frac{1}{(\varepsilon_i(\kappa) - \varepsilon_i(\kappa))^2 - \omega^2},$$

where $\hat{e}$ is the polarization vector in the direction of the electric field and $M_{\varepsilon_i}(\kappa)$ is the dipole matrix element for a transition from a valence state $\varepsilon_i(\kappa)$ to a conduction state $\varepsilon_i(\kappa)$. Eq. (1) can be obtained starting from the Fermi’s golden rule [36]. Further details are given in Appendix. However, as can be anticipated from Eq. (1), the band gap is not a sufficient quantity to properly describe the data trend and other descriptors have to be included in the analysis. With this in mind, we map each material onto the simplest system that one can think of for describing optical transitions: a two-state ($E_1$, $E_2$) system with a transition characterized by (i) an energy $\omega_\varepsilon = E_2 - E_1$, (ii) a probability $K$, and (iii) a degeneracy factor $J = n_1n_2$, where $n_1$ (respectively, $n_2$) is the degeneracy of the state $E_1$ (respectively, $E_2$). In the mapping procedure, which is schematically illustrated in the left panel of Fig. 2, $\omega_\varepsilon$ is obtained as the weighted average of the transitions contributing to the optical properties (it will hence be referred to as the average optical gap). $J$ is simply the integral of $j(\omega)$, the corresponding joint density of states (JDOS), and $K$ is the average probability of those transitions. Their exact analytical expressions are given in Appendix. In principle, these involve integrals in an extended frequency range. In practice, one can set an upper frequency limit $\omega_{\text{max}}$, which is high enough compared to the optical absorption processes of interest and which can be identified by considering the optical function $j(\omega)/\omega^3$ [see Eq. (A7) of Appendix], as illustrated in the right panel of Fig. 2.

As a result of the mapping procedure, our data ($n_i$ versus $E_g^d$) shown in Fig. 1(b) can be described using the following relationship [see Eq. (A15) of Appendix]:

$$n_i^2 = 1 + 8\pi \frac{JK}{\omega_\varepsilon^3} = 1 + \left(\frac{\omega_{\text{eff}}}{\omega_\varepsilon}\right)^3,$$

where we have further defined an effective frequency $\omega_{\text{eff}}$, which combines $K$ and $J$, in order to ease the analysis. As can be seen from Fig. 2, the average optical band gap $\omega_\varepsilon$ is related to the direct band gap $E_g^d$ by

$$\omega_\varepsilon = E_g^d + \Delta.$$

The value of $\Delta$ is material dependent since it is influenced by the dispersion of the valence and conduction bands involved in the transition and their distribution in energy (see Fig. S3 of Ref. [37]) and, indirectly, by the direct band gap $E_g^d$. The calculated values of $\omega_\varepsilon$ and $E_g^d$ are shown in Fig. 3 for all the materials considered here.

We can describe the relationship between the quantities in Eq. (3) by the following equation (see Sec. I of Ref. [37] for a more detailed description):

$$\omega_\varepsilon = E_g^d + \alpha + \beta/E_g^d,$$
considered in this study, split considering the different range of the effective mass $1/\mu$. In each panel, the dashed black line corresponds to $\omega_g = E_g^d + \beta (1/\mu)$ which was obtained by fitting all the data, while the colored line is obtained considering only the data in the subset represented in the panel.

In principle, $\alpha$ and $\beta$ in Eq. (4) depend on the width of the JDOS. In practice, in the rest of the paper we assume $\alpha$ and $\beta$ as constants, i.e., considering the fit calculated on the overall set of data ($\alpha = 6.74$ eV and $\beta = -1.19$ eV$^2$) to ease the discussion and the analysis.

Combining Eqs. (2) and (4), we obtain a direct relationship between the average static refractive index $n_s$ and the direct band gap $E_g^d$:

$$n_s = \sqrt{1 + \frac{\omega_{\text{eff}}^3}{(E_g^d + \alpha + \beta/E_g^d)^3}}.$$

where $\alpha = 6.74$ eV and $\beta = -1.19$ eV$^2$. However, we note that there is a wide spread of the data around the interpolated value (which translates into a quite large MAE of 1.20 eV for the fit).

This can be traced back to the dependence of $\omega_g$ on the width of the JDOS (see Fig. S2 of Ref. [37]) or, in other words, distribution in energy of the transitions. The simplest physical quantity that can account for this is the inverse effective mass of the transition [38] defined by

$$\frac{1}{\mu} = \frac{1}{m_v^*} + \frac{1}{m_c^*},$$

where $m_v^*$ and $m_c^*$ are, respectively, the effective mass of the valence and conduction states averaged over the three possible directions. The details of the calculation of $m_v^*$ and $m_c^*$ are given in Refs. [28,39]. By coloring the data points according to $1/\mu$ in Fig. 3, we note that the larger $\mu$ (the smaller the dispersion of the bands), the smaller $\omega_g$. To improve the visualization, the full set of data has been split according to the values of $1/\mu$. For each panel, the dashed line represents Eq. (4) with the coefficients $\alpha$ and $\beta$ reported above, and the colored lines represent the same equation by fitting those coefficients considering each subset of data. The remaining spread in the data (other than the one coming from $\mu$) is difficult to quantify by a simple physical quantity. Part of it can probably be attributed to the distribution of the bands in energy (see Fig. S3 of Ref. [37]).

In principle, $\alpha$ and $\beta$ in Eq. (4) depend on the width of the JDOS. In practice, in the rest of the paper we assume $\alpha$ and $\beta$ as constants, i.e., considering the fit calculated on the overall set of data ($\alpha = 6.74$ eV and $\beta = -1.19$ eV$^2$) to ease the discussion and the analysis.

Combining Eqs. (2) and (4), we obtain a direct relationship between the average static refractive index $n_s$ and the direct band gap $E_g^d$:

$$n_s = \sqrt{1 + \frac{\omega_{\text{eff}}^3}{(E_g^d + \alpha + \beta/E_g^d)^3}},$$

where $\alpha = 6.74$ eV and $\beta = -1.19$ eV$^2$. However, we note that there is a wide spread of the data around the interpolated value (which translates into a quite large MAE of 1.20 eV for the fit).

This can be traced back to the dependence of $\omega_g$ on the width of the JDOS (see Fig. S2 of Ref. [37]) or, in other words, distribution in energy of the transitions. The simplest physical quantity that can account for this is the inverse effective mass of the transition [38] defined by

$$\frac{1}{\mu} = \frac{1}{m_v^*} + \frac{1}{m_c^*},$$

where $m_v^*$ and $m_c^*$ are, respectively, the effective mass of the valence and conduction states averaged over the three possible directions. The details of the calculation of $m_v^*$ and $m_c^*$ are given in Refs. [28,39]. By coloring the data points according to $1/\mu$ in Fig. 3, we note that the larger $\mu$ (the smaller the dispersion of the bands), the smaller $\omega_g$. To improve the visualization, the full set of data has been split according to the values of $1/\mu$. For each panel, the dashed line represents Eq. (4) with the coefficients $\alpha$ and $\beta$ reported above, and the colored lines represent the same equation by fitting those coefficients considering each subset of data. The remaining spread in the data (other than the one coming from $\mu$) is difficult to quantify by a simple physical quantity. Part of it can probably be attributed to the distribution of the bands in energy (see Fig. S3 of Ref. [37]).

In principle, $\alpha$ and $\beta$ in Eq. (4) depend on the width of the JDOS. In practice, in the rest of the paper we assume $\alpha$ and $\beta$ as constants, i.e., considering the fit calculated on the overall set of data ($\alpha = 6.74$ eV and $\beta = -1.19$ eV$^2$) to ease the discussion and the analysis.

Combining Eqs. (2) and (4), we obtain a direct relationship between the average static refractive index $n_s$ and the direct band gap $E_g^d$:

$$n_s = \sqrt{1 + \frac{\omega_{\text{eff}}^3}{(E_g^d + \alpha + \beta/E_g^d)^3}},$$

which can be compared to all the calculated data, as shown in Fig. 4. Here, the full set of data has been split according to the values of $\omega_{\text{eff}}$ for a better visualization. In each panel, the colored lines were obtained using the same values of $\omega_{\text{eff}}$ indicated in Fig. 1(b). Globally, the data follow the trend of Eq. (6) as represented by these lines, confirming the inverse relationship between refractive index and band gap. The agreement is quite good given the approximations that are being made for the fit of $\omega_{\text{eff}}$ as a function of $E_g^d$. In particular, the points with large (respectively, small) effective masses can fall significantly above (respectively, below) the corresponding curve (given that the latter is obtained for an average value of the effective mass).

From our analysis, it is clear that the effective frequency $\omega_{\text{eff}}$ (combining the integral of the JDOS $J$ and the average transition probability $K$) and the effective mass $\mu$ (as well as the distribution in energy of the bands) play a key role in counterbalancing the effect of the band gap on the refractive index. The former is the numerator of the fraction appearing in Eq. (6), so the larger $\omega_{\text{eff}}$ the higher $n_s$. The latter acts on the denominator by limiting the difference between the direct band gap and the average optical gap: the larger $\mu$, the smaller $\omega_g$ and hence the higher $n_s$.

At this stage, we would like to emphasize that the model that we propose in Eq. (6) is not predictive. Indeed, while $\omega_g$ can be determined directly from the electronic structure of the compounds, $\omega_{\text{eff}}$ (and more precisely $K$) cannot. We leave it...
for another study to analyze whether machine learning might help to overcome this limitation.

B. Outliers

As far as the combination of high refractive index and wide band gap is concerned, the most interesting materials are those lying above the curve corresponding to the value \( \omega_{\text{eff}} = 12.10 \) eV, calculated by fitting in the last square sense Eq. (6) to the full set of our data. Such materials have either a large value of \( \omega_{\text{eff}} \) (i.e., following the general trend of the curves) or of \( \mu \) (i.e., due to the spread of the data). Among those, we found various compounds commonly used for optical devices, a few examples of which are reported in Table I. In contrast, to the best of our knowledge, some of these outliers have not yet been considered as optical materials (for instance, \( \text{Ti}_3\text{PbO}_7 \), \( \text{LiSi}_2\text{N}_3 \), \( \text{BeS} \), etc.). In Sec. VI of Ref. [37], we provide various tables with ten materials with the highest refractive index for a given direct band gap range.

Having a high value of the refractive index, the compounds listed in Table I also show high response in the nonlinear regime. In particular, \( \text{LiTaO}_3 \), \( \text{LiNbO}_3 \), \( \text{LiB}_3\text{O}_5 \), and \( \text{BaB}_2\text{O}_4 \) are known to have high nonlinear second-order coefficients. They are thus commonly used for second harmonic generation (SHG), to convert the incoming light from UV, or even deep UV, to the visible spectral range (see, for example, Refs. [40,41]). In contrast, both \( \text{TiO}_2 \) phases (anatase and rutile) are centrosymmetric and they do not show any response at the second order. However, because of their refractive index, they have been recently investigated as optical switching devices and waveguides (see, for example, Refs. [42–44]).

C. Trend in oxides

We now concentrate on the 3375 oxides. We focus on the chemical composition and the electronic structure of the materials making the connection with their optical properties.

To properly describe the data distribution, we introduced the effective frequency \( \omega_{\text{eff}} \) that is related to both \( J \) and \( K \) (see Fig. S5 of Ref. [37]). Although both these quantities are important to obtain the correct \( \omega_{\text{eff}} \) for each material, only \( J \) can be deduced from the electronic structure of the compounds. This is the main reason why our model cannot be predictive. To the best of our knowledge, there is no way to

TABLE I. List of known outliers (i.e., lying above the curve corresponding to \( \omega_{\text{eff}} = 12.10 \) eV). The chemical formula, MP identification (MP-id), average refractive index, direct band gap \( E_g^d \) (in eV), the effective frequency \( \omega_{\text{eff}} \) (in eV), the average optical gap \( \omega_g \) (in eV), and the average effective mass of the transitions \( \mu \) are shown for each material.

<table>
<thead>
<tr>
<th>Formula</th>
<th>MP-id</th>
<th>( n_s )</th>
<th>( E_g^d )</th>
<th>( \omega_{\text{eff}} )</th>
<th>( \omega_g )</th>
<th>( m_e^* )</th>
<th>( m_h^* )</th>
<th>( \mu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiTaO(_3)</td>
<td>mp-3666</td>
<td>2.25</td>
<td>3.71</td>
<td>14.44</td>
<td>9.05</td>
<td>3.48</td>
<td>1.44</td>
<td>1.02</td>
</tr>
<tr>
<td>LiNbO(_3)</td>
<td>mp-3731</td>
<td>2.33</td>
<td>3.41</td>
<td>13.00</td>
<td>7.91</td>
<td>3.53</td>
<td>1.60</td>
<td>1.10</td>
</tr>
<tr>
<td>LiB(_3)O(_5)</td>
<td>mp-3660</td>
<td>1.62</td>
<td>6.35</td>
<td>16.13</td>
<td>13.70</td>
<td>6.77</td>
<td>1.20</td>
<td>0.72</td>
</tr>
<tr>
<td>rutile-TiO(_2)</td>
<td>mp-2657</td>
<td>2.84</td>
<td>1.78</td>
<td>10.88</td>
<td>5.66</td>
<td>2.53</td>
<td>1.00</td>
<td>0.95</td>
</tr>
<tr>
<td>anatase-TiO(_2)</td>
<td>mp-390</td>
<td>2.60</td>
<td>2.35</td>
<td>10.73</td>
<td>5.96</td>
<td>1.95</td>
<td>1.85</td>
<td>0.95</td>
</tr>
<tr>
<td>BaB(_2)O(_4)</td>
<td>mp-540659</td>
<td>1.63</td>
<td>4.60</td>
<td>13.46</td>
<td>11.29</td>
<td>15.01</td>
<td>0.61</td>
<td>0.58</td>
</tr>
</tbody>
</table>
predict the probability transition \( K \) just considering the band structure. Systematic correlations between \( K \) and materials properties are still under investigations.

In order to analyze the trend in terms of their chemistry, the compounds are organized in four different classes: two groups of transition metal oxides (TMOs), lanthanide oxides, and main-group oxides. Materials with actinide elements are not taken into account in our analysis. These classes are created as follows: the groups of the TMOs include compounds in which there is at least one TM element with the \( d \) shell not completely filled and no lanthanide elements. The lanthanide oxides class contains compounds in which there is at least one lanthanide element, but no TM elements. Finally, the remaining oxides that do not contain any of the above mentioned elements are included in the main group. The TMOs have been further split into two groups considering not only the TM element but also its oxidation state\(^\[45\].\) In the first group, the \( d \) shell of the TM element is empty (e.g., \( V^4+ \)) and therefore the electronic transitions from the top of the valence to the bottom of the conduction states are expected to be from the O 2\( p \) to the TM \( d \) orbitals. In the second group, the TM \( d \) shell is partially filled (e.g., \( V^{4+}, V^{3+} \)) and thus the transitions are expected to be from the TM filled \( d \) states to the empty ones. Finally, all the compounds that contain TM elements in which the \( d \) shell is completely filled (e.g., \( Zn^{2+}, Cu^+ \)) are included in the main group.

For each class, the probability density function is computed for the distribution of the refractive index as function of the direct band gap \( E^d_g \) for the four classes of materials (first and second groups of TMOs in red, and blue respectively, main-group elements in green, lanthanides in orange) considered in this study. Each class is represented by an ellipse (see text) indicating the main distribution of the materials that belong to this class. The solid line correspond to Eq. (6) with \( \omega_{\text{eff}} = 12.10 \text{ eV} \).

In the following sections, we describe the peculiarities of the four different classes, focusing on a typical example for each of them. For the four representative materials, we focus on the electronic structure and on a brief description of the optical functions \( j(\omega) \) and \( j(\omega)/\omega^2 \). We also highlight the different relevant quantities \( (E_g^d, \omega_g, \omega_{\text{eff}}) \).

Before proceeding with the discussion of the different classes, it is worth stressing again that the electronic structures used in this study are taken directly from the Materials Project repository. They have been obtained in the framework of DFT using the PBE exchange-correlation functional, that is known to underestimate the band gap with respect to experiments.

### 1. TMOs with empty \( d \) shell (first group)

Many materials from this class are of high technological interest as dielectrics and as lenses for optical devices both in the linear and nonlinear regime\(^\[22\]\).

As can be seen in Fig. 5 (red ellipse), the materials from this class show a relatively high value for both the refractive index and the band gap. TiO\(_2\) is a typical material of this group. For this compound, the Ti oxidation state is +4 (empty \( d \) shell). This binary oxide compound still generates great interest for the construction of optical devices (see, for example, Refs.\(^\[47,48\]\)). It is indeed one of the materials with the highest value of the refractive index, while retaining a high transparency throughout the visible region. The electronic structure and the optical functions for the rutile phase (mp-2657) are shown in Fig. 6(a). These are representative of those for other known TiO\(_2\) phases (anatase, brookite, and monoclinic) and for other compounds in this class (e.g., ZrO\(_2\), V\(_2\)O\(_5\), LiNbO\(_3\), etc.).

In all these materials, the bands at the valence and conduction edges are quite flat. The main contribution to the top valence states originates from the O 2\( p \) orbitals, while that to the bottom conduction bands comes from the \( d \) orbitals of the transition metal (Ti 3\( d \) in the case of TiO\(_2\)). The flat nature of the bands at the edge of the band structure in this material can also be appreciated looking at the different values of the effective masses \( (m^*_e = 2.53, m^*_\mu = 1.00, \mu = 0.72) \). As a consequence the DOS is actually quite high at the band edges. This leads to an important \( j(\omega) \) originating
FIG. 6. Electronic structure [band structure and density of states (DOS)] and optical functions \([j(\omega)\text{ and } j(\omega)/\omega^3]\) in arbitrary units) for (a) TiO\(_2\), (b) Cr\(_2\)O\(_3\), (c) SiO\(_2\), and (d) Nd\(_2\)O\(_3\). The direct band gap \(E_g\), average optical gap \(\omega_g\), effective frequency \(\omega_{\text{eff}}\), and upper limit of integration \(\omega_{\text{max}}\) are indicated by green, blue, orange, and red dotted lines. The four materials have been selected as representatives of the first and second groups of TMOs, the main-group oxides, and lanthanide oxides, respectively. For Cr\(_2\)O\(_3\) (which shows a magnetic ordering), the electronic structure of both spin components are reported separately (the spin down component is indicated by the use of lighter colors and dashed lines) while the optical functions are the sum of both of them.
from the transitions from the O 2p orbitals to the transition metal d orbitals, and hence to a large value of $J$. Further, these materials have a wide band gap that arises mainly from electron repulsion effects [49,50]. This translates into a high refractive index ($n_r = 2.85$).

In summary, for transition metal oxides from the first group, the wide band gap (which pushes the refractive index downwards) is compensated by a large number of available transitions from the top of the valence band to the bottom of the conduction band due to both the flatness of the band structure and to the high density of states at the band edges. These materials are thus very interesting candidates for further investigations.

2. TMOs with partially filled d shell (second group)

In general, TMOs from the second group have a smaller gap than those from the first group. This obviously pushes their refractive index upwards. However, contrary to the first group of TMOs, the majority of the data (blue ellipse in Fig. 5) fall below the curve. These materials could be considered good candidates for optical applications that require a moderate transparency (e.g., in the visible range) and a high refractive index. We focus on Cr$_2$O$_3$ (mp-19399) as an illustrative example with features common to other compounds of this class (e.g., PtO$_2$, NiO, etc.). In this case, the Cr oxidation state is +3 (partially filled d shell). Chromium oxides are widely used in many sectors such as, for example, catalysis, solar energy applications, and others (further information can be found in Ref. [51]). Since this material shows a magnetic ordering, Fig. 6(b) shows its electronic structure for both spin components separately, as well as the optical functions resulting from the combination of both of them. The bands at the edge of the band structure (spin up component) show a flat nature. This is further emphasized looking at the values of the effective masses ($m^*_{v} = 4.29$, $m^*_{c} = 2.53$, $\mu = 1.59$). At the bottom of the conduction states (spin up component), as in the previous case, the main contribution comes from the d orbitals of the TM (Cr 3d in the case of Cr$_2$O$_3$). One of the main differences lies in the contribution of the d orbitals in the valence states, leading to a more hybridized character. The presence of an important amount of d states both at the top of the valence band and at the bottom of the conduction band leads to a decrease of the band gap with respect to the TMOs with empty d shell [49,50]. Due to the flatness of the bands, the DOS at the edge of the band structure is quite higher giving an important $j(\omega)$. However, in this case, the JDOS gives a broader spectrum with respect to the TiO$_2$ case, leading to larger values of both $\omega_c$ and $\omega_{\text{eff}}$, and a slightly smaller value of the refractive index for Cr$_2$O$_3$ ($n_r = 2.51$).

In summary, the main difference with respect to the first group of TMOs lies in the valence bands in which there is a strong contribution from the d orbitals. So, despite their lower gap, the TMOs from the second group show a similar refractive index.

As a final remark, it is worth mentioning that, for this class of materials, DFT is known to predict wrong band gap and dispersion due to the presence of partially filled d orbitals. For this reason, as mentioned in Sec. II, a Hubbard-like Coulomb $U$ term was added (GGA+$U$) [26,27].

3. Main-group oxides

The main-group oxides (green ellipse in Fig. 5) show a higher diversity than the other classes. Indeed, in this class, we can find oxides that contain elements such as Zn, Cd, and Hg in their oxidation state +2 such that they have a full d shell in the valence band, as well as Si, Ge, etc. Although the compounds in this class show a common behavior in terms of their electronic structure, due to the diversity of the materials their band gaps display a more important spread.

Most of the materials belonging to this class are commonly used as insulators. A prototypical example of this class SiO$_2$. This material is used for many devices and one of the most known applications is found in the amorphous silica phase, used for optical fibers [52]. The electronic structure and the optical functions for the β-cristobalite $I42d$ tetragonal form (mp-546794) are shown in Fig. 6(d). Here, as in the case of the first group of transition metals oxides, O 2p states lead to quite flat valence bands and increase the DOS at the valence edge. In contrast, the conduction bands are very dispersive, showing almost a free-electron like parabolic character which directly translates into the values of the effective masses ($m^*_{v} = 4.15$, $m^*_{c} = 0.56$, $\mu = 0.49$). This results in a small contribution to the DOS at the bottom of the conduction states. Consequently, the JDOS $j(\omega)$ [Fig. 6(c)] does not show any clear peak close to the absorption edge and the refractive index is quite low ($n_r = 1.48$). Indeed the value of $J$ for this material is smaller than the one of both the representative candidates previously described. Furthermore, compared to the other cases, the value of $\omega_{\text{eff}}$ is much higher than that of $E_g^d$ ($\omega_{\text{eff}} > 2E_g^d$), and it is much closer to $\omega_c$.

4. Lanthanide oxides

Lanthanide oxides (orange ellipse in Fig. 5) tend to have a wide band gap, while still showing a high refractive index. The oxides contained in this class have common features with the TMOs with empty d shell. Indeed, the two respective ellipses are almost superimposed on each other in Fig. 5. As an illustrative example, we have chosen Nd$_2$O$_3$ (mp-1045). These compounds are typically known because they show good luminescence properties and they can be used as fluorescent materials in lighting applications (more information can be found in Ref. [53]). Looking at the electronic structure, the flat nature of the bands can be appreciated at the top of the valence states coming mainly from the O 2p orbitals. At the bottom of the conduction states, there is a slightly more dispersive behavior that comes mainly from the d orbitals (Nd 4d in the case of Nd$_2$O$_3$). This is also evident looking at the values of the effective mass ($m^*_{v} = 6.81$, $m^*_{c} = 0.53$, $\mu = 0.50$). As a result, the DOS at the top of the valence band is quite important (as in the case of the first group of TMOs), but the slightly more dispersive nature of the bands at the bottom of the conduction band leads to a less pronounced DOS. Anyway, $j(\omega)$ shows a pretty well-defined peak centered at around $\omega_c$. The large availability of states for an electronic transition from valence to conduction band turns into a large value of $\omega_{\text{eff}}$, leading to reasonably high value of the refractive index ($n_r = 2.06$). All these considerations show the similarity between this class of oxides and the first group of TMOs, and explain why the refractive index remains high despite the wide band gap.
Finally, we would like to emphasize that the results for the lanthanide oxides need to be taken with great caution. Indeed, it is not a simple task to accurately compute materials with f electrons from first principles relying on pseudopotentials. In many cases, these electrons are frozen in the core, which may lead to a lack of accuracy.

IV. CONCLUSIONS

In this study, we have performed a high-throughput investigation of the electronic and optical properties of 4040 semiconductors, calculating their band gap $E_g^d$ and static refractive index $n_s$ in the framework of density functional theory and density functional perturbation theory. Our data confirm the inverse relationship between $n_s$ and $E_g^d$, but outliers are identified that combine a wide band gap with a high refractive index. Some of these are well-known optical materials (e.g., TiO$_2$, LiNbO$_3$, etc.) while others have never been considered in this framework to the best of our knowledge (e.g., Ti$_3$PbO$_7$, LiSi$_2$N$_3$, BeS, etc.).

By mapping all the compounds onto a two-state system, two main descriptors are identified: the average optical gap and the effective frequency. While the former can be deduced directly from the electronic structure, the latter cannot. This limits the predictive power of our model and calls for further analysis (e.g., using a machine-learning approach). However, the model highlights that the decrease of $n_s$ with $E_g^d$ can be partly counterbalanced by a high number and density of available transitions from the top of the valence band to the bottom of the conduction band. This is directly related to the density of states at the edges of those bands and to the effective mass of such states.

By considering the compounds based on their chemical composition, we have then extracted some common features that can be useful in achieving a wide band gap dielectric. We have found that materials belonging to the first class of transition metal oxides and lanthanide oxides are the most promising ones for optical applications that require a wide band gap and a high refractive index.

Though our data were collected for materials in the linear regime, the dielectric function of a material is the coefficient of proportionality between the macroscopic displacement field $\mathcal{D}$ and the macroscopic electric field $\mathcal{E}$. In the most general form, both fields are frequency-dependent and they are not necessarily aligned (e.g., in an anisotropic material). The dielectric function is thus a frequency-dependent tensor $\epsilon_{\alpha\beta}(\omega)$ (where $\alpha$, $\beta$=1,...,3 span the space directions):

$$\mathcal{D}_\alpha(\omega) = \sum_\beta \epsilon_{\alpha\beta}(\omega)\mathcal{E}_\beta(\omega). \quad (A1)$$

For sake of simplicity, we will avoid the tensor notation and refer to it simply as $\epsilon(\omega)$. In general, the displacement field will include contributions from both electronic and ionic displacements; but in the optical regime, the former dominates. This optical (ion-clamped) dielectric permittivity tensor is the one of interest for the present paper.

The refractive index $n(\omega)$ is related to the dielectric function by

$$n(\omega) = \frac{1}{\sqrt{2}} \sqrt{\epsilon_1(\omega) + \sqrt{\epsilon_1(\omega)^2 + \epsilon_2(\omega)^2}}. \quad (A2)$$

where $\epsilon_1(\omega)$ and $\epsilon_2(\omega)$ are the real and imaginary parts of $\epsilon(\omega)$, respectively. In the static limit ($\omega = 0$), the imaginary part of the dielectric function vanishes for semiconductors, and Eq. (A2) becomes

$$n_s = \sqrt{\epsilon_1}. \quad (A3)$$

In quantum mechanics, the dielectric function can be related to band-to-band transitions. Its imaginary part can be obtained from Fermi’s golden rule as

$$\epsilon_2(\omega) = \frac{4\pi^2}{\omega^2} \sum_{v,c} \int_{BZ} \frac{2d\mathbf{k}}{(2\pi)^3} \left| \hat{e} \cdot M_{vc}(\mathbf{k}) \right|^2 \times \delta(\epsilon_v(\mathbf{k}) - \epsilon_c(\mathbf{k}) - \omega), \quad (A4)$$

where $\hat{e}$ is the polarization vector in the direction of the electric field and $M_{vc}(\mathbf{k})$ are the dipole matrix elements for a transition from a valence state $\epsilon_v(\mathbf{k})$ to a conduction state $\epsilon_c(\mathbf{k})$. The sum goes over all valence and, in principle, conduction states. In practice, a convergence test is performed with respect to the number of conduction states to be included in the sum.

The real part of the dielectric function can be derived from its imaginary part via the Kramers-Kronig relations:

$$\epsilon_1(\omega) = 1 + \frac{2}{\pi} \int_0^\infty \frac{\omega' \epsilon_2(\omega')}{\omega'^2 - \omega^2} d\omega', \quad (A5)$$

where $P$ indicates the principal part of the integral. In the static limit, it gives

$$\epsilon_{1s} = 1 + \frac{2}{\pi} \int_0^\infty \frac{\epsilon_1(\omega)}{\omega} d\omega. \quad (A6)$$
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APPENDIX: THEORY

In the linear regime, the dielectric function of a material is the coefficient of proportionality between the macroscopic displacement field $\mathcal{D}$ and the macroscopic electric field $\mathcal{E}$. This optical (ion-clamped) dielectric permittivity tensor is the one of interest for the present paper.

The refractive index $n(\omega)$ is related to the dielectric function by

$$n(\omega) = \frac{1}{\sqrt{2}} \sqrt{\epsilon_1(\omega) + \sqrt{\epsilon_1(\omega)^2 + \epsilon_2(\omega)^2}}. \quad (A2)$$

where $\epsilon_1(\omega)$ and $\epsilon_2(\omega)$ are the real and imaginary parts of $\epsilon(\omega)$, respectively. In the static limit ($\omega = 0$), the imaginary part of the dielectric function vanishes for semiconductors, and Eq. (A2) becomes

$$n_s = \sqrt{\epsilon_1}. \quad (A3)$$

In quantum mechanics, the dielectric function can be related to band-to-band transitions. Its imaginary part can be obtained from Fermi’s golden rule as

$$\epsilon_2(\omega) = \frac{4\pi^2}{\omega^2} \sum_{v,c} \int_{BZ} \frac{2d\mathbf{k}}{(2\pi)^3} \left| \hat{e} \cdot M_{vc}(\mathbf{k}) \right|^2 \times \delta(\epsilon_v(\mathbf{k}) - \epsilon_c(\mathbf{k}) - \omega), \quad (A4)$$

where $\hat{e}$ is the polarization vector in the direction of the electric field and $M_{vc}(\mathbf{k})$ are the dipole matrix elements for a transition from a valence state $\epsilon_v(\mathbf{k})$ to a conduction state $\epsilon_c(\mathbf{k})$. The sum goes over all valence and, in principle, conduction states. In practice, a convergence test is performed with respect to the number of conduction states to be included in the sum.

The real part of the dielectric function can be derived from its imaginary part via the Kramers-Kronig relations:

$$\epsilon_1(\omega) = 1 + \frac{2}{\pi} \int_0^\infty \frac{\omega' \epsilon_2(\omega')}{\omega'^2 - \omega^2} d\omega', \quad (A5)$$

where $P$ indicates the principal part of the integral. In the static limit, it gives

$$\epsilon_{1s} = 1 + \frac{2}{\pi} \int_0^\infty \frac{\epsilon_1(\omega)}{\omega} d\omega. \quad (A6)$$
In principle, the above integral has to be taken from zero to infinity. In practice, a typical $\varepsilon_2(\omega)$ spectrum usually reveals well-separated peak regions, with little overlap, due to different absorption processes. Therefore one can set an upper frequency limit $\omega_{\text{max}}$, which is high enough compared to the optical absorption processes of interest here, but small compared to other ones. In this work, $\omega_{\text{max}}$ is defined in such a way that

$$\left(\int_0^{\omega_{\text{max}}} \frac{\varepsilon_2(\omega)}{\omega} d\omega / \int_0^\infty \frac{\varepsilon_2(\omega)}{\omega} d\omega \right) \geq 99\%.$$  \hspace{1cm} (A7)

The value of $\varepsilon_{1s}$ and hence $n_\pi$ can be directly calculated using DFPT at low computational cost \cite{54, 55, 56, 57}. Indeed, conduction states do not need to be taken into account in contrast with the sum over states formulation within the random-phase approximation \cite{58, 59}. The drawback of the DFPT approach is that only the static limit of the dielectric function is computed and hence the frequency dependence is not available. This can be partly circumvented as follows.

We first introduce the joint density of states (JDOS):

$$j(\omega) = \sum_{\varepsilon, c} \int_{BZ} \frac{2dK}{(2\pi)^3} \delta(\varepsilon_c(k) - \varepsilon(k) - \omega),$$ \hspace{1cm} (A8)

which can easily be obtained from DFT calculations of the electronic band structure. We note its similarity with Eq. (A4). As a result, we define a frequency-dependent transition probability $k(\omega)$ such that

$$\varepsilon_2(\omega) = 4\pi^2 k(\omega)j(\omega).$$ \hspace{1cm} (A9)

We note that, if the matrix elements $|\varepsilon \cdot M_{\alpha\beta}(k)|^2$ were all equal to a constant $K$, we would simply have $k(\omega) = K$. In Fig. 7, we show, as an example, a comparison between the frequency-dependent transition probability $k(\omega)$ and the constant value $K$ for a real material.

Consequently, a simple approximation for the imaginary part of the dielectric function can be obtained as \cite{36}

$$\tilde{\varepsilon}_2(\omega) = 4\pi^2 K \frac{j(\omega)}{\omega^2},$$ \hspace{1cm} (A10)

The value of $K$ is determined such that $\tilde{\varepsilon}_2(\omega)$ also satisfies the Kramers-Kronig relation given by Eq. (A6). This is strictly equivalent to defining $K$ as a weighted average of $k(\omega)$ as follows:

$$K = \int_0^{\omega_{\text{max}}} k(\omega) \frac{j(\omega)}{\omega^3} d\omega / \int_0^{\omega_{\text{max}}} \frac{j(\omega)}{\omega^3} d\omega.$$ \hspace{1cm} (A11)

A comparison of $\varepsilon_2(\omega)$ with $\tilde{\varepsilon}_2(\omega)$ is given in Fig. 8.

Using this approximation for the imaginary part of the dielectric function, Eq. (A6) can be rewritten as follows:

$$\varepsilon_{1s} = 1 + \frac{2}{\pi} \int_0^{\omega_{\text{max}}} \tilde{\varepsilon}_2(\omega) d\omega = 1 + 8\pi K \int_0^{\omega_{\text{max}}} \frac{j(\omega)}{\omega^3} d\omega.$$ \hspace{1cm} (A12)

Introducing the integral of the JDOS $J$, we further define the effective frequency $\omega_{\text{eff}}$ as

$$\omega_{\text{eff}} = \left(\frac{2}{\pi} \int_0^{\omega_{\text{max}}} \omega^2 \tilde{\varepsilon}_2(\omega) d\omega\right)^{\frac{1}{2}} = \left(8\pi K \int_0^{\omega_{\text{max}}} \frac{j(\omega)}{\omega^3} d\omega\right)^{\frac{1}{2}}.$$ \hspace{1cm} (A13)

and the average optical gap $\omega_g$ as

$$\omega_g = \left(\int_0^{\omega_{\text{max}}} \omega^2 \tilde{\varepsilon}_2(\omega) d\omega / \int_0^{\omega_{\text{max}}} \frac{\tilde{\varepsilon}_2(\omega)}{\omega} d\omega\right)^{\frac{1}{2}}$$

$$= \left(\int_0^{\omega_{\text{max}}} j(\omega) d\omega / \int_0^{\omega_{\text{max}}} \frac{j(\omega)}{\omega^3} d\omega\right)^{\frac{1}{2}}.$$ \hspace{1cm} (A14)

Finally, we can thus write

$$n_s^2 = \varepsilon_{1s} = 1 + \left(\frac{\omega_{\text{eff}}}{\omega_g}\right)^3,$$ \hspace{1cm} (A15)

which is Eq. (2) in the main text.
[37] See Supplemental Material at http://link.aps.org/supplemental/10.1103/PhysRevMaterials.3.044602 for some hints about the relationship between the average optical gap and the direct gap (Sec. I), for a comparison with previously proposed models (Sec. II) and the Penn model (Sec. III), for a discussion of the relationship between the average transition probability and the integral of the JDOS (Sec. IV), for more details about the analysis of the materials by class of compounds (Sec. V), for tables with the ten materials with the highest refractive index for a given band gap range (Sec. VI), and for a brief discussion of the importance of the exchange-correlation functional (Sec. VII).