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General Abstract

Cancer is one of the main causes of death throughout the world. The survival of patients
diagnosed with various cancer types remains low despite the numerous progresses of the last
decades. Some of the reasons for this unmet clinical need are the high heterogeneity between
patients, the differentiation of cancer cells within a single tumor, the persistence of cancer stem
cells, and the high number of possible clinical phenotypes arising from the combination of the
genetic and epigenetic insults that confer to cells the functional characteristics enabling them to
proliferate, evade the immune system and programmed cell death, and give rise to neoplasms.
To identify new therapeutic options, a better understanding of the mechanisms that generate
and maintain these functional characteristics is needed. As many of the alterations that
characterize cancerous lesions relate to the signaling pathways that ensure the adequacy of
cellular behavior in a specific micro-environment and in response to molecular cues, it is likely
that increased knowledge about these signaling pathways will result in the identification of

new pharmacological targets towards which new drugs can be designed.

As such, the modeling of the cellular regulatory networks can play a prominent role in this un-
derstanding, as computational modeling allows the integration of large quantities of data and
the simulation of large systems. Logical modeling is well adapted to the large-scale modeling
of regulatory networks. Different types of logical network modeling have been used success-
fully to study cancer signaling pathways and investigate specific hypotheses. In this work we
propose a Dynamic Bayesian Network framework to contextualize network models of signaling
pathways. We implemented FALCON, a Matlab toolbox to formulate the parametrization of
a prior-knowledge interaction network given a set of biological measurements under different
experimental conditions. The FALCON toolbox allows a systems-level analysis of the model
with the aim of identifying the most sensitive nodes and interactions of the inferred regulatory
network and point to possible ways to modify its functional properties. The resulting hypothe-
ses can be tested in the form of virtual knock-out experiments. We also propose a series of
regularization schemes, materializing biological assumptions, to incorporate relevant research
questions in the optimization procedure. These questions include the detection of the active
signaling pathways in a specific context, the identification of the most important differences

within a group of cell lines, or the time-frame of network rewiring.

We used the toolbox and its extensions on a series of toy models and biological examples. We
showed that our pipeline is able to identify cell type-specific parameters that are predictive
of drug sensitivity, using a regularization scheme based on local parameter densities in the
parameter space. We applied FALCON to the analysis of the resistance mechanism in A375
melanoma cells adapted to low doses of a TNFR agonist, and we accurately predict the re-
sensitization and successful induction of apoptosis in the adapted cells via the silencing of
XIAP and the down-regulation of NFxB. We further point to specific drug combinations that
could be applied in the clinics. Overall, we demonstrate that our approach is able to identify

the most relevant changes between sensitive and resistant cancer clones.
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Chapter 1

General Introduction

1.1 Cancer

1.1.1 Epidemiology

Cancer is not a single disease but a large group of diseases having some common features and
usually considered together. Neoplasia, the phenomenon of uncoordinated cell growth in a
tissue, gives rise to neoplasms, which usually present as solid masses of de-differentiated cells.
Neoplasms can be benign, growing slowly and without invading the surrounding tissue, in
which case they are usually not life-threatening and can be surgically removed. But they can
also be malign, growing aggressively, invading the surrounding tissues and spreading to other
organs, in which case they are referred to as cancer (Alberts et al., 2002). Malign tumors
can arise from virtually every cell type, but are more frequent in tissues with a high rate of
cell division (Tomasetti & Vogelstein, 2015). Depending their cell type of origin, cancers are
classified as carcinomas (from epithelial cells), leukemia and lymphoma (hematopoietic cells),
sarcomas (mesenchymal cells), or blastomas (precursor cells and embryonic tissue). Additional
cancer types are given specific names, for example seminoma and dysgerminoma (pluripotent
germ cells), and melanoma (skin melanocytes). In 2016, more than 17 million people globally
were diagnosed with a form of cancer, and nearly 9 million people died from it, costing nearly
210 million disease-adjusted life-years (Fitzmaurice & The Global Burden of Disease Cancer
Collaboration, 2017). Figure 1 shows the annual number of deaths globally by cause, and
compares the evolution of five-year survival in USA for different types of cancer over four

decades, highlighting the poor prognosis for many types of cancer.

As normal cells evolve towards the neoplastic state, they acquire a succession of specific ca-
pabilities which materialize the need of cancer cells to acquire the traits that enable them to
become tumorigenic and ultimately malignant (Hanahan & Weinberg, 2011). These capabili-
ties allow them to sustain a proliferative behavior, evade growth-restricting signals, resist cell

death, replicate endlessly, induce angiogenesis, and activate metastasis.
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FIGURE 1: Overall cancer statistics. A) Worldwide annual number of deaths by cause. Cancer

is second to cardiovascular disease only, claiming nearly 9 million lives. Data refers to the

specific cause of death, which is distinguished from risk factors for death, such as pollution,

diet and other lifestyle factors. B) Five-year cancer survival rates in the USA. Average five-

year survival rates from common cancer types in the United States, shown as the rate over
the period 1970-77 (e) and over the period 2007-2013 (e). (Roser & Ritchie, 2019)

1.1.2 Causes

The vast majority of cancers is due to environmental factors, while less than one-tenth of all
cancers are due to genetics alone (Anand et al., 2008). Some of these factors are difficult to
control, however most are related to lifestyle. Diet is the largest cancer risk factor: 70 % of
colorectal cancer deaths are linked to diet, and about a third of cancers overall. It is believed
that the compounds synthesized during the cooking of red meat, nitrates and nitrites used
for meat conservation, but also pesticides, dioxins, bisphenol and other food additives play
the largest role in diet-related cancers (Chao et al., 2005). Tobacco use is a long-recognized
risk factor: smoking tobacco is associated with increased risk of developing at least 14 types
of cancer, particularly of the respiratory tract. Chronic alcohol consumption is a risk factor

for cancers of the upper aero-digestive tract, including cancers of the mouth, lips, pharynx,
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Chapter 1- General Introduction

hypopharynx, larynx, and esophagus. Other risk factors include obesity, infection with car-
cinogeneous micro-organisms (mainly HBV, HCV, HIV, Helicobacter pylorii, herpesviruses),
radiations (including UV from the sun and tanning beds), and environmental pollutants. Cor-
respondingly, there are many ways to decrease one’s risk to develop cancer. Adequate diet
and level of physical activity, smoking cessation, low consumption of alcohol, and avoidance of

damaging radiations and infections together decrease one’s lifetime risk of developing cancer.

1.1.3 Genetics

Cancer results from the accumulation of genetic insults in a replication-competent cell, which
acquires a selective advantage compared to its neighbors. Cancer cells will typically display
different types of genetic changes: mutations, deletions, duplications and other copy-number
variations, whole chromosomal duplications, and other epigenetic changes. The genes affected

by mutations fall into two broad classes: oncogenes and tumor suppressors.

Oncogenes are genes that are involved in growth, proliferation, or inhibition of apoptosis
(Croce, 2008). When upregulated or constitutively active, these genes provide proliferative
signals and increase the chances of a tumor arising. Different classes of genes can act as
oncogenes: growth factors (for example PGDF'), growth factor receptors (EGFR, ...), signal
transducers (ABL, SRC, RAF1, ...), apoptosis inhibitors (BCL2, ...), transcription factors
(EWS, ...), adhesion molecules (FAK, ...). Nearly all of targeted therapeutic drugs are

inhibitors of oncogenes.

Tumor suppressors are genes involved in negative regulation of proliferation, control of the
cell cycle, or initiation of apoptosis. Their existence was formulated following statistical stud-
ies indicating a second, recessive mechanism of tumorigenicity in retinoblastoma (Knudson,
1971), and the first tumor suppressor to be cloned was the RB1 gene (Friend et al., 1986).
Tumor suppressors broadly fall into two classes: caretakers, who are implicated in DNA repair
pathways, telomere metabolism and cell-cycle checkpoints, and gatekeepers, who frequently
control apoptosis. In contrast with oncogenes, mutations of tumor suppressor genes reduce

their activity, thereby reducing the function they serve (Morris & Chan, 2015).

Because mutations in oncogenes are activating, the presence of only one mutated allele is
sufficient to induce the corresponding phenotype. Mutations in tumor suppressor genes, in
contrast, need to be present on both alleles, and cancer cells frequently delete or inactivate
whole genomic regions resulting in the absence of a second allele for the mutated tumor
suppressor. Some genes, however, are extremely dosage-dependent, and therefore can manifest
as tumor suppressors in the presence of a single mutated copy. Although mutation patterns
are cancer type-specific, the most frequently mutated genes in cancer genomes are tumor
suppressors, for example TP53, CDKN2A, BRCA1/2, or PTEN (Vogelstein & Kinzler, 2004;
Kandoth et al., 2013).
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1.1.4 Cancer signaling pathways

All cells must be aware of their environment and respond to external changes in a coordinated
manner. This is especially true in multi-cellular organisms. A number of signal transduction
pathways have evolved to fill this function. Their mechanism is different depending of the
case, for example the neurotransmitter GABA can bind to an ion channel which is able to
directly modify the membrane potential, and the intracellular part of transmembrane receptors
of the NOTCH family produces its effects via its action as transcription factor. Most of the
information processing in eukaryotic cells, however, takes place via an intracellular network
of proteins activating and inhibiting each other in an intricate network in which signals from

different pathways is integrated.

Cancer cells frequently derive their proliferative phenotype from the over-activation of signal
transduction pathways that control growth and proliferation. There is a number of mechanisms
by which mutations can cause these pathways to be over-active. The most frequent one
is activating mutations in the enzymatic domain of growth factor receptor tyrosine kinases
(for example EGFR). Other mechanisms to affect signaling pathways are mutations in small
GTPases like the Ras family of proteins, protein kinases like Src and Abl, lipid kinases like
PI3K, or nuclear receptors like ER (Sever & Brugge, 2015).

1.1.4.1 Proliferation

The mitogen-activated protein kinases (MAPK) pathways are a family of signal transduction
pathways found in all eukaryotes which regulate many cellular functions, including prolifera-
tion, tissue growth, gene expression, differentiation, survival and apoptosis. They consist of
a hierarchy of serine/threonine-specific protein kinases. External stimuli activate the kinases
at the top of the hierarchy (MAP3K), usually at the membrane via members of the Ras fam-
ily of small GTPases, and the activating signal is transfered to MAP2K then to MAPK in
the form of successive phosphorylations. Several ’classical’ MAPK pathways exist, notably
the RAF-MEK-ERK pathway, the P38 pathway, and the JNK pathway, as well as a number
of less-studied, ’atypical’ pathways. Activated MAPKs (ERK1/2, p38a, JNK) relocalize to
the nucleus and activate a number of transcription factors. Among the transcription factors
known to be activated by MAPKSs are c-Fos, c-Myc, STAT3, RSK kinases, c-Jun, ATF1/2/6,
p53, NFxB, HSF-1, and many more controlling a vast array of cellular functions (Cargnello
& Roux, 2011). It must be noted that some MAPK targets are cytoplasmic (paxillin, DPK,
RSK), and that it is likely that many targets remain to be identified.

The PIBK/AKT/mTOR pathway is an important pathway regulating the cell cycle. The
mTOR protein (mammalian target of rapamycin) is the core component of two protein com-
plexes, mTORC1 and mTORC2, which regulates cell growth, cell proliferation, cell motility,
survival, and autophagy (Sabers et al., 1995; Wullschleger et al., 2006). These two complexes

6



Chapter 1- General Introduction

integrate various signals, notably the presence of growth factors like IGF'1, nutrients like amino
acids, p53 activation, hypoxia, or the intracellular AMP/ATP ratio. The PI3K/AKT/mTOR
pathway controls translation regulators S6K1 and 4E-BP1, interacts with all three RNA poly-
merases via the URI protein (unconventional prefoldin RPB5 interactor), and influences au-
tophagy (Wullschleger et al., 2006; Lum et al., 2005). Importantly, the ERK1/2 pathway and
the PISBK-mTOR pathway compensate each other and cross-talk in multiple points, which

poses particular challenges for cancer therapy (Mendoza et al., 2011).

The JAK/STAT pathway is a central signaling pathway, very conserved in all vertebrates, con-
trolling many processes that are important for cancer development, like stem cell maintenance,
embryogenesis, and the inflammatory response. Different types of transmembrane receptors
(notably G-CSF, and IL-6R) are associated with inactive janus kinases (JAKs), which upon
ligand binding undergo conformational changes resulting in the recruitment and phosphoryla-
tion of STAT proteins, which then dimerize and translocate to the nucleus and modulate the
transcription of many genes related to differentiation, proliferation, and apoptosis (Rawlings,
2004). The role of mutations in JAK genes (notably JAK2) in many types of chronic and acute
leukemias has been long recognized (Chen et al., 2012). In solid tumors, STAT activation has
been linked to both improved and reduced overall survival, and the multiple ways in which
the JAK-STAT pathway cross-talks and interacts with the other main proliferative signaling
pathways makes this pathway a target for the development of new therapies. However, while
JAK inhibitors (e.g. ruxolitinib and tofacitinib) have shown clinical success in myelofibrosis
and rheumatoid arthritis, the inhibition of JAKs and STATSs in patients with solid tumors has
not shown success beyond pre-clinical models (Thomas et al., 2015). Figure 2 schematizes the

above-mentioned signaling pathways and shows their inter-connections.

1.1.4.2 Programmed cell death

Apoptosis is the main form of programmed cell death, and results in a coordinated cell shrink-
age, nuclear and DNA fragmentation, and mRNA decay (Alberts et al., 2002). Apoptosis is an
essential process for all metazoans, in that it maintains an healthy balance between cell sur-
vival and death. Apoptosis plays an important role in embryogenesis and organ morphogenesis.
Insufficient apoptosis plays a role in cancer and autoimmunity, while enhanced apoptosis is
implicated in acute and chronic degenerative diseases, immunodeficiency, and infertility. There
are two activation pathways, both highly regulated, depending the origin of the apoptotic sig-
nal. The intrinsic pathway integrates different stress signals (heat, radiations, hypoxia, viral
infections, and others) at the level of mitochondria (via the release of cytochrome c¢, which
binds to APAF-1), while the extrinsic pathway is triggered by extracellular signals via receptors
of the TNFR family. They converge in the activation of caspases, a family of cross-activating
proteases of which there exist 11 or 12 in humans (functional CASP12 is only expressed in

some populations (Saleh et al., 2004)) which leads to degradation of cellular components.
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FIGURE 2: PIBK/AKT, RAS/MAPK and STATS3 signaling pathways converge to regulate and
promote tumorigenesis. Activation of PI3K/AKT (green), RAS/MAPK (blue) and STAT3
(red) signaling pathways, mediated by the activation of growth factor-driven receptor tyro-
sine kinase (RTK) (e.g. Epidermal growth factor receptor (EGFR)) or cytokine (e.g. IL-6)
signaling, promote cancer stem cells self-renewal activity and the various hallmarks of can-
cer development. These signaling pathways act directly, or through cross-talk activation, to
mediate tumorigenesis. P denotes phosphorylation of protein at specific residue(s), which is
required for its activation (yellow). Red asterisks (*) marks key proteins within these signaling
pathways that have been implicated in cancer cell activity. Modified from Rybak et al. (2015).

Of note, there are several other forms of cellular death that are specifically mediated by an
intracellular program. The most relevant to human health is probably autophagy, a cellular
process of adaptive response to stress in which cells break down and recycle part of them-
selves, if there are excess or dysfunctional components or if there is severe nutrient shortage

(Mizushima & Komatsu, 2011; Takeshige et al., 1992). Recently, other forms of programmed
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cell death were discovered: necroptosis (RIPK3-driven necrosis) (Linkermann, 2014), parap-
tosis (Sperandio et al., 2000), or pyroptosis (infection-related suicide of immune cells) (Fink
& Cookson, 2006).

1.1.5 Treatments

Depending on the nature and the site of the tumor, different options exist to treat patients
with cancer. Surgical removal of the solid tumor, when possible, is usually the best option.
Radiation therapy, in which high-energy X-rays beams are used on patients, works by damaging
DNA of cancer cells. Indeed, cancer cells usually have a deficient DNA damage repair system,

while normal cells have the ability to repair themselves after moderate exposure to radiation.

Surgery and radiation therapy rarely suffice to completely cure a cancer. Cytotoxic chemother-
apy is the treatment of cancer with drugs. Different types of chemotherapeutic drugs exist,
but in contrast with targeted therapies (see below) they all act in a somewhat unspecific way,
and so also impact healthy cells. Alkylating agents (for example cisplatin, procarbazide, cy-
clophosphamide, ...) were the first anti-neoplastic agents to be developed (Scott, 1970). They
act by binding covalently to DNA via their alkyl group, and in doing so induce breaks in
the DNA strands that cannot be repaired by the cells, which then undergo apoptosis. An-
timetabolites (for example methotrexate, fluorouracil, gemcitabine, ...) are drugs structurally
similar to nucleotides that block enzymes involved in DNA synthesis. They also sometimes
incorporate into DNA, inducing DNA damage and triggering apoptosis. Mitotic inhibitors
(vincristine, vinblastine, paclitaxel, ...) bind to tubulin during certain phases of the cell cycle,
therefore preventing cells to divide. Topoisomerase inhibitors (irinotecan, doxorubicin) work
by inhibiting topoisomerase I and II, preventing both replication and transcription. Other

drugs, like bleomycin and actinomycin, act by a mix of different mechanisms of action.

Because of their non-specific mechanisms of actions, cytotoxic chemotherapies affect all fast-
replicating tissues, like hair follicles, skin, bone marrow and the gastro-intestinal tract, re-
sulting in considerable side-effects for cancer patients (Pearce et al., 2017). For this reason,
they are usually administered in comprehensive, dose-adjusted regimen, and often in multi-
drug combinations. Different cancer types will respond to these drugs differently, with some

patients not responding to any (Ashdown et al., 2015).

In addition to classical chemotherapies, advances in the understanding of the mechanisms of
tumor growth have given rise to targeted therapies. The concept behind these therapies is
that by specifically targeting the cancer cells and sparing the non-cancerous cells, higher doses
can be given to patients in a safe way. The first treatment that was targeted to the molecular
characteristics of a tumor was 3!1 therapy for thyroid cancer (Weigel & Mcdougall, 2006),
which relies on the fact that thyroid cells will take up the iodine and that radioactivity will

accumulate in the cancer cells and induce apoptosis. Another early success was the tyrosine
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kinase inhibitor imatinib, which inhibits the BCR-~Abl hybrid signaling protein associated with

the Philadelphia chromosome, in chronic myeloid leukemia cells (Deininger & Druker, 2003).

Strategically targeting the mechanisms by which cancer grows and persists has been a major
trend over the last two decades. During this time, a number of small-molecule inhibitors have
been developed to inhibit the drivers of oncogenesis or the signaling pathways they activate.
This strategy produced a large number of tyrosine kinase inhibitors like gefitinib, erlotinib,
sorafenib, trametinib, and vemurafenib, proteasome inhibitors like bortezomib and ixazomib,
and also a number of monoclonal antibodies like EGFR-specific cetuximab, CD20-specific

rituximab, or ErbB2-specific trastuzumab.

In addition, two classes of completely novel therapies have appeared that have changed the
landscape of cancer treatments: immune checkpoint inhibitors and oncolytic viruses. Immune
checkpoints refer to the multiple mechanisms by which the immune system regulates itself,
either in a stimulating or inhibiting manner, in order to maintain self-tolerance. These mecha-
nisms can be hijacked by cancer cells in order to evade the body’s immune response to tumors.
Current approved immune checkpoint inhibitors interfere with the CTLA4, PD-1 and PD-L1
surface receptors (Pardoll, 2016). The idea of treating cancerous lesions with viruses originates
in the fortuitous discovery that in rare instances, tumor regression can be observed in cases
of acute infections (Jessy, 2011). Famously, William B. Coley obtained excellent results by
injecting live and attenuated bacteria directly into the tumors of his patients (Coley, 1891).
After decades of research into engineered oncolytic viruses, a number of viral therapies are
currently in clinical trial, and recently a modified herpes virus has been approved by the FDA

for the treatment of melanoma (Fukuhara et al., 2016).

However, many challenges remain for the treatment of cancer patients. The recent progresses
in the care of cancer patients, and the successes of cancer research for some cancer types
(Hodgkin’s lymphoma or testicular cancer for example) are shadowed by the high lethality of
most solid tumors and the increasing incidence of cancer in most parts of the world (Siegel et al.,
2016). Therefore, new paradigms are needed to properly meet the needs of cancer patients. In
order for these new paradigms (new pharmacological targets or drug combinations) to emerge,
there needs to be a qualitative leap in our understanding of the molecular characteristics that
enable cancer cells to behave the way they do. For example, it is estimated that less than 5%
of cancer patients in US in 2018 benefited from molecular testing (Marquart et al., 2018). The
realization of the limitations of a purely reductionist approach has triggered increased interest
in strategies that aim at integrate different strata of information, and formally identify high-

level biological functions that emerge from integrated biological systems (Lazebnik, 2002).

Systems biology has emerged from the convergence of a number of disciplines: theoretical
biology and the mathematical modeling of enzymatic reactions and population dynamics,
cybernetics and control theory, systems theory, and bioinformatics. It attempts to provide a

unified, holistic understanding of the complex processes that give rise to biological functions
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in living organisms. The central paradigm of systems biology is to study how the interactions
between the elements of a system give rise to emerging properties of the whole system (Van der
leeuw, 2004). One of the first successes of systems biology is the Nobel-winning discovery that
the propagation of the action potential in neurons was the emerging property of the ion
channels in the membrane (Hodgkin & Huxley, 1952). In the words of Denis Noble: ”Systems
biology ... is about putting together rather than taking apart, integration rather than reduction.
It requires that we develop ways of thinking about integration that are as rigorous as our
reductionist programmes, but different. ... It means changing our philosophy, in the full sense
of the term.” (Noble, 2006).

1.2 Modeling

1.2.1 Molecular data modeling
1.2.1.1 Statistical and mechanistic modeling

There are a number of ways to form a model of a system. Models essentially provide an
approximation of a system, in a way that illuminates a certain aspect of its inner workings. In
the words of Prof. George E. P. Box: "All models are wrong but some are useful’ (Box, 1976).

Models can be useful to understand, quantify, or predict a particular aspect of a system.

Perhaps the modeling framework most used in applied sciences is systems of differential equa-
tions. Basically, this type of equation defines the relationship of certain quantities of a system
with their rate of change. While the simplest differential equations are solvable using known
formulas, most are not, and their solutions (the set of functions that satisfy the system of
equations) need to be approximated by numerical methods, the best known being the Tay-
lor series expansion. By far most differential equations encountered in biology, physics and
engineering are linear, ordinary, homogeneous differential equations, often termed ordinary

differential equations (ODEs). These take the general form:

ao(z)y + a1 (2)y + az(2)y” + - - + an(x)y™ + b(x) = 0

where ag(x), -+, an(x) and b(x) are differentiable functions that do not need to be linear,
and v/, ...,y are the successive derivatives of the unknown function y of the variable z,
although commonly used ODEs are usually of the first-degree form. This type of model is well
suited for the study of systems that are well characterized and defined. Indeed, because it is
a realistic, dynamic representation of the elements of the system, the number of parameters
(decay rates, production rates, interaction strengths, initial concentrations, ...) in a large

model poses problems both in terms of theoretical solvability and computational feasibility
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(Bornholdt & Bornholdt, 2005). Because explaining the temporal dynamics of precise parts
of some systems is important, ODE modeling is applied to small-to-medium systems and aims

at inferring the behavior of sub-modules of entire systems (Kholodenko, 2006; Alon, 2007).

At the other end of the modeling spectrum, methods that make the least amount of as-
sumptions are the ones related to machine learning. While this ill-defined term is applied to
everything from linear regression to highly complex neural nets, it generally defines a statistics-
based, prediction-oriented set of protocols for applying algorithms to datasets. This way, the
absence of specific assumptions on the system allows the fast processing of huge amounts of
data. Without task-specific modeling assumptions, general powerful protocols can be applied
on data to produce ’learners’; i.e. computer programs able to perform a specific task with data,
improve with more experience, and generalize from the inputs of the dataset to new inputs
with good performance. The tasks assigned to machine learning algorithms are typically the
ones for which explicit programming would be impractical or infeasible, like targeted advertise-
ment, computer vision or email filtering. Successful biological applications of machine-learning

includes automated image analysis, and text mining for automated database management.

However, since the typical approach in applying machine learning algorithms to large datasets
is prediction-driven, these algorithms have historically been seen as ’black boxes’, in the sense
that it is not easy to understand why they make the predictions that they make, although this
view is increasingly challenged (Gilpin et al., 2018), and is not true for some of the methods (like
decision trees). This is because often, the best model in term of predictive power uses the input
features in ways that are not intuitive for humans. For example, ResNet (He et al., 2015), the
best computer vision program to date, in its 50-layer deep residual convolutional architecture,
uses more than 25 million parameters to achieve a better-than-human performance. However
useful this can be in different automated applications, it does not inform about how humans
perceive images. The same holds for biomedical applications, where decision-making needs to
be as accurate and informed as possible. Therefore, large-scale machine learning techniques
are not directly applicable to modern biomedical problems like cancer, mostly because they

lack the power to explain mechanistically the functioning of the system under study.

Since both the detailed, mechanistic modeling approaches and the purely data-driven ap-
proaches have serious drawbacks, other modeling frameworks may be used to try to harness

signal in biological data in the light of current molecular knowledge.

1.2.1.2 Network models

At the core of systems biology is the concept of network. It has been shown that the way the
different elements of a biological regulatory network are arranged reveals patterns of connec-
tions that perform essential functions (Milo et al., 2002). These network motifs are thought
to constitute the building blocks of larger networks, giving rise to robust non-linear behaviors.

Systems biologists are mostly preoccupied by the modeling of these large complex networks,
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for example the distributed model of the whole cell (Ayyadurai & Dewey, 2011) or the recon-

struction of the complete human metabolism (Thiele et al., 2013).

Networks are representations of discrete objects and their relationships. As such, their study
is part of graph theory, a field started nearly three centuries ago (Euler, 1736). Biological net-
works (as well as other natural networks like human collaboration networks and the Internet)
are characterized by a number of features making them different from randomly constructed
networks. Firstly, they display scale-free properties, meaning that both the in-degree and out-
degree distributions follow a power-law (and not a normal) distribution. Secondly, they are
’small world’ networks, meaning that the path length between any two randomly chosen nodes
is shorter than in a random network (Albert, 2005). The study of biological networks across
species and contexts reveals a number of common structural design principles responsible for
basic functionalities (Milo et al., 2002). Biological networks (metabolic, signaling, transcrip-
tional) have been studied in the hope that understanding the way they function, for example
by identifying hub genes and disease-related gene modules, would provide a way to identify
better targets for drug development (Barabési, 2007; Barabasi et al., 2011). Another appli-
cation is the prediction of the function of unknown proteins, as proteins performing related

functions tend to cluster together in network models (Chakrabarty & Parekh, 2016).

At the interface of statistical and mechanistic models lie a series of intermediate modeling
philosophies that aim at harvesting the benefits of both formalisms. These modeling frame-
works rely on topology to inform the model with prior information about the system under
study and specific mathematical frameworks to produce a model that is able to resume some of
the functional properties of the whole system, and generate and test hypotheses. These frame-
works offer an intermediate level of granularity between fully specified, mechanistic models
and abstract models, and are usually referred to as logical models. Figure 3 schematizes the
differences between abstract, statistical modeling and mechanistic modeling. Many of these
frameworks have been applied with success to cancer research (Saez-Rodriguez et al., 2011; Le
Novere, 2015).

1.2.2 Logic and probabilities

1.2.2.1 Concepts

The study of logic is the study of truth, the general laws that govern it, and the arguments
to establish it. Logicians study the fundamentally metaphysical specific relationship between
causes and consequence, or between the assumptions of an inference and its conclusion. The
first and by far most important body of work concerning logic is Prior Analytics, one of the
six books of the Organon of Aristotle (384-322 BC). In this book, the three main principles
governing logical reasoning are formulated: the law of identity ("Whatever is, is’), the law

of non-contradiction ('Nothing can both be and not be’) and the law of excluding middle
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FIGURE 3: The spectrum of modeling formalisms. At the left side of the spectrum, statistical

models provide broad information about large systems with low amounts of data. At the

other side, mechanistic models like ODE systems are able to provide detailed knowledge, but

typically require larger amounts of more focused data and are harder to calibrate. Adapted
from Schivo et al. (2016)

(’Everything must either be or not be’). These three principle are hypothesized to have laid
the foundations on which knowledge accumulation becomes possible, and are at the basis of
scientific method and most of Western philosophy, up to this day. However, he also posed
several interesting paradoxes where a standard interpretation of the law of non-contradiction
fails (Frede, 1985).

In the nineteenth century, self-taught mathematician George Boole formalized the use of logic
in mathematical operations and introduced notation for logical operations (Boole, 1854). In
Boolean algebra, in contrast with elementary algebra, variables and expressions do not repre-
sent numbers but logical propositions, and are assigned truth values, namely TRUE or FALSE,
usually represented by the numbers 1 and 0 respectively. Boolean algebra defines three basic

operations:

e NOT, denoted —, satisfies A =1 if A = 0 and vice-versa
e AND, denoted A, satisfies AANB=1if A= B =1, and AA B =0 otherwise
e OR, denoted V, satisfies AV B=0if A= B =0, and AV B = 1 otherwise

It should however be noted that either one of the AND and OR operations can be deduced

from the other one following the De Morgan’s laws:

e ANB=—=(-AV-B)
14
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TABLE 1: The truth table for 2-input Boolean functions. Fy corresponds to the AND function,
while Fi5 is the OR function.

e AVB=—=(-AAN-B)

To some extent, Boolean algebra and set theory represents the same concepts, with the AND
operation A, the intersection operator N, and the concept of conjunction equivalent in some
cases. The same holds for the OR operation V, the union operator U, and the concept of
disjunction. It is easy to notice that given two possible truth values for the logical statements
A and B, there are four possible A - B combinations. We can construct a truth table containing

all 16 possible Boolean operations with two inputs, as in Table 1.

Logic primarily deals with deterministic events, in the sense that if there exists a rule that
A implies B, we implicitly expect this relationship to hold every time and everywhere. How-
ever, natural events do not display this type of absolute certainty, but rather some degree of
stochasticity. Fundamentally, for empirical results to be certainties would imply exact knowl-
edge of all parameters and initial conditions, however these can only be known in practice to
the degree to which we can measure them. Such events are termed random, as their outcome
is not certain for every instance. Random events are known since antiquity, as is attested by
the existence of games of chance (dice, cards), which probably provided the incentive for the
first formal studies of probability. Probability theory rests on a number of axioms, famously

articulated by Andrey Kolmogorov (Kolmogorov, 1956):

1. The probability of any event is a non-negative real number

2. The probability that at least one of the elementary outcomes of a random process will

occur is 1

3. The probability of sets of mutually exclusive outcomes is the sum of the probabilities of

the individual events

Several other rules directly derive from these three axioms:

1. The probability of no outcome occurring is zero
2. If A is a subset of B, then the probability of A is no more than the probability of B

3. Every outcome occurs with a probability comprised between 0 and 1
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1.2.2.2 Bridging logic and probabilities together

The truthfulness of some logical proposition is usually evaluated as being an all-or-nothing
phenomenon, in the sense that the proposition is either completely true or completely false.
However, non-classical logical systems exist, in which the truth value of propositions can take
other values, for example be in-between true and false, or be undetermined. The formalization
of this type of logic was started by Jan Lukasiewicz at the beginning of the twentieth century
and evolved into a series of related logical formalisms. The goal of using multi-valued logical
formalisms is to account for ill-posed problems and to solve paradoxes. For example, the
question “Is the 1019°" decimal of 7 even?” cannot be answered with certainty at this moment,
since it has not been computed yet. However, we know for sure that this digit exists, and that
it is either odd or even. A truth value between 0 (completely false) and 1 (completely true)
might therefore represent both our ignorance of the actual answer to the question and our
confidence about the outcome of future computations. Similarly, intermediate truth values

can be assigned to future events, as we do not know the future with certainty.

Many-valued logics have been proposed in the 1960s (Zadeh, 1965) and have been given the
collective appellation of ”fuzzy logic”. Fuzziness expresses the inherent vagueness of real-world
objects, as opposed to mathematical constructs. There is a relation between fuzzy theory and
probability theory, in that they map degrees of uncertainty to the [0, 1] interval, but they
represent different types of uncertainty: whether an event occurs is random; to what degree it
occurs is fuzzy (Kosko, 1990; Gottwald, 2001). Fuzzy logic has been applied to a number of
problems, notably in the area of biology, for example to ontologies (Calegari & Ciucci, 2006),
the analysis of microarray data (Huerta et al., 2008), and brain connectivity maps (Morgan

et al., 2016).

1.2.3 Logical modeling of biological processes

The mechanisms by which cells perform the massive number of integrations necessary for their
normal functions are not exactly known. Similarly, how these systems fail in different diseases
is not known, however this information would enable to design new therapeutic strategies for
conditions that are difficultly to treat currently, like cancer. These biological systems include
principles that are known components of signal-processing systems, like feedback, damping,
parallel execution, or redundancy. One possible approach is to model these regulatory systems
and determine the parametrization of the model with measurements of the biological elements
that are being modeled. This naturally demands that we choose the class of model which
is appropriate for this task. Classically, the choice of model class is intimately linked to the
type and amount of available data and the nature of the research question. Two extremes can
be defined as follows: a detailed model, with more parameters, will be able to provide more
insight into the mechanism under study, but will require large amounts of data, and failure to

provide it will result in ’overfitting’ of the data. On the contrary, a simpler model with less
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parameters will be more robust to noise in the data but might not capture appropriately the
behavior of the system. The trade-off that needs to be made is one between bias and variance,
and the best model is the one which is complex enough to explain the data, but not more (Le
Novere, 2015).

There are multiple dimensions by which models of biological systems can be either complex

or simple, depending the assumptions they make. The main ones are detailed in Table 2.

Dimension Complex Simple
Time Dynamic Steady-state
Variables Continuous Discrete
Values Unbound Bound
Interactions Directed Undirected
Interactions Signed Unsigned
Behavior Stochastic | Deterministic

TABLE 2: The various dimensions by which models can form simplifying assumptions

An example of an extremely simple modeling framework is the computation of correlation
between variables in a series of experiments assumed to be comparable equilibria. Such analysis
is able to infer steady-state, undirected, sometimes signed, sometimes continuous interactions
between the variables, in a deterministic way. The level of confidence in such interactions
can be computed from the distribution of the data, however the quantity of information that
can be retrieved is low. An opposite example is a completely determined model, in which the
precise chemical mechanisms are modeled by partial differential equations and in which a noise
factor is added to account for the stochasticity of the processes. This type of model would
be invaluable to understand precisely the mechanisms underlying functional responses across
time and cellular compartments and make quantitative predictions, however acquiring the
necessary data to constrain it might not be feasible, and the computational power necessary

to simulate such a system might limit the scope of the possible analyses.

In that context, logical models have been presented as an interesting middle-ground which
captures high-level systems behavior while retaining maximal flexibility and practical feasibil-
ity (Morris et al., 2010). There are different types of logical model, which are introduced in

the following section.

1.2.3.1 Boolean network models

Boolean networks were proposed by Kauffman half a century ago as models of biological
regulatory networks (Kauffman, 1969). A Boolean network G(V, F) is defined by a set of

nodes V = {z1,...,x,} and a list of Boolean functions F' = (fi, ..., f). Each node is a Boolean
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variable which can be either TRUE or FALSE. A Boolean function fi(z;,,...,x;, ) with k
specified input nodes is assigned to each node z;. As there are n variables, the network as
a whole can be in one of 2" possible states. The original presentation of Boolean networks
considers only synchronous updating, in which all Boolean functions are computed from the
values of the variables in one state at time T, and the network reaches another state at
time T+1 (other update schemes are possible, notably asynchronous and semi-asynchronous).
Boolean networks are example of Markov processes (a stochastic process which evolution does
not depend on its history but only of its current state). By repeating the computation of
node values from the values of their parent nodes, the network takes successive states until it
eventually reaches a state it previously visited. The dynamics of this Boolean network, due
to its inherent deterministic behavior and the finite number of possible states, indicates that
the network will eventually either stay in one stable state or cycle infinitely between a number
of states. Such states are called attractors and the set of states that lead to them form the
bassin of attraction of such attractors. We can draw a state diagram indicating which state
is reached from which, evidencing the attractors and their bassins of attraction. Consider the
example Boolean network defined by the following simple interactions, taken from Wang et al.
(2012):

e A is activated by itself AND inhibited by C'
e B is activated by A AND C

e (' is activated by B
These interactions can be formalized in the following rules:

e fi =21 OR NOT =z3
[ f2 =T AND T3

* f3=umo

These rules define the following network topology:

FIGURE 4: Example of a Boolean network. Each variable is completely defined by a Boolean
function.
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The dynamic behavior of this system can be visualized as the state diagram in Figure 5, where
each of the 23 = 8 states of the system is represented as a string of the truth values for the
nodes A, B, C, in that order:

(o) —(0)—@
011 001 000

N

0O
010 101 110

N

O

FIGURE 5: The state transition diagram of the example Boolean network. The state space
forms three disjoint bassins of attraction. The shaded states are attractors.

Alternatively, the dynamics of this system can also be represented as a state transition matrix
(Table 3):

ABC | 000 001 010 011 100 101 110 111
000 0 1 0 0 0
001
010
011
100
101
110
111

o O O = O O O
o O O O o O O
o O = O O O O
o O O O O O =
o O O = O O O
o R O O O O o O
o O = O O O O
_ O O O O o o o

TABLE 3: State transition matrix for the example Boolean network

In this case, there are three attractors ((100), (111), and (101/110)), and correspondingly
three bassins of attraction. When initialized in any of the 8 possible states, this system will
spontaneously evolve and reach one of the attractor states, depending in which bassin of
attraction the initial state lied. The fixed points of the state space correspond to solutions to

the constrain of time invariability: by posing 7'+ 1 = T, we have in the above example:

e A=AORNOTC
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e B=AANDC

e C=18

By substituting the last equation into the second one, we have that C = A AND C. This, in
turn, can be substituted in the first equation to lead to A = 1. As a result, given that C =1
AND C = C, we deduce that C' (and therefore B as per the third equation) can be either 0
or 1. The two fixed points of the system are (100) and (111) (Figure 5).

It should be noted that these two states are singleton attractors, and that the third attractor
is a cyclic attractor, i.e. a set of several states through which the network cycles indefinitely.
States that only occur at the beginning of trajectories (no trajectory leads to them, like (010)

and (011) in the above example) are called garden-of-Eden states.

Boolean networks have been used to model biological regulatory networks. It has been hy-
pothesized that the binary behavior of genes, which can be expressed at a given time in a
given cell or not, is appropriately represented by the ON/OFF nature of Boolean variables,
and that the attractors of Boolean networks are naturally stable states representing qualita-
tively the expression of the different genes in the cell. In other terms, the hypothesis is that
the topology of the cellular gene regulatory network defines a series of latent genetic programs
(proliferation, quiescence, apoptosis), hardwired into the genome, which the cell can execute
and transition from one to another depending on external signals (Huang & Ingber, 2000).
Boolean networks have been successfully used to model different biological systems, notably T
cell signaling (Saez-Rodriguez et al., 2007), apoptosis (Schlatter et al., 2009), the genetic reg-
ulation of tissue development in mammalian (Giacomantonio & Goodhill, 2010) or plant cells
(Mendoza et al., 1999), cell-cycle transitions in yeast (Li et al., 2004), to cite a few. Boolean
models are useful because the attractors predict the activity of the different components of the
system in the resting and perturbed cases and therefore generate testable hypotheses (Albert
& Thakar, 2014). For example, analysis of a Boolean model of the signaling network of T cell
large granular lymphocyte leukemia (T-LGL) led to the identification of 19 potential ther-
apeutic targets for the disease, more than half of which were later validated experimentally
(Saadatpour et al., 2011). Similarly, combined network analysis and simulation of Boolean
network models of signaling in liver cells recovered the main differences between primary and
transformed hepatocytes (Saez-Rodriguez et al., 2011). In practice, the R package BoolNet
(Miissel et al., 2010) and the MATLAB toolbox CellNetAnalyzer (Klamt et al., 2007) are
the basic tools to study the properties of Boolean networks and perform attractor analysis,
while CelNOptR (Terfve et al., 2012) can be used to train networks using Boolean or other

logic-based formalisms.
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1.2.3.2 Extended logical models

While Boolean networks constitute the backbone of logical network theory, a number of math-
ematical frameworks have been devised in the following decades that generalize the strict
Boolean formalism and provide additional flexibility to the modeling procedure. For example,
one of the main limitations of Boolean networks is the requirement of discretization of the data
from a continuous scale to ON/OFF values, which involves arbitrary thresholds and inevitable
loss of information. The other main disadvantage of Boolean networks is their determinism,
which is ill-suited to the study of stochastic biological phenomenon, and does not adequately

account for uncertainty both in the data and the design of the logical rules.

By far the most studied of such extensions of the Boolean formalism is Probabilistic Boolean
Networks (PBNs), introduced by Shmulevich et al. (2002). The basic idea is to extend the
Boolean network to include more than one Boolean function for each node, so that we have
F,={ fj(i)} forj =1,...,1;, where each f]@ is a possible function determining the value of node
x; and [; is the number of possible functions for node z;. In other words, there can be more than
one updating function for every node. The update function of a PBN at a given instant of time
is determined by a vector of Boolean functions. If there are N possible realizations, then there
are N vector functions, f1,fs, ... fy of the form f, = (féj),flg), .. ,fé:)), for k=1,2,...,N.
k; must satisfy 1 < k; < I®_ and the function f,gf) € F, witht=1,...,n. We can design a
random vector f = (f(), ..., f(") taking values in F} x - - - x F},. We can define the probability
that predictor f]@ is used to predict node i as D = Pr{f (@) — f}i)}, which need to satisfy

J

Zg@l ng‘) = 1 (Shmulevich et al., 2002; Shmulevich & Dougherty, 2002).

Because the update of PBNs is stochastic (determined by random variables), the dynamical
behavior of PBNs can be thought of as a (non-deterministic) Markov process where the state
transition matrix is completely specified by the probabilities of the constituent Boolean func-
tions. Consider the following PBN, similar in topology to the above example, but modified
in the following way: there are two possible functions to update node A: fl(A) and fz(A) (with
respective probabilities c{‘ and c‘24), and two possible functions to update node C": fl(o) and
fz(c) (with respective probabilities ¢{’ and ¢§'). There is only one function for the update of B:

f£, with probability ¢ = 1. These functions might have the following truth tables:
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ABC [0 Y 4 O 40
000 0 0 0 0 0
001 1 1 1 0 0
010 1 1 1 0 0
011 1 0 0 1 0
100 0 0 1 0 0
101 1 1 1 1 0
110 1 1 0 1 0
111 1 1 1 1 1

Assuming complete independence of the selection probabilities, we can construct the following

matrix K summarizing the four possible ways to select a combination of update functions:

f1(A) f1(B) fl(C)

A B C
o5
fl(A) f1(B) fQ(C)

A B C
LRl

The number of rows in this matrix is the number of possible network realizations N, and the
number of columns is the number of nodes n. It is easy to verify that the probability that
()

ij

network ¢ is selected is P; = H?:l cj.. . We can now construct the full transition matrix A for

the system as follows:

1 0 00 0 0

0 0 00 1 0

0 0 00 1 0
SA_|P P00 P Py 0 0

0 0 10 0 0 0 0

0 0 00 0 0 P+P P+P

0 0 00 P+P PL+P; 0 0

0 0 00 0 0 0 ]

Following the theory of Markov processes (Markov, 1954) we can infer that this system will
settle in a steady-state distribution of the different states of the PBN state-space when released
from an arbitrary prior distribution. In the above example, if the network is released from an
uniform prior distribution of Dy = {%, %, %, %, %, %, %, %}, we can use the matrix A to compute
the limiting distribution D, = {0.15,0,0,0,0,0,0,0.85}. We can observe that the system
converges to only two states (000 and 111), which are called absorbing states. These states

loosely correspond to the concept of attractors in BNs.
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We can differentiate instantaneous PBNs, in which a new network instantiation is realized at
every time-step, and context-sensitive PBNs, where the probability for switching to another
network configuration is controlled by another, external, random variable £ € {0,1}. This
latter type is adapted to situations where the model is affected by latent variables outside
the model (Choudhary et al., 2006) and corresponds to the case P({ = 1) < 1. However, in
this type of PBN the final steady-state distribution is still dependent of the initial condition.
A further expansion of the model allows to overcome this limitation: by including a tiny
probability for every node to randomly switch from the inactive state to the active state and
vice-versa, we allow the transition of the system to the next state in ways that are not possible
by any network topology. This makes the dynamics of PBNs with perturbations ergodic, in
the sense that by allowing every state to be reachable from every other state, we merge all
bassins of attraction and given enough time, the PBN will reach the same limiting distribution

regardless of the initial state.

The central assumption of PBN modeling is that the limiting distribution of the states in a
PBN model of regulatory network corresponds to stable states of the actual biological net-
work. PBNs have been used to model several biological regulation systems (Trairatphisan
et al., 2013). In one example, a PBN framework was used for the inference of genetic regula-
tory networks from gene expression time-course data in macrophages submitted to interferon
treatment and viral infection, revealing different selection probabilities for predictor functions
indicating network re-wiring upon stimulation (Yu et al., 2006). More recently, the ergodic
sets of states that correspond to each phase of the cell cycle in a PBN model of the budding
yeast were identified, indicating that the irreversibility of the process is a consequence of the
topology of the network (Todd & Helikar, 2012).

Bayesian networks are another type of graphical probabilistic model used to represent the
joint probability distributions of variables in a network. A Bayesian Network consists of a di-
rected acyclic graph GG and a set of random variables X = X1, X», ..., X, and their conditional
dependencies, which are generally understood to be causal. The graph G encodes the condi-
tional independencies that relate the variables together. In a Bayesian Network, it is assumed
that the information in graph G is complete, meaning that each variable X; is independent
of its non-descendants, given its parents, and there exists several possible representations for
the parameter set 6 denoting for each node X; the conditional distributions P(X;|Pa(X;)),
where Pa(X;) is the set of the parents nodes of X; in the graph G (Pearl, 2014). Bayesian
Networks can be used for inferring the state of unobserved variables and for estimating the
conditional dependencies between variables when these are not known. Figure 6 shows an

example Bayesian Network.
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OBRO
@

FIGURE 6: Example of a Bayesian Network. The topology of this network structure encodes
a number of conditional independence statements: I(A4; E), I(B; D|A,E), I(C; A, D, E|B),
I(D;B,C, E|A), I(E; A, D)

Bayesian Networks have been applied to the study of gene regulatory networks in yeast (Fried-
man et al., 2000) and were able to approximate the correct topology of a gene regulatory net-
work in a simulated population in the DREAMS5 challenge (Vignes et al., 2011). The problem
of recovering the structure of a partially observed Bayesian Network is an old challenge of
machine learning (Rebane & Pearl, 2013), and is known to be NP-hard (Chickering et al.,
2004). Different learning methods have been devised to learn the graph G from expression
data (Xing et al., 2017; Fan et al., 2017; Wilczynski & Dojer, 2009) with however diverging

methods and results.

A natural extension of Bayesian Networks is Dynamic Bayesian Networks (DBNs), which is
characterized by the presence of loops in the graph G. Figure 7 shows an example DBN.
Compared with the Bayesian Network of figure 6, the presence of the additional edge cancels
some of the constrains of independence (for example, the node E is no longer independent of
the node A).

OO

FiGUrE 7: Example of a Dynamic Bayesian Network. The loop E-B-C-E defines a dynamic
system.
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Dynamic Bayesian network models and Probabilistic Boolean models are similar in nature and
in practice, their performance for the inference of simple interaction networks is comparable
(Li et al., 2007). Notably, the GlobalMIT algorithm (Vinh et al., 2011) was shown to compute
the globally optimal structure of a DBN in polynomial time, with however poor results when
the sampling rate was low. It has been demonstrated that PBNs and DBNs can represent
the same joint probability distribution over their common variables (Lahdesméki et al., 2006).
Usually, prior knowledge and gene expression data are combined to generate a contextualized
network, informative of the active regulation paths. DBNs have been used to investigate the
behavior of gene regulatory networks in the context of circadian rhythm in plants (Grzegorczyk
& Husmeier, 2011), the interplay between EGFR and Hedgehog signaling in human medul-
loblastoma (Frohlich et al., 2015), the timeline of cell cycle regulation events (Zou & Conzen,

2005), or the prediction of recurrence of Oral Squamous Cell Carcinoma (Kourou et al., 2017).

1.3 Goal of this thesis

The goal of this work is to investigate both theoretically and experimentally the possibil-
ity to efficiently model the signaling pathways that are frequently perturbed in cancer and
their regulation with logical network models. Building on previous work using Probabilistic
Boolean Networks, a Matlab toolbox is created to efficiently contextualize models of biological

regulation and investigate them quantitatively.

In a first step, the formulation of logical rules for the interaction of molecules is conceptualized
in a Bayesian context, and a platform to integrate network topologies with experimental data
is created. Next, a bioinformatics toolbox is produced, which is able to optimize a set of
continuous parameters for the model in a way that maximizes the fitting of the model to the
experimental data. With the goal of identifying network nodes playing the largest role at
the functional level, a series of systems-level complementary analyses is conceived in order
to individualize the elements of the network (nodes or edges) that play a dominant role in

determining the functionality of the system.

Next, the task of identifying the most crucial elements of a DBN model of signaling networks
in cancer is facilitated by the design of regularization schemes, which help forming cell line-
specific models of signaling pathways starting from non-specific prior-knowledge networks. The
performance of the toolbox is evaluated in term of computational efficiency, and an analysis
pipeline is built to investigate the resistance mechanism of melanoma cells to targeted agents

in order to show the usefulness of the approach.
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1.4 Outline

This thesis compiles three papers published over the course of the doctoral training, high-
lighting the main steps of the progression of the project. In the first paper, a bioinformatics
toolbox is presented which proposes to model logical networks of signaling pathways with Dy-
namic Bayesian Networks. The application of the toolbox is discussed in the general context
of probabilistic logical models and is demonstrated with simple examples. The second paper
addresses the problem of accurate parametrization of parallel models of signaling pathways in
the presence of uncertainty. The proposed method uses a measure of the density of the mod-
els parameters in the parameter space and makes the assumption that interaction strengths
adopt a finite number of discrete values corresponding to the discrete genomic events leading
to the specific phenotype under study. This assumption can be integrated in the optimization
procedure (in the form of regularized optimization) and help characterize cancer cell lines, as
demonstrated with our analysis of the phosphoproteomic data from a panel of 11 colorectal
cancer cell lines. The third paper is the result of a collaboration between our department and
the Technical University of Dresden. In that paper, the mechanism of resistance of melanoma
cells to a pro-apoptotic drug is investigated by analyzing phosphoproteomic data from sensi-
tive and resistant cell lines. By carefully selecting the model that balances best goodness-of-fit
and model size, we are able to infer the most sensitive points of the regulatory system and
correctly predict ways to re-sensitize the adapted cells. We conclude with a general discussion

of our methods, our results, their limitations and possible applications.
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Materials and Methods

2.1 Architecture of the FALCON toolbox

The FALCON toolbox was conceived as a modeling environment for the contextualization of
molecular interaction networks with quantitative biological measurements. The name FAL-
CON stands for Fast ALgorithm for the Contextualization Of Networks. The toolbox is pro-
grammed in the proprietary language Matlab (The MathWorks, CA). There are two ways the
toolbox can be used: with scripts (or console inputs), or using the Graphical User Interface.
When FALCON is used on a high number of High-Performance-Computing cluster nodes, it
might be useful to write custom scripts to control the I/O of the different tasks and their
integration, however this step usually is platform-specific. When used on a single computer,
FALCON is designed to make maximum use of the strengths of Matlab’s matrix-orientated
programming structure and to efficiently dispatch optimization jobs across the multiple cores

of modern computers’ CPUs.

The general architecture of the toolbox is presented in figure 8. During the first phase, the
various input files are used to define the optimization problem in terms of positive and negative
interaction matrices of the network, lists of nodes and their associated Boolean rules, and the
different constraints on the parameter set stemming from the simple rules of probabilities. The
correspondence between the information in the network file and the data file is ensured by a
series of checks, therefore guaranteeing the mathematical coherence of the network so that for
example, no node exists without either a parent node or a corresponding control input in the
data file. During this phase, substantial re-arrangement of the network can also take place,

with the goal of speeding up computations:

e network expansion: Boolean functions with more than two inputs are decomposed into
their essential two-input functions as follows: AABAC = (AANB)AC and AVBVC =
(AV B) Vv C. This creates intermediate nodes, invisible to the user but used in the

computations.
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FIGURE 8: The general architecture of FALCON

e network reduction: nodes which are neither controled nor measured, and which are only
connected to one input node and one output node (they have only one parent and one
child) are removed from the network, and their parent and child are connected by a new
edge. Indeed, if we have A LN ; JLEN C, it is easy to demonstrate that this is equivalent

to A Sk, o

2.2 Input formats

A network can be defined by the list of its interactions. This type of format is the basis of
the well-known .sif format, used by Cytoscape (Shannon, 2003), Pathway Commons (Cerami
et al., 2010), the networkz Python package (Hagberg et al., 2008), as well as many other
bioinformatics tools. It consists of a list of lines, with each line having the following structure:
<source> tab <interaction type> tab <target>. This type of format is accepted by FALCON,
with two types of edge being recognized: -> and -|, corresponding to activating and inhibiting
edges, respectively. When using the .sif format with FALCON, the following characteristics

of the edges are set to their default value:

e the name of the parameter will be automatically formed from the name of the input and

output nodes.
e the type of logical interaction will be automatically set to additive.

e no other boundary will be forced on the parameter values than the ones inherent to the
topology.
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Alternatively, the .csv and .zls(z) formats can be used, which are compatible with Excel, the
most-used tabling application. In that case, three additional pieces of information can be
provided for each edge: a custom parameter name, either one of N, A, or O to specify the type
of logical interaction (additive, Boolean AND and OR, respectively) and either one of H or
L to constrain on the edge’s parameter to the high or low range, respectively. D (default) is
used when no additional constrain is present. Figure 9 shows an example of the input format
for networks in FALCON.

A B C D E F

1 |Input Reaction Output parameter gate constrain
2 |PDGFL -> PDGFR 1N

3 |PDGFR  -» STATS 1N D

4 |PDGFR  -» cChl 1N D

5 cChl - PDGFR ki1 N D

6 |bPPX -> PPX N D

7 |PDGFR -] PPX N D

8 |PPX - PDGFR k2 N D

9 |PDGFR -> SHP2 1N D

10 |SHP2 - PDGFR k3 N D

11 |SHP2 - Grb250S 1N D

12 |SHP2 - GabS0S 1N D

3 Grb250S5 > GGSOS  kOR 0 D

14 |GabS0S -=» GGSOS  kOR 0 D

15 |GGS0S - Ras kf1l N H

FIGURE 9: The network format

Biological measurements are used by the FALCON toolbox to parametrize the DBN structure,
in such a way that the node values of the simulated network reproduces as closely as possi-
ble the actual measurements. These measurements are usually present for several chemical
species (proteins or nucleic acids) and under several experimental conditions (in the presence
of different drugs, over time, etc.). Three tables must be provided to the FALCON toolbox,
in either one of the .csv or .zls(z) formats. One table detailing the fixed input nodes values
(such as the presence or absence of a drug), one table detailing the values of the nodes for
which a measurement is available, and one table containing the corresponding error for these
measurement. In each of the tables, the different measured species are organized in columns
while the different experiments are organized on successive lines. In the case of .csv files, three
separate files have to be provided, while for the .zls(z) format, the tables must be provided
as three separate sheets in the same file. Figures 10, 11, and 12 show examples of the input

format for biological measurements in FALCON.

Measurements need to be pre-processed in order to be exploited by the FALCON toolbox.

Data pre-processing consists of several steps: transformation, normalization, and aggregation.
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30

A B C D E R G - I J

1 |Annotation PDGFL Y720F YY731742FF Wort U0126 bPDK bPTEN bPPX bPKC
2 WT[-] 1 0 0 0 0 1 1 1 1
3 WTIW] 1 0 0 1 0 1 1 1 1
4 WT[U] 1 0 0 0 1 1 1 1 1
5 | dM[-] 1 1 0 0 0 1 1 1 1
6 |dP[-] 1 0 1 0 0 1 1 1 1
7 |ND 0 0 0 0 0 1 1 1 1
8

FIGURE 10: The inputs part of the data format

A B C D E F
1 PDGFR PLCg STATS ERK12 Akt PKC
2 0.882 0.759 1 1 0.755 0.995
3 1 1 0.822 0.e09 0.117 0.876
4 0.918 0.81 0.792 0.11 1 NaN
5 0.878 0.57 0.923 0.509 0.818 NaN
6 0.907 0.793 0.912 0.88 0.224 NaN
7 0 0 0 0 0 1
8

FIGURE 11: The outputs part of the data format

A B C D E F
1 PDGFR PLCg STATS ERK12 Akt PKC
2 0.083 0.093 0.086 0.03 0.1 0.021
3 0.066 0.008 0.027 0.103 0.074 0.105
B 0.06 0.047 0.078 0.028 0 NaN
5 0.163 0.204 0.183 0.063 0.172 NaN
6 0.118 0.107 0.224 0.152 0.09 NaN
7 0 0 0 0 0 0.019
8

FIGURE 12: The errors part of the data format

e During data transformation, a derived value is computed for every datapoint, with

the goal of representing the underlying quantities in a way that is more consistent
with the modeling assumptions. For example, one common transformation is the log-
transformation of data representing concentrations in order to transform the absolute

concentrations into relative ones.

Data normalization is a very important step in which datapoints are brought to the
same scale in order to be comparable when they have been measured on, or originally
exist on, different scales. One other goal is to bring the probability distributions of the
quantities into alignment with each other or with the normal distribution. There are
many normalization procedures, most notably the Z-score or the Student’s t-statistic.
As the mathematical framework under which FALCON operates is probabilistic, we used
unit normalization, also called feature scaling, in order to keep the normalized values

between 0 and 1. Formally, the unit normalization of a set X of n values X1, Xo,... X,
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produces a set X’ of values where X = X=Xmin_ for all i < n, where Xmin and Xomae

Xmaz _Xmin

are the smaller and larger values of the set X, respectively.

e During data aggregation, multiple measurements of the same quantity are grouped in
order to extract one number summarizing the best estimate of the true value, as well as
one number expressing the error on this estimate. Depending the experimental design
and the distribution of the replicates values, this best estimate can be either the mean
or the median, and the error can be expressed either as the standard deviation, standard

error of the mean, interquartile range, etc.

2.3 Algorithm

2.3.1 Network update strategy

As we use DBNs to simulate systems at the steady-state, it is needed that the node values used
for the fitting to the data points represent the true value of the converged networks. Indeed,
the presence of positive and negative feedback loops in DBNs induces an oscillatory dynamic
behavior which may or may not represent the true dynamics of the system. The reason why the
dynamics of the DBNs and the systems they represent may not be comparable, is because we
use synchronous updating, which is not a realistic assumption for the true system, in which the
different regulatory events (ligand binding, phosphorylation cascades, etc.) may happen over
different timeframes. Nevertheless, if a DBN representation of a regulatory system includes all
reactions and interactions happening over a short timeframe and does not include later events,
then these DBNs, at their steady-state, correspond to configurations of the true system during
a quasi-steady-state, i.e. a state of near-equilibrium in which the system moves very slowly and
during which the concentrations of the constituents of the faster-moving regulatory subsystem

(the ones represented in the DBN) can be considered constant (Li et al., 2008).
Simulating the DBN until steady-state consists in computing repeatedly the network update
function for all nodes. This operation is done in Matlab as follows:

1. initialize all nodes to a random value

2. replace the value of the input nodes by their true value as specified in the data file

3. compute the new value for each node X; as a function of their activating (j+)and in-
hibiting (j—)parent nodes (Pa (X(i))ii) and Pa(X("))EJ:I), respectively) and the relative

weights k() of the parents’ interaction as :

X0 = 3 kD Pa(XN) T < (1= 37 KD Pa(x)())
j—=1

jt=1
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4. for each node X; defined by a Boolean function, replace the value by the one of the AND

or OR continous Boolean function:

AND: XV = [ Pa(x?,)
OR: X" =1-J] (1 - Pa(x",))

5. compute the distance D; between the network at time ¢ and ¢t — 1 as:

D=3 1x" - x|
i
6. repeat until Dy ~ 0

In practice, we choose a threshold value ¢ and we stop updating the network when D; < ¢.
This threshold should be small enough to only be reached when the network reaches conver-
gence, but be large enough to be resistant to numerical errors. In practice, we have used values
between 10~ (for small networks with a few nodes) and 10~* (for networks with hundreds

of nodes) with success.

2.3.2 Parameter learning

In order to learn the parameter set for which the DBN model best fits the normalized mea-
surements, two things are necessary: a measure of the distance between the predictions of the
model and the actual data, and an algorithm to minimize this measure, which is a function of
the chosen parameters. For the measure, we choose to use the mean of squared errors (MSE),
which is a frequently used measure of the fitting of a model to a dataset. The assumption for
using the MSE is that each datapoint is the sum of two terms: the true value Y; and the error
€; on our knowledge of this value, and that this error, or bias, is normally distributed. More
formally, for the set of predicted values Y for a regressor f(X,0) attempting to predict the

true values Y we have:

1 e~ 9
MSE=—% (i - f(X;.0))

i=1

This metric is used as the objective function for the learning of the optimal parameter set
in FALCON. It should be noted that other metrics could be used, most notably the rooted
mean squared error, or the mean absolute error, or various other measures normalized by the
mean or range of the datapoints, with the goal of facilitating comparison between models and

datasets.
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We use a variant of gradient descent particularly adapted to our formulation of the model.
Indeed, the presence of feedback loops forbids the straightforward computation of the learning
gradients, because it would require numeric computation of the partial derivatives of each
parameter by each dimension of the parameter space. While such a computation is easy to
perform in the case of a regression problem, and extendable to larger models, for example
feedforward neural networks by application of the chain-rule of derivatives (Rumelhart et al.,
1986), this is not possible with DBNs, because of the presence of loops. Instead, we compute
empirical gradients with the interior-point method (Vanderbei & Carpenter, 1993; Waltz et al.,
2006): for each parameter, we approach the partial derivative of the cost function with respect
to the parameter around the current estimate by assuming the linearity of this derivative for
very small perturbations, and evaluating the function with parameter values slightly superior
and inferior to the current value. It has been shown that under mild assumptions (Karmarkar,
1984) this quantity is in practice equivalent to the true gradient of most functions, while
being fast to compute. In our case, we use the Matlab function fmincon, which integrates this
optimization method with the use of hard constrains on the parameter values to ensure the

coherence of the inferred values with the probabilistic context of our mathematical framework.

2.3.3 Initial parameter guesses

The performance of the toolbox was increased by choosing an appropriate procedure for the
initial choice of the parameter values at the start of the optimization process. As the parameter
values are also probabilities, one natural choice for an uninformative prior distribution might be
the uniform distribution in the [0, 1] interval. However, this is often not optimal. Indeed, it has
been shown (Glorot & Bengio, 2010) that initializing weights in signal-processing networks far
from their optimal value can result in longer training times. For this reason, one reasonable
choice for the initial parameter guesses might be 0.5, or exactly the center of the range of
possible values. However, since a random initialization is needed to decrease the chance for
the optimization procedure to find a local minimum instead of the global one, we choose to
initialize the network weights based on a bounded normal distribution, i.e. set of N parameters
Ky, = [kt k7, ... kY] ~ N(0.5,0) with o chosen to be very small and subject to K € [0,1].
In practice we use o = 0.05. Figure 13 shows the speed of convergence for a small network

using different distribution for the random initial guesses.

2.4 Graphical User Interface

In order to make the use of the toolbox easier for scientists without extended knowledge of the
Matlab language, we designed a Graphical User Interface, which helps users plan and perform
experiments with DBN models. The interface is built with the Matlab interface design tools

and can be called from the Matlab console with the command FalconGUI. Within the interface
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F1GURE 13: Speed of convergence of the FALCON algorithm using different stating conditions.

The plots show the logarithm of the fitting cost (Mean Squared Error) as a function of the

optimization instance, for the final DBN model of PDGF signaling in Trairatphisan et al.

(2016). The weights are initialized using either in red: K ~ N(0.5,0.05, in green: K ~ U(0, 1),

or in blue: K ~ |[N(0,0.01)]. A: optimization profiles for 50 individual random runs; B: average
optimization profile over the 50 runs in plot A.

environment, users can import the different input files, control the different hyperparameters
of the optimization procedure, and execute a choice of custom additional analyses on the

contextualized model. Figure 14 shows a screenshot of the interface.

2.5 Systems-level analyses

The main motivation for modeling cancer signaling pathways usually is the discovery of par-
ticular characteristics of the network which might be exploited pharmacologically to direct
the activity of signaling pathways in one way or another. For this reason, we build an analy-
sis pipeline to explore the functional properties of the different nodes and interactions of the

network.

2.5.1 Sensitivity Analysis

Sensitivity Analysis is a central component of the standard pipeline of analysis of complex
systems. Fundamentally, when establishing a model of such a system, a degree of uncertainty
surrounds the parametrization of the model, and hence the model’s predictions. The robustness
of the model is the degree to which the model structure, parametrizations and predictions
remain unchanged upon small changes in the data used to train it. The analysis of the

robustness of the model can result in increased understanding of the relationships between
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FIGURE 14: The Graphical User Interface in FALCON

the different constituents of the system and help identify the most sensitive variables. Indeed,
when searching for new pharmacological targets for cancer treatment, we are interested in the
nodes and interactions which modification will result in a large functional effect within the
cells. The simplest form of sensitivity analysis involves the perturbation of one of the model
parameters at a time while keeping all others constant. The variation in output variables can
therefore be related to the amount of change in each of the model variables. Other methods
exist to assess the sensitivity of the constituents of a model, notably variance-based sampling
approaches (Sobol, 1990) and designed experiments (Czitrom, 1999). However, these methods
are not immediately applicable in our Bayesian context where some events probabilities are
necessarily correlated, and do not take into account the inherent adaptability of living systems,
in which perturbations can often be attenuated by the redundancy of the signal processing

pathways. In our case, we chose to implement a method of re-assessing the fitness of the model
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after perturbing one of the model parameters at a time, and re-optimizing all other parameters
each time. This method is similar to the determination of profile likelihood in ODE systems
(Raue et al., 2009). Figure 15 shows the result of the complete analysis of the PDGF signaling
model from Trairatphisan et al. (2016). Examination of the parameters profile leads to the
identification of regions of the model displaying structural non-identifiability (very flat profiles
occurring when parameter perturbations can be completely compensated by another parameter
or group of parameters), practical non-identifiability (asymmetric profiles occuring when the
amount of observations of the model is insufficient in some dimensions), and help identifying
the parameters which value is most constrained by the data, therefore helping in the design

of follow-up experiments.

Local parameter sensitivity analysis
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FiGURE 15: Example of Local Parameter Sensitivity Analysis in FALCON. The red lines
indicate the threshold used in the fast mode. The blue stars indicate the optimal parameter
value

2.5.2 Knock-Outs

In order to facilitate the identification of suitable pharmacological targets, we implemented
an analysis pipeline to perform in silico knock-outs, i.e. reoptimizations of the model after
removing each one of the elements at a time. By removing nodes completely from the network,

it is possible to simulate the complete blocking or removal of a molecule, for example the
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inactivation of a receptor by a blocking ligand. In contrast, by removing only one interaction,
more specific network interventions can be simulated, for example the presence mutations
modifying the specificity of a protein-protein interaction. Figures 16 and 17 shows the result
of the complete analysis of the PDGF signaling model from Trairatphisan et al. (2016). The
fitness of the re-optimized model when a node or interaction is removed from the network
indicates the essentiality of this node or interaction in the original model. Non-essential nodes
and interactions can by ’by-passed’ by the system, in the sense that a complete blocking
of this node or interaction does not result in a complete loss of the capacity of the system
to reproduce its functional behavior, given the observations. In contrast, removal of essential
nodes and interactions induces a change in the functional properties of the system and a larger

difference between the biological measurements and the simulations of the perturbed system.

Virtual Node KO

Bayesian Information Criterion (BIC)
o)
o
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F1GURE 16: Example of virtual node knock-out screening in FALCON. The left-most bar

indicates the BIC score of the unmodified optimized model. Each subsequent bar represents

the BIC score for one model variant, in which one node has been removed from the network.
Low BIC scores indicate better models.

2.5.3 Partial knock-outs

During pharmacological intervention with a regulatory network, the complete inhibition of

a component or interaction might not always be the intended result, and partial, controlled
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F1GURE 17: Example of virtual interaction knock-out screening in FALCON. The left-most

bar indicates the BIC score of the unmodified optimized model. Each subsequent bar repre-

sents the BIC score for one model variant, in which one interaction has been removed from
the network. Low BIC scores indicate better models.

inhibition might sometimes need to be achieved to attain the desired functional effect. Simi-
larly, the technical limitations of cloning and cultivation techniques limit the degree to which
a complete absence of a endogenously expressed molecule can be achieved in practice. For ex-
ample, the typical experimental designs using RNA interference rarely achieve complete gene
silencing (Aagaard & Rossi, 2007). For this reason, we implemented an analysis pipeline in
which it is possible to perform a systematic study of the effect of incomplete silencing of each
of the network nodes, one at a time. The activity profiles of each of the other components in
the re-optimized model can then be examined, therefore helping in determining for each of the
nodes, the degree of inhibition necessary to achieve a specified functional effect in a distant
node. Figure 18 shows the result of the complete analysis of the PDGF signaling model from
Trairatphisan et al. (2016).

2.5.4 Resampling Analysis

In addition to the sensitivity analysis, two additional ways of assessing the robustness of the

model are proposed. Firstly, it is possible to built a dataset with the same structure and
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FiGURE 18: Example of partial knock-out analysis for the PDGF signaling model in Trairat-

phisan et al. (2016), showing the effect of increasing silencing of the PDGF receptor (x-axis)

on the activities of the other nodes in the system in the different experimental conditions
(y-axis). The scale is identical for all heatmaps.

statistical properties as the original dataset by sampling from the data distribution. This
procedure, which assumes independence of the model inputs, can be used to assess the model
performance with slightly perturbed data, which is a type of uncertainty analysis. In addition,
the data pre-processing procedure allows the generation of bootstrapped datasets. The boot-
strapping procedure consists in reconstituting an alternative dataset from the original data,
by sampling with replacement. Therefore, the new dataset will consist only of instances of the
original dataset, but will give a larger importance of some observations and omit some others.
By combining these two modes of model exploration, a sufficient level of understanding of the

dependency of the model results on the presence of some observations can be attained.

2.6 Integration of regularization schemes

Regularization is used to integrate additional constrains to the loss function of an optimization
problem. From a practical perspective, regularization is used to add information to an ill-posed

problem, for the specific purpose of making the model learn more generalizable functions. From
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a Bayesian perspective, regularization is a way to specify a prior distribution of the parameter
values of the model. Regularized objective functions have the form of a sum of the loss function

V' and the regularization function R: ming > V(f(z;), s, ©) + AR(O).

A number of regularization methods have been implemented in FALCON. The formulas for

the regularization functions of the parameter set © are detailed in the following section.

2.6.1 Norm-based

e partial-norm for the pruning of unnecessary edges: R;/5(©) = > @3/2
e first norm for the pruning of unnecessary negative edges: R1(©) =), 0;

e second norm for the mitigation of edges importance : Ry(0) =3, ©?

2.6.2 Group structure-based

e homogeneity across groups: Rgroups(©) = 32, | ©7 — ©9 | over all groups (9 is the

average for group g)

e uniformity across groups: Runif(©) = T(X. pep | loter — [1;bi —ai |)~! for all rectan-
gles R = [a1,b1] X [ag,ba] X ... X [ap,by] such that 0 < a; < b; <1

2.6.3 Smoothness-based

e time-smoothing: Ryime(©) = S e Siler —el-t
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3.1 Introduction to the paper

Modeling biological systems with logical network models is a promising way to gain clinically
valuable insights. Ideally, modeling involves maximizing the usage of available biological data
to extract knowledge from the data signal, in the form of correct predictions of the systems
behavior. Good models not only generate good predictions, but also get a sense of their ac-
curacy, which is an essential property when working under uncertain assumptions. Several
frameworks exist in which biological measurements are used to contextualize a network struc-
ture representing a simplified version of a non-linear regulatory system. However, they are
not adapted to the large networks needed to understand cellular behavior across subsystems,

or the large multidimensional datasets increasingly common in biological research.

Dynamic Bayesian Networks (DBNs) can be used to represent the same conditional probability
distributions as Probabilistic Boolean Networks (PBNs), a modeling frameworks which has
been successfully used to model phosphoproteomic regulatory networks, notably in cancer cells.
PBNs have the advantage of representing biological interactions as simplified activating and
inhibiting interactions, include logical AND and OR gates to model molecular dependencies,
and are robust in the context of uncertainty. In contrast with PBNs, the simulation of DBNs
is faster as DBNs converge to the long-term expected probabilities while PBNs often cycle
through long cyclic attractors, requiring Monte-Carlo sampling or otherwise computationally

intensive techniques.

Existing toolboxes for the optimization of DBNs are not well adapted to the task of explor-
ing biological hypotheses. Indeed, in the case of signaling pathways, existing information
about substrate specificities and binding properties (in the form of protein-protein interaction
databases and pathway maps) greatly restricts the topological uncertainty to a limited number
of hypotheses, reducing the need for large-scale topological optimization and network infer-
ence, known NP-hard problems on which many studies on DBNs have concentrated. Similarly,
logical relationships between molecules (e.g. the requirement of a cofactor, competition,...)
are often known or assumed, but these AND and OR logical relationships are not immediately
interpretable in a Bayesian context. To be really useful, a modeling toolbox should also be
usable by non-experts, account for the specificities of biological measurements and experimen-
tal settings, and make the analysis, exploration, and visual interpretation of models directly

compatible with the types of research questions in the biomedical field.

In this first paper we propose an algorithm for the search of optimal parameters of DBNs, and
we release a usable toolbox able to contextualize DBNs with quantitative biological measure-
ments. We demonstrate the use of the toolbox by testing its performance on a set of existing

PBN modeling problems.
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3.2 Abstract

Motivation: Mathematical modeling of regulatory networks allows for the discovery of knowl-
edge at the system level. However, existing modeling tools are often computation-heavy and
do not offer intuitive ways to explore the model, to test hypotheses or to interpret the results

biologically.

Results: We have developed a computational approach to contextualize logical models of regu-
latory networks with biological measurements based on a probabilistic description of rule-based
interactions between the different molecules. Here, we propose a Matlab toolbox, FALCON,
to automatically and efficiently build and contextualize networks, which includes a pipeline
for conducting parameter analysis, knockouts and easy and fast model investigation. The
contextualized models could then provide qualitative and quantitative information about the

network and suggest hypotheses about biological processes.

Availability and implementation: FALCON is freely available for non-commercial users on
GitHub under the GPLv3 license. The toolbox, installation instructions, full documentation
and test datasets are available at https://github.com/sysbiolux/FALCON. FALCON runs un-
der Matlab (MathWorks) and requires the Optimization Toolbox.

Supplementary data are available at Bioinformatics online

3.3 Introduction

The functional characteristics of eukaryotic cells are largely determined by the properties of
their regulatory networks. Notwithstanding the vast amount of biological data accumulated
over the past decades, a global model of the way these networks determine the phenotypes of
both healthy and diseased cells remains elusive. One goal of systems biology is to understand
these networks at the highest possible functional level, for example to devise therapeutic

strategies for treating patients affected by diseases like cancer.

Numerous mathematical approaches exist to optimize and train regulatory network models
against steady-state experimental data (Villaverde & Banga, 2014). Of these, logical models
(Le Novere, 2015) are of particular interest, as they are able to capture essential features of the
system being modeled and generate biological insights, while requiring less prior knowledge
and experimental observations than differential equation models (Morris et al., 2010). Some
successful applications include the logical models of yeast cell-cycle protein network (Li et al.,
2004), gene regulatory networks (Mendoza et al., 1999), signaling networks (Saez-Rodriguez

et al., 2007). In addition, logical models are in general more powerful than statistical models,
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as they incorporate the relational information embedded in the network structure, while sta-
tistical models aiming at reverse-engineering biological networks from high-throughput data

implicitly consider all possible topologies (Penfold & Wild, 2011).

In logical models of systems at steady-state, nodes represent the degree of activation of the
constituents of the system at equilibrium and edges represent the logical functions between
nodes. These functions can be either linear or non-linear functions of the parent nodes and

are combinations of the fundamental AND, OR and NOT Boolean functions.

While Binary Boolean models (Kauffman, 1969) only consider full activation or complete
absence, more quantitative approaches, for instance, Probabilistic Boolean Networks (PBNs)
(Trairatphisan et al., 2013) and Dynamic Bayesian Networks (DBNs) (Lahdesméki et al., 2006)
can account for intermediate or continuous activation values and allow the integration of data
uncertainty. These approaches are usually analyzed by Monte Carlo approaches (Bourdon
& Roux, 2016; Trairatphisan et al., 2014), which can be computationally demanding or non-
intuitive to use. Here, we propose a tool called FALCON to efficiently contextualize logical
regulatory networks based on steady-state experimental data. Our algorithm is based on DBNs
and computes the expected value of the nodes by including an algebraic interpretation of the

logical gates. The FALCON pipeline is shown in Figure 19.
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FiGURE 19: The FALCON pipeline. Prior knowledge network and experimental data are
combined to generate a network optimization problem. After the optimization process, the
properties of the optimal network are then analyzed
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3.4 Materials and methods

3.4.1 Modelling of logical networks

FALCON models biological regulatory systems as DBNs, which are directed graphical models
defined by the set of n nodes with X = [0, 1]” and the probability distribution P(X;|X;_1) =
I, = P(Xt(i)|Pa(Xt(i))) where Xt(i) denotes the ith node at time ¢ and Pa(Xt(i)) represents
the parents of Xt(i). These conditional probabilities are implicitly formulated by the structure
of the network. The different nodes represent the different molecules of the system, with a
value corresponding to the degree to which these molecules exist in their active form (for
example, phosphorylated proteins). These node values can be understood as the proportion of
the molecules in the system being active, or as the probability for a randomly chosen molecule

to be active at time ¢.

In the FALCON framework, each molecular interaction is formulated as a logical predicate
associated with a weight quantifying the relative importance of that specific interaction. We
model different types of biochemical interactions with two types of edges: positive and negative
edges connect activators and inhibitors to their downstream targets. Hyperedges corresponding
to the AND and OR logical operations link multiple nodes to an output node, and model the
activity of protein complexes and competition, respectively. Each edge and hyperedge is
associated to a weight k](-i) representing the relative influence of the upstream node to the
downstream node. Because our modeling framework is grounded in Bayesian theory, the
weights need to obey the law of total probability: for each node X having a set jT of m
activating functions, we ensure the sum of activating weights 2;1:1 k:](i) = 1. Similarly, as
weights of inhibiting interactions materialize the relative inhibition of upstream nodes, for

nodes having a set j~ of [ inhibiting functions, we ensure that 0 < Zé_zl k](i) < 1.

Given a network structure established from prior knowledge, a set of parameters (weights) and
a set of experimental conditions, the steady-state of the network is computed for each of the
conditions and the values of the nodes corresponding to the measured species are recorded. For
each one of the conditions, the nodes of the network are initialized with random values, except
for the nodes considered as inputs (external to the system) for which the value is determined
by the experimental condition and kept constant. The network is then updated repeatedly
by computing synchronously for each node the expected value of its probability distribution,

given the value of its parent nodes and the weights associated with each interaction.

X = 3 KPa(XO) I« (12 3 2 Pax )LL) .
j—=1

jt=1

Because all nodes at each update are considered as independent, the inputs values of AND

logical gates are multiplied. The computation of OR gates follows De Morgans law, i.e. the
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Biological equivalent Graphical form Algebraic computation

Activation A — Z(k) Zi1 = A x k

Inhibition A Z(k) Ziy1=1— (A x k)

Complex formation AAND B — Z(k) Zigt1=AxByxk

Competitive interaction A OR B — Z(k) Ziy1=1—[(1—Ay) x (1 — By) x k|
A — Z(k)

Non-competitive interaction Zi1 = Ay x k1 + By x ko (with k1 + ko = 1)

B — Z(ks)

TABLE 4: Different types of biological interactions modelled by different Boolean functions
and their algebraic representations

complement of the union of two sets is the same as the intersection of their complements.
Inputs pointing to the same child node that are not members of a logical gate are summed.
Table 4 summarizes the different types of interactions explicitly formulated in our framework.
The algebraic formulas used for the computations can be directly derived from the conditional

probability tables of the DBN formulation of the logical interactions.

The resulting dynamical system converges to a steady-state where each node value corresponds

to the normalized equilibrium concentration of the activated form of the molecule in the system.

3.4.2 Contextualization algorithm

Objective function. To perform the contextualization of the model with experimental data,
we extract from the network at steady-state the value of the nodes corresponding to the mea-
surements, compare them with the normalized values from the experimental data and compute
the mean squared error (MSE) between the estimated values and the measurements. We min-
imize this measure of the error by optimizing the value of the weights using a gradient-descent
algorithm. To guarantee high efficiency while allowing for arbitrary degrees of recurrence in
the networks, we use the interior-point method (Waltz et al., 2006). A scheme of the FALCON

workflow is presented in Figure 19.

Rapid optimization. Using the gradient-descent optimization algorithm fmincon with interior-
point method, FALCON is able to rapidly estimate the set of weights that minimizes the objec-
tive function. Random initialization of the weights is done either from a uniform distribution
across the [0, 1] range, or from a truncated normal distribution centered on 0.5, depending on
users choice. Normally distributed initial values have been shown to improve learning for deep
neural networks (Glorot & Bengio, 2010) and in our hands, increase the speed of convergence

of the optimization algorithm.
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3.4.3 Subsequent analyses on optimized logical networks

Once a set of parameters has been inferred from a given topology and dataset, a series of
additional analyses can be performed to gain more insight into the systems-level properties of

the regulatory network being modeled as summarized in Figure 20.
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FIGURE 20: Analyses of optimized model in FALCON (PDGF model). a: Parameter ro-
bustness analysis ; red stars: optimal parameter values, blue bars: standard deviations of
parameter values fitting to 10 resampling datasets. b: Parameter identifiability analysis of
parameter km3 from panel a; Red line: threshold used to speed up computations in the fast
mode. c: Interaction knock-out analysis. d: Node knock-out analysis. In panels ¢ and d,
the color of the bars indicates the sign of the difference with the base model (blue). Green
indicate better models (AICmodeljAICbase), black indicates worse ones. Abbreviations: MSE
= mean squared error, AIC = Akaike Information Criterion

Robustness of optimized parameter values. Depending on the topology of the network,
the uncertainty in the measurement of some nodes can have more impact on the parameter
values of the model than others. FALCON can analyze the uncertainty on inferred parameter
values by sampling a user-defined number of artificial datasets based on original experimental
measurements and determining the weights of the model in the light of the new data (Fig.
20a). The artificial datasets are constructed from the average experimental measurements and

their associated error, assuming normally distributed residuals.

Identifiability analysis. In order to assess the identifiability of the model parameters, an
approach similar to Raue et al. (2009) is applied (Raue et al., 2009). For each parameter, the
algorithm samples the range of possible parameter values [0, 1], and re-optimizes the model
under the additional constraint of this parameter being fixed to each one of the sampled
values. In order to obtain the most meaningful results we sample the same number of points

on both sides of the optimal value. We include the option to skip the most extreme values
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based on a threshold determined by the resampling analysis (red line, Fig. 20b), thereby
accelerating computations. The resulting MSE profiles allow to determine which parameters

are well constrained by the experimental measurements.

Interactions knockouts. FALCON allows the systematic removal of each edge in the network
and provides a graphical output showing the effect on the global fitness of the model. The
models are compared using the Akaike Information Criterion (Burnham & Anderson, 2004),
which balances goodness-of-fit with model complexity (Fig. 20c). By using this additional
analysis, it is possible to differentiate the crucial edges of the system from the ones that are

dispensable, which can be pruned out.

Nodes knockouts. A frequent goal of systems biology analyses is to identify the crucial
molecules of a regulatory network. Often performed via network topological properties (cen-
trality measures), this identification is of particular interest in the case of target discovery
efforts. FALCON allows the systematic evaluation of models in which each node is removed
from the network. The comparison of these models using the Akaike Information Criterion
allows to identify these crucial nodes not only from topological properties but from the effect

their removal has on the behavior of the entire system (Fig. 20d).

Differential regulation. In many real-life modeling applications, a system is studied in
different contexts. For example, during a drug screen, the same signaling pathways are studied
for different cell lines, or over time. One goal of systems biology is to identify differences
between the contexts in the way the system is regulated. FALCON automates such analyses
by optimizing identical models in parallel for multiple series of experimental conditions. Users
can discover which parts of the network are activated or shut down between cell lines/time
points, and this may lead to the identification of specific interventions strategies for each

context (Figure 21).

3.5 Pipeline and performance

FALCON is a highly efficient optimization tool that is capable of contextualizing small-to-large
biological networks. For an easy input of model structure and experimental data, FALCON
accepts different file formats (.txt, .xls, .xlsx, .csv) which are subsequently used to build logical
models. Inference of network structure, interaction matrices and parameter constraints are
fully automated, and the toolbox outputs a user-friendly summary comprising the optimized
weights for the different interactions, both in text and graphical forms. To facilitate the use of
our toolbox, we included a graphical user interface (GUI) to guide users through the different
steps of the workflow. Users who are more comfortable with the MATLAB language can

instead choose to use the provided driver script for full flexibility.

To showcase the performance of our toolbox, we provide four examples, including the replica-

tion of several studies, each presenting a particular challenge for the toolbox. The results of
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FiGURE 21: Differential analyses in FALCON. The same prior knowledge model is contex-
tualized in parallel with different datasets corresponding to different contexts. Subsequent
analysis can identify context-specific parametrizations and topologies

‘ Example ‘ Nodes ‘ Edges/Parameters | Datapoints ‘ Cost ‘ Speed ‘
Toy (artificial) 6 3/3 10 0 “1s
PDGF 30 19/19 36 0.004 | 1.3s
Apoptosis 138 160/41 18 0.017 | 76s
MAPK [FALCON] 22 32/32 175 0.036 | 1.1s
MAPK [CNORfuzzy] 22 32/92 175 0.032 | 474 s

TABLE 5: Accuracy and computation times for the different examples. Note: The cost is
expressed as MSE (mean squared error) and the speed is expressed in seconds (s).

our tests are shown in Table 5. All computations were performed on a desktop PC with 16GB
RAM and an Intel®Xeon®CPU E3-1246 v3, 3.5GHz with Matlab 2016b.

Toy model: we demonstrate the basic functionality of FALCON on a 6-node toy model, com-
prising both positive and negative interactions, as well as a Boolean AND gate. The structure
of this network, associated synthetic data and trained model are illustrated in Supplementary

Figure S1.

PDGEF: we used FALCON to optimize a platelet-derived growth factor signaling model (Trairat-
phisan et al., 2016), comprising 30 nodes and 37 interactions (19 free parameters). The dataset
was assembled from the quantification of 6 proteins by western blot analysis in HEK293 cells
expressing a constitutively active form of the PDGF receptor, in the presence or absence
of two types of perturbations: single-point mutations of tyrosine residues on the PDGF re-

ceptor associated with the recruitment sites of downstream signaling molecules, and kinase
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inhibitors. We obtained a fitting cost (MSE=0.0041) and parameter values very similar to the
original study, where the tool optPBN (Trairatphisan et al., 2014) was used to perform the
optimization, and in accordance with it, we are able to train the network with single pertur-
bations and accurately predict the signaling profiles of combined perturbations experiments

(see Supplementary Material).

Apoptosis: we replicated a modified model of a previous study in which a large Boolean model
of apoptosis was used to investigate non-linear dose-effects of UV radiation on cultured hep-
atocytes (Schlatter et al., 2009; Trairatphisan et al., 2014). The model comprises 138 nodes
and 160 interactions (41 free parameters). We correctly estimated apoptosis levels and the
other associated experimental measures, and could draw the same conclusions as the original
study concerning the importance of cross-talks, especially between Caspase 8 and NFxB (see
Supplementary Material). While the original study used the software CellNetAnalyzer (Klamt
et al., 2007), which uses a multi-value Boolean formalism and concentrates on network prop-
erties, a previous replication with the optPBN toolbox (Trairatphisan et al., 2014) could infer
more quantitative properties, but at the expense of long computation times. Analysis of this
network and data with FALCON is comparatively very fast with up to 170-fold improvement
(FALCON: 76 seconds; optPBN: 4 hours 40 minutes) and we obtained a fitting cost (FAL-
CON: MSE=0.017) comparable with the previous studies (optPBN: MSE=0.011; Schlatter
et al. (2009): MSE=0.013). In comparison, CellNet Analyzer, using discrete Boolean modeling
and only able to consider either full activation of complete inactivity of the molecules, achieves
a worse fit (MSE=0.056). The comparison of the inferred molecular states of optPBN and
FALCON can be found in Supplementary Figure S6.

MAPK: we compared the performance of our tool with the software CelINOptR (MacNamara
et al., 2012; Terfve et al., 2012) in the fuzzy logic mode (CNORfuzzy) for quantitative opti-
mization of model states. Using the toy example provided, which is the optimized network of
the DREAM4 challenge and contains 22 nodes, 36 interactions and 25 experimental conditions
(Prill et al., 2010), we obtained a similar fitting cost with FALCON (MSE=0.036) and with
CelINOptR (MSE=0.032) but with a gain of speed of about 44 times (see Table 5).

3.6 Discussion

We present FALCON as an alternative tool for the efficient optimization and comprehensive
analysis of logical models of regulatory networks. Our modeling framework, based on DBNs,
is able to determine qualitative and quantitative features of the systems being modeled. Node
values, being comprised in the interval [0, 1], represent the probabilities for molecules to be
in their active state at equilibrium. They can also be understood as the normalized average
activities of the nodes. The computed parameters, or weights, also comprised in the interval

[0, 1] and subject to the law of total probability, represent the probabilities for the designated
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interactions to influence downstream nodes. They can also be interpreted as the relative
influences of the parent nodes on their children nodes and are useful in assessing the flow of

the signal transduction.

FALCON, through its GUI, is easy to use for scientists without extensive modeling experience.
FALCON is also very fast compared to similar tools based on PBNs, and surpassed CellNOptR
in our test. The low computation costs make it possible to analyze the models at the systems
level through a series of bundled additional analyses which allow to answer a number of
biologically important questions: whether the parameter values are well constrained by the
available data, how the experimental error influences the confidence in the parameter values,
and which are the nodes and interactions most crucial to the behavior of the system versus
the ones that can be pruned out. Together, our results suggest that FALCON is a very useful

software for rapid model exploration, especially for large networks and large datasets.

Compared to the popular package CellNOptR, the FALCON pipeline is faster in contextual-
izing a small graphical model with quantitative data. The inferred parameters are also more
intuitively understandable as the relative strength of the interactions, while CelINOptR com-
bines linear and Hills equations in a way that does not encourage direct interpretation. This
relative complex formulation, together with the multiple concurrent formalisms proposed and
the increased computational cost suggest reserving this tool for more complex tasks, while

FALCON is better adapted for exploratory studies of larger networks and datasets.

Future development of the FALCON toolbox will include full compatibility with established
model representation formats (SBML-Qual, Bio-PAX), and the conversion of the toolbox to
other languages, like R, Python and C++. One particular aspect that we regard as highly
interesting is the use of FALCON to explore model topologies in a large-scale, systematic way

to uncover previously unknown mechanisms in regulatory networks.

In terms of applications, we demonstrated that FALCON is applicable to model signal trans-
duction networks and could easily be extended to study other biological regulatory systems.
We envision that FALCON has the potential to be widely adopted by the computational

biology community, including biologists with limited programming experience.
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4.1 Introduction to the paper

Models of cellular regulatory networks have the potential to increase our understanding of
disease processes like cancer. One of the main difficulties of modeling is the choice of the
correct size for a model. The ideal size for a model depends on the amount of data available
to parametrize it, the amount of signal in said data, and the correlation between the samples.
However, as these are usually difficult to determine, one frequent technique is to restrict the size
of the model as the result of the optimization process itself, a process known as regularization.
In optimizing a regularized model, parameters can be subjected to diverse constrains which
tend to either eliminate them from the problem structure, maintain them as small as possible,
or pair them with another free parameter. Only with increasing data can these constrains be

lifted and the size of the model increased.

Regularization is heavily used, in different forms, when using large models. Many regulariza-
tion schemes have been developed, notably the so-called L; and Ly norms, parameter dropping,
etc. When large models are used in conjunction with insufficient amounts of data to model
a highly non-linear process, the phenomenon of overfitting, in which the performance of the
model is high on the training data but low on data that was not part of the training set, can

occur, with devastating consequences for the accuracy of the model predictions.

In this paper, we reason that the same mutation in different cell types will produce similar
proximal effects, and that the difference in distal functional effects between cell types (e.g.
the differential sensitivity to a certain drug) results from the non-linear combination of the
effects of different mutations. Under this assumption, we aim to analyze the differences in the
parametrizations of cell type-specific models in the light of the data and determine when to
smooth these differences out. In practice, when the differences are small enough compared to
the amount of evidence supporting them, it can be assumed that they are due to noise and

are not biologically meaningful.

Unfortunately, such regularization scheme does not exist for multiple cell types. We there-
fore formalize a regularization function which quantifies the local density of parameters in
the parameter space and the difference with a uniform distribution, and we implement this
function as a regularization of cell type-specific parameters in our Matlab toolbox FALCON.
We demonstrate the usability of this method first with a toy model, then by reanalyzing the
data of a published study.
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4.2 Abstract

Understanding the functional properties of cells of different origins is a long-standing challenge
of personalized medicine. Especially in cancer, the high heterogeneity observed in patients
slows down the development of effective cures. The molecular differences between cell types or
between healthy and diseased cellular states are usually determined by the wiring of regulatory
networks. Understanding these molecular and cellular differences at the systems level would
improve patient stratification and facilitate the design of rational intervention strategies. Mod-
els of cellular regulatory networks frequently make weak assumptions about the distribution
of model parameters across cell types or patients. These assumptions are usually expressed in
the form of regularization of the objective function of the optimization problem. We propose
a new method of regularization for network models of signaling pathways based on the local
density of the inferred parameter values within the parameter space. Our method reduces the
complexity of models by creating groups of cell line-specific parameters which can then be
optimized together. We demonstrate the use of our method by recovering the correct topology
and inferring accurate values of the parameters of a small synthetic model. To show the value
of our method in a realistic setting, we re-analyze a recently published phosphoproteomic
dataset from a panel of 14 colon cancer cell lines. We conclude that our method efficiently

reduces model complexity and helps recovering context-specific regulatory information.

4.3 Introduction

One goal of Systems Biology is to understand emerging functional properties of biological
systems from the interactions of their components (Van der leeuw, 2004). Such understanding
would allow the design of new pharmacological strategies to treat diseases that arise when
these systems do not function adequately, like cancer. One frequent approach is to map
experimental measurements to the model variables of the system, and infer the most likely
parametrization. To be useful, a well-parametrized model of a complex system should not
only be able to predict non-obvious, non-linear behaviors, but also provide a mechanistic

explanation for these behaviors and to suggest hypotheses about ways to control the system.

The most informative modeling approaches include prior information about the system (Aldridge
et al., 2006). Classically, dynamical systems like regulatory networks of mammalian cells are
modelled with systems of ordinary differential equations, describing in detail the status of
chemical species like proteins or membrane receptors over time. Alternatively, logical models
(Le Novere, 2015; Morris et al., 2010; Hill et al., 2012) were introduced several decades ago for
the modeling of regulatory networks (Kauffman, 1969). As they are simpler in their formu-
lation, they are easier to handle computationally, scale better to large models and datasets,
and are easier to interpret. The prior knowledge used to construct logical network models

frequently comes from reviewing the literature of a certain mechanism, disease or signaling
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pathway, and may be summarized in a database like STRING, Reactome or WikiPathways
(Szklarczyk et al., 2017; Joshi-Tope et al., 2005; Kutmon et al., 2016; Rigden et al., 2016).

Logical models can be used to model stochastic processes. Probabilistic Boolean Networks
(Shmulevich et al., 2002) have been introduced to simulate logical models in the presence of
uncertainty, as they allow combining multiple Boolean networks with the respective continuous
selection probabilities in one mathematical model. They have successfully been applied to the
modeling of biological regulatory networks (Trairatphisan et al., 2013). This framework can
be generalized to Dynamic Bayesian Networks (DBNs), a general class of models that includes
Hidden Markov models and Kalman filters (Murphy, 2002), and can be used to represent the
same joint probabilities between variables. In a graphical model of a DBN, the values of the
different nodes represent the probabilities for randomly chosen molecules to be in an active
state, while the edges represent the probabilities of the parent nodes to activate their targets.

Network update is performed according to the laws of probabilities.

There is, however, a number of impediments to successful biomolecular modeling. Firstly,
the prior knowledge used to build the model could be inaccurate, or more frequently, in-
complete, or both. In other words, compared to the true network, databases likely contain
additional edges, as well as miss others. Secondly, the information contained in databases is
often generic, collected across cell types, genetic backgrounds, and experimental conditions.
Given an interaction graph and a series of contexts (cell types, patients), the task of deter-
mining which interactions are context-specific and which ones are context-independent rapidly
becomes intractable. This task is however essential to reduce the model complexity, as overly
complex models are prone to overfitting (thus less generalizable), computationally expensive,
and might be less interpretable than simpler ones. In addition, identification of the most vari-
able model parameters between contexts has the potential to be directly informative about

the mechanisms at play and help draw parallels between contexts.

Inter-patient variability is an important factor for many diseases, and in particular cancer.
Intra-tumor heterogeneity has been recognized for a long time (Fidler et al., 1982) and it
has been established that the heterogeneity of cell lines isolated from different patients spans
the genomic, epigenetic, transcriptomic, and proteomic levels, resulting in large phenotypic
differences, even within the same tissue of origin (Hoadley et al., 2014). Additionally, the pa-
tients’ own genetic backgrounds and the tumor micro-environment also play a role in increas-
ing the heterogeneity of clinical responses (Marusyk & Polyak, 2010; Junttila & De Sauvage,
2013; Zhou et al., 2008). However, recent successes in matching a biomarker with the sensi-
tivity to certain targeted anti-cancer therapies, notably in the case of HER2-overexpressing
breast cancer (Vogel et al., 2002), EGFR-mutated non-small-cell lung cancer (Lynch et al.,
2004), BCR-ABL fusions in chronic myelogeneous leukemia (Sherbenou & Druker, 2007), and
BRAFV6E_myutant melanoma (Bollag et al., 2010) suggest that the general approach of tar-
geting specific mechanisms in subsets of patients harboring functionally similar tumors is

clinically promising.
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A number of methods have been devised for the general task of variable selection. Various
methods rely on the intuitive notion of comparing models comprising different subsets of the in-
dependent variables (Hocking, 1976). This strategy is however problematic for several reasons.
Firstly, the number of possible subsets grows very fast with the number of variables, leading to
the infeasibility of testing them all. Secondly, repeatedly optimizing a model structure using
the same dataset violates the central assumptions of the F-tests or y2-based statistics used for
comparisons, which are designed to test a single hypothesis. Strategies like forward-selection,
backwards elimination, or combinations of both are consequently affected by numerous prob-
lems, notably biased parameter estimation and artificially low p-values (Burnham & Anderson,
2002; Harrell, 1995).

Fitting an overspecified model first and clustering the parameters in a second step is not a
sound method to achieve sparsity, as the parameter estimates might not be stable, resulting in
inaccurate clustering. Furthermore, the two objectives are not coupled, which is problematic:
a small difference between the values of two parameters might or might not be supported
by the data. It makes more sense to specify our assumptions about the distribution of the
parameter values as part of the objective function. Regularization is a technique for adding
prior information to a regression problem. It consists in adding to the loss function a function
of the parameters alone. More formally, when attempting to learn the parameter set 6 from

dataset X = [x1, 9, ...,x,] with a model M, the objective function O takes the form:

O = f(M(X,0),X) + \g() (4.1)

where f is the loss function, for example the sum of squared errors. The hyperparameter A is
used to balance goodness-of-fit with the regularization objective g(6). The most common form
of regularization is the Tikhonov regularization (Tikhonov, 1963), also called ridge regression,
which materializes the assumption that small model parameters are more probable than larger

ones. Also called the Lo norm, the Tikhonov regularization term takes the form:

T
9(6) = (6))? (4.2)

j=1
where T is the number of parameters of the model. The Lo norm is used to impose a penalty on
large parameter values. Its popularity is due to the fact that the function is convex, continuous
and differentiable everywhere, and is therefore well adapted to gradient descent optimization.
It is mostly used in predictive models to avoid overfitting and produces models that are more
generalizable. Because the gradient of this function becomes very small around zero, Tikhonov
regularization does not achieve sparsity under most conditions and therefore does not perform

variable selection, however this can be solved by the use of thresholds.

Intuitively, the most sensible sparsity constraint should be the Ly norm, or the cardinality of

the non-zero parameter set:
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9(0) = 19, 20) (4.3)

j=1
where 1(¢) is the indicator function, and is equal to the number of cases where condition C
is true. However, this is usually not feasible in practice, as this function is discontinuous and
cannot be used in many optimization algorithms. A good approximation is the L1 norm, which

sums the absolute values of the parameters, without squaring them:

T

9(6) =161 (4.4)

j=1

The L; norm, or LASSO (Tibshirani, 1996) can be used to reduce the size of a model by
efficiently removing variables (i.e. set their coefficients to zero) which contribute the least to
the model. Importantly, by screening a range of regularization parameter A, it is possible to
order the variables according to their importance. It is natural to use it then, for contextual-
izing models of biological systems with measurements from different contexts to point to their
differences. Different approaches have used the L; norm to contextualize network models of
signal transduction in mammalian cells. However the assumption is either that there is no
relationship between the different cell lines (Eduati et al., 2017; Lucarelli et al., 2018), or that
the differences to the mean value should be minimized (Merkle et al., 2016). While the latter
works in the case of only two cell lines, it does not when comparing more. The reason is that
heterogeneity between cell lines is expected, and we know that different mechanisms are at
play in a given experiment. By penalizing any difference, such regularization does not allow
parameters to have two or more possible values. However, cancer-related perturbations to
molecular interactions occur in discrete steps. Driver mutations often result in the complete
loss of the function of a certain protein, for example p53, or constitutive enzymatic activity,
for example the common mutation of genes of the RAS family (Kandoth et al., 2013). The
desired regularization should therefore penalize differences between contexts but allow for a
structure in the parameter space. While a number of methodologies exist (Hill et al., 2012;
Dondelinger et al., 2013) to regularize network models of signaling pathways for time-stamped
data, in that case the structure of the prior on the parameter space is known, as time is ori-
ented. We propose that the correct assumption for analyzing perturbation data from multiple
cell lines, cell types, or across patients, is that network parameter values would form clusters
corresponding to the most common signaling deregulations. However, methods to efficiently

identify the parameters of a biological model and cluster them at the same time are missing.

The general problem of regularizing a model towards a specific, although unknown, structure
has been investigated before. The vast majority of the proposed methods combine L1 and Lo
norms in various ways. Group LASSO (Yuan & Lin, 2006) was introduced to allow the selection
of entire groups of variables. This was then extended to a hierarchical selection of nested groups

of variables (Zhao et al., 2009), partially overlapping groups of variables (Jacob et al., 2009),
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and to the induction of sparsity within groups by penalizing for pairwise differences between
coefficients of variables belonging to the same group, with the OSCAR algorithm (Petry, 2006)
and the clustered LASSO(She, 2010). Later Simon et. al proposed the sparse group LASSO
(Simon et al., 2012), a modification of the elastic net criterion proposed by Zou et al., which
combines the L; and Ly norms (Zou & Hastie, 2005). The fused LASSO (Tibshirani et al.,
2005) is applicable when there is a natural ordering in the model variables, like time-stamped
or spatially organized data. Several groups have tried to decouple the steps of clustering and
model fitting, either by considering all possible clusters (Jenatton et al., 2009) or by applying
first hierarchical clustering based on the measurements covariance matrix (Bithlmann et al.,

2013).

While these approaches have proven useful in some cases (Zhang et al., 2014; Steiert et al.,
2016), they do not apply well to the case of regulation networks, because group zero-sparsity
(removal of entire groups of variables, as opposed to within-group sparsity) is not necessarily
desired, except in the case of network pruning. We therefore implemented a regularized version
of the objective function of the FALCON toolbox (De Landtsheer et al., 2017), to lower the
degrees of freedom of the model by encouraging the grouping of model parameters across
contexts, regardless of the number of groups. This can be achieved by detecting anomalies
in the parameter values distribution, assigning a penalty to groups of values more alike the
reference null distribution. In our case (Bayesian Networks), the uniform distribution [0 — 1]
is assumed to better represent the prior of uncorrelated parameter values, as they are usually
interpreted as probabilities. Under different modeling formalisms, other distributions would
be more appropriate, for example for ODE-based or constraint-based models. We show how
the penality correlates with other measures, with unsupervised clustering, and we demonstrate
the use of regularized fitting, first on a small synthetic network model, then with biological

data.

4.4 Methods

4.4.1 Algorithm

We propose a measure of uniformity of the parameter values distribution modified from previ-
ous work in the field of quasi-random sequences (Sobol, 1976). Given a parameter space P and
N parameter vectors with T parameters 61,02, ..., 0, with 6, = {0},02,...,61}, we compute

for each t € T the average absolute deviation from the expected local density of points Dy

with:

Dy =Y [lger) — Vol(R)] (4.5)
ReP
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for all rectangles R = [a1,b1] X [ag,b2] X ... X [ap,br] such that 0 < a; < b; < 1, and with
Vol(R) being the volume of the T-dimensional rectangle R.

VOl(R) = H bl — Q4 (4.6)

%

The first term in equation 4.5 represents the observed density of points, while the second
one represents the expected density. These two quantities are equal in the case of perfect
uniformity. We then define the uniformity U of the parameter vector as the inverse of the

average deviation over the T' parameters:

= — 4.
Ui= 5 (.7)

and the uniformity of an entire model parameter set as the average over all vectors:

1 N
- Z:: (4.8)

In one dimension, this metric has an intuitive interpretation, as shown in figure 22: when
parameter values are as different as they could be, the expected difference between any two
values can be calculated from their relative rank in the set. For example, the distance between
two successive observations is %, — 0!, = 1/N. When values cluster together, they create
windows in which the local density is either higher or lower than this expected value. Note
that in one dimension, the rectangles R are equivalent to the distance between the points, and

to the convex hull of these points, while it is not true in higher dimensions.

4.4.2 Uniformity as a penality in regularized fitting

We analyze the sensitivity of our new metric to the amount of structure in sets of model
parameter values by computing it for a large number of sets of uniformly, independently
distributed random values. We compare uniformity with the standard deviation, with the
results of the Kolmogonov-Smirnov (K-S) (Massey, 1951) and Anderson-Darling (A-D) tests
(Anderson & Darling, 1954), and with the sum of pairwise distances. The two non-parametric
statistical tests aim at comparing the empirical distribution of the values in the set with a
reference distribution, in this case the uniform distribution. The sum of pairwise distances is
used in (Petry, 2006; She, 2010), the standard deviation is examplative of measures of spread
around a single value, like in (Merkle et al., 2016). In addition, we compute for each set the
optimal number of clusters (explaining 90% of the variance) using the k-means algorithm and
the elbow method (Ketchen & Shook, 1996). Using the inferred number of clusters, we compute

the sum of intra-cluster distances. We performed this comparison with 10 vectors. Also, to
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FiGURE 22: Illustration of the computation of uniformity for two sets of 5 parameter values

within the range [0, 6]. (A) In the first case, all pairwise distances are equal to the expectation

given the rank of the value in the set. (B) In the second case, the grey bars indicate the
differences compared to the expected density in a given interval.

assess the usability of this metric for large-scale computations, we compare the running time
of the different computations for sets of size 10, 20, and 40, simulating models with increasing

number of contexts.

To illustrate that the use of uniformity as a penalization in an objective function results in the
convergence of parameter values into clusters, we iterate a gradient descent process for random
sets of uniformly, independently distributed random values. This is equivalent as optimizing a
null model using uniformity as a regularizing function, and shows the effect of this penalization
in the absence of data. We used gradient descent (using empirical gradients and the interior-
point method) with a learning rate of 1073, collect the shape of the set over 100 updates, and
we compare with the centroids of the k-means clustering. All computations were done using
Matlab 2017a on a standard desktop computer which specifications are detailed in section
4.4.3.3.

4.4.3 Modeling experiments

Modeling experiments in this paper used the toolbox FALCON (De Landtsheer et al., 2017),
a Matlab-based versatile tool to contextualize logical models of regulatory networks. Briefly,
FALCON uses a Dynamic Bayesian framework (L&dhdesméki et al., 2006) in which Boolean
operations are explicitly defined as arithmetic, continuous logical functions. FALCON emu-

lates a Probabilistic Boolean Network with user-defined topology and uses experimental data
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from perturbation assays to optimize the weights of the network, which represent the relative
activating and inhibiting influences of the network components with respect to the logical
functions. For the large-scale analysis of biological data, we used a custom implementation of
FALCON running on a high-performance computing platform which specifications are detailed

in section 4.4.3.3.

0= Ly - v v (4.9)
=1

where Y is the vector of measurements for the observed nodes, Y is the vector of corresponding
predictions and U(#) is the uniformity of the parameter set 6 across contexts, as defined by
equations 4.5 to 4.8 above, with A\ being a scalar that controls the relative contribution of the
penality to the objective function. The code and data files used for both the synthetic model
and the biological example are available at the address https://github.com/sysbiolux/FALCON.

Additional driver scripts are provided in the Supplementary Materials.

4.4.3.1 Synthetic toy model

In order to assess the use of our regularization scheme for finding context-specific parameters,
we design a simple toy model with 7 nodes and 9 edges. Two of these nodes are inputs, while
two others are measured. We set the model parameters differently for four conceptual cell
lines, in such a way that while most parameters are conserved, some would be different, and
shared across several (but not all) cell lines. Figure 23 shows a graphical representation of
the network, the values chosen for the model parameters, and the final synthetic data used for

model fitting.

To realistically simulate biological data, we use our toy model to generate synthetic steady-
state data for the measured nodes by simulating the network with different combinations
of values for the input nodes, thereby mimicking a designed, perturbation experiment. We
simulate noise in the data by adding a two-component Gaussian perturbation around the
theoretical value, as explained in Supplementary Methods. The magnitude of the perturbation
was chosen to reflect the signal-to-noise ratio of typical biological measurements, for example

phosphoproteomics or microarray data.

4.4.3.2 Biological dataset

To show the usefulness of our approach in a biological setting, we reanalyze the dataset from
(Eduati et al., 2017), in which the authors measured 14 phosphoproteins under 43 different
perturbed conditions (combinations of 5 stimuli and 7 inhibitors) in 14 colorectal cancer cell
lines. Using CellNetOpt (Terfve et al., 2012), they contextualized independent logical ODE

models (Wittmann et al., 2009) for each cell line, and proceed to train a statistical model using
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FIGURE 23: Overview of the toy model design. The topology is parametrized in order to

display two-by-two similarity between cell lines. For each cell line, the Bayesian Network is

simulated with the corresponding parameter values for 8 different combinations of the input

nodes values. Random Gaussian noise is added to the values of the two output nodes C and

D, simulating biological measurements. The heatmap shows the final node values for each
condition, cell line, and node.
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the cell-specific parameters to predict the responsiveness of the cell lines to a panel of drugs.
This study provides an example of the use of system-level analyses to gain understanding of
functional properties that cannot be inferred by genomic features alone. We normalized the

data (logy difference compared to control) linearly to the [0 — 1] range across cell lines.

Logical ODE models like the one used by Eduati et al. rely on a transformation of the
discrete state-space of Boolean models into a continuous one, in such a way that Boolean
behavior is preserved on the vertices of the unit cube, i.e. when the inputs are in {0,1}.
While there are many such possible transformations (Wittmann et al., 2009), the authors
chose to use normalized Hill cubes, which are sigmoidal functions of the inputs. The strength
of such an approach is the ability to take into account the non-linear ’switch-like’ nature of
molecular interactions, however at the expense of doubling the number of free parameters (Hill
functions are defined by a threshold and a slope). In contrast, our approach uses maximum
one parameter per interaction and is restricted to linear relationships, which ensures coherence
with the laws of probabilities. To infer the DBN model corresponding to the logical ODE model
proposed by Eduati et al., we kept the original topological information, but defined the update
function for each node by a multivariate linear function of its parent nodes. In our framework,
if two nodes A and B are both activators of a third node X, we have for each time-step t:

Xy = kaAy 1 + kpBy_1 with probabilities 0 < k4 < 1 and kg = 1 — k4. Similarly, if a node
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X is activated by node A but inhibited by node B, we have X; = A;_1kp(l — B;_1) with
probability 0 < kp < 1.

We used the phosphoprotein data to fit the probabilities for each interaction simultaneously for
all cell lines. The complete model comprised 363 nodes and 1106 parameters. The objective
function included a penalty computed from the average uniformity of the parameters across cell
lines, according to equations 4.5 to 4.8. We optimized 49 models, varying the hyperparameter
A from 2720 to 2°, and we recovered the optimal parametrization for each cell line in the form
of regularization paths. We used the value of 0.01 as threshold for deciding if two parameters
should be merged into a single one. For each value of the regularization strength A\, we
computed the mean squared error (MSE) and the number of different parameters P in the
regularized model, and from these calculate the Bayesian Information Criterion (BIC), which
we calculate as Nlog(M SE)+log(N)P, with N the number of individual points in the dataset.
Lower BIC values indicate models with favorable balance between goodness-of-fit and model
complexity (Schwarz, 1978; Burnham & Anderson, 2004).

We selected the model with the lowest BIC for further analyses. We grouped cell line-specific
parameters together using the above-mentioned threshold, and re-optimized the model using
the obtained topology without the regularization term, in order to obtain unbiased parame-
ter estimates. We performed hierarchical clustering with 1000 bootstrap resamplings on the

parameter values using WPGMA and euclidian distance.

Furthermore, we investigated whether the recovered parameter values are associated with drug
sensitivity. We downloaded the ICsg values for the 14 cell lines and 83 drugs directly targeting
either one of the network’s nodes or a target used in clinical practice to treat colorectal
cancer from the Genomics of Drug Sensitivity in Cancer database (www.cancerrxgene.org).
We computed the linear regression models between each drug and each of the 31 parameters
which showed high variability between cell lines (CV> 10%). The F-statistic was used to
compute a p-value for each test, and g-values were computed from these, using the Benjamini-

Hochberg procedure to control the False Discovery Rate.

4.4.3.3 Materials

e Hardware

— Synthetic model: standard desktop computer equipped with an Intel Xeon E3-1241
CPU clocked at 3.50GHz and 16GB of RAM under Windows 7

— Biological example: high-performance computing platform with 49 nodes running
Matlab2017a, each node consisted of one core of a Xeon-L5640 clocked at 2.26GHz
with 3GB RAM

e Software
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Matlab 2017a (Mathworks, Inc.)

FALCON toolbox (https://github.com/sysbiolux/FALCON)

— Optimization Toolbox (http://nl.mathworks.com/products/optimization/)

Parallel Computing Toolbox (http://nl.mathworks.com/help/distcomp/)

Bioinformatics toolbox (http://nl.mathworks.com/help/bioinfo/) (optional)

4.5 Results

4.5.1 Uniformity as a measure of structure

We computed the uniformity U, the standard deviation, the sum of pairwise distances, the K-S
statistic, the A-D statistic, and the optimal number of clusters using the k-means algorithm and
the elbow method, for 10* one-dimensional sets of uniformly, independently distributed random
values. The complete correlation plots are presented in Supplementary Materials. We always
show uniformity U on the logarithmic scale. Figure 24A shows the relation between uniformity
and the standard deviation, while Figure 24B shows the correlation between uniformity U and
the p-value of the K-S test. Similar results were obtained with the A-D test. The relationship
between uniformity, the standard deviation, and the K-S p-value are further explored in Figure

24C, and the computation times are compared in Figure 24D.

Firstly, log(U) is positively correlated with the p-value of the K-S and A-D non-parametric
tests evaluating the distance to the reference uniform distribution, showing that low uniformity
is indicative of structure. Secondly, the comparison with the standard deviation shows that
low-uniformity sets can have drastically different standard deviations, but that the inverse is
not true. This is explained by the fact that sets with tightly clustered values will nevertheless
be spread around the global average if there is more than one cluster. Figure 24C shows a
3D plot of uniformity, standard deviation, and the K-S p-value and illustrates the point that
simple measures of spread are not adapted to the regularization of a set of parameter values
if the ground truth is that there is more than one cluster. The figure also displays a graphical
representation of the 10 values in the set for four chosen sets, to show that low-uniformity
sets correspond to clustered values (with low K-S p-values) while low standard deviation is

associated with single clusters.

One important argument for choosing a metric in a regularized optimization problem might
be its low computational cost. Comparison of the running time for uniformity with other
metrics shows that the new metric can be computed very efficiently (Figure 24D), several
orders of magnitude faster than the non-parametric tests or the clustering algorithm. This
low computational cost makes is well adapted to the repetitive computations characteristic of

gradient-descent optimizations.
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FIGURE 24: Evaluation of uniformity U as a measure of structure, for 10* one-dimensional
sets of 10 values; (A): comparison with standard deviation. (B): comparison with the p-value
of the K-S test (similar results were obtained with the A-D test). (C): 3D-scatterplot of
uniformity, standard deviation and K-S p-value. (D): Computation times for the different
metrics. log(U): logs(uniformity); Std: standard deviation; Dist: sum of pairwise distances;
K-S: p-value of the Kolmogonov-Smirnov test; A-D: p-value of the Anderson-Darling test;
K-means: k-means clustering, number of clusters determined with the elbow method.

In addition, we performed experiments using gradient descent either with the standard devia-
tion, sum of pairwise distances, or uniformity U as an objective function on sets of randomly,
uniformly distributed random values. Using the regularization objective as the objective func-
tion, without data or model to produce an error function, helps understanding the effect of
regularization when signal is low in the data. The traces in Figure 25 reveal the strength and
direction of the bias applied on each value in the set in the absence of cost function. Penalizing
on the standard deviation results in a homogeneous pull towards the average value (Figure
25A), which does not accomplish the goal of forming clusters. Using the sum of pairwise
distances, in turn (Figure 25B), results in grouping of values together, however the clusters
themselves are still pulled together. In contrast, the traces in Figure 25C show that using
uniformity U, the values form a number of groups, but that these groups are more stable.
This is due to the fact that the computation of uniformity U measures local density both
below and over the expected value, which means that not only clusters but also voids produce
low-uniformity sets. As a result, once values with all clusters have merged, the average of
the different clusters remain very similar in number and value to the centroids of the k-means

clustering.

66



Chapter 4- Uniformity

A Standard deviation B Pairwise distances C Uniformity

Absolute value
Absolute value
Absolute value

E . \ L 2 L o A L 4
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100
Update Update Update

FIGURE 25: Gradient descent trajectories for a set of randomly uniformly distributed values

displaying a certain level of structure, using different metrics as objective function: (A) stan-

dard deviation, (B) sum of pairwise distances and (C) Uniformity U. The dotted lines show

the values of the centroids of clusters as determined by the k-means + elbow method for the
original vector.

4.5.2 Toy model

To test the ability of a regularization function using uniformity U to recover context-specific pa-
rameters of a network model, we generated an example Bayesian Network which we parametrized
for four different imaginary contexts. In our example, the contexts are cell lines, and their
regulatory network are identically parametrized two by two. We used the network to generate
measurements for two of the nodes while two other nodes were controlled. We added noise
to this synthetic data to simulate background noise and normally distributed measurement
errors. We used the toolbox FALCON to contextualize the network for the four cell lines,
with and without regularization based on the uniformity U of the set of parameter values. We
screened 41 values of the hyperparameter A\. The computations took a total of 220 seconds
on a standard desktop computer. The results are presented in Figure 26. The regularization
paths in Figure 26A show the optimal parameter values over a range of regularization strengths
A. The unregularized model is parametrized differently for each cell line, and the regulariza-
tion induces a grouping of the parameters values across cell lines. However, this clustering
occurs at different values of A. As regularization strength increases, so does the error of the
model (Figure 26B), while the number of unique parameters in the model decreases as they
are merged together. We used the Bayesian Information Criterion to balance goodness-of-fit
with model size and identified A = 27%% as the best model configuration. Figures 26C and

26F show the fitting cost for each cell line for the unregularized model and the regularized
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one, respectively. Figures 26D and 26G show the correlation of the simulated values with the
measurements, for the unregularized model and the regularized one, respectively, and Figures
26E and 26H show the correlation of the inferred parameter values with the real values for the
unregularized model and the regularized one, respectively. Together, these results show that
while the new model displays a higher MSE, the inferred parameters are much closer to the
ground truth. Regularization transfers a portion of the variance from the parameters back to
the data, and so decreases the part of the error on the parameter estimates due to noise. More
importantly, the grouping of the samples is easily recovered (Supplementary figure S2), which

also carries information: the cell lines are identical two-by-two.
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FIGURE 26: Results of the synthetic toy model analysis. (A) Regularization paths for each
parameter of the network model. When regularization strength increases, values across the
four contexts are encouraged to merge. (B) Mean squared error (MSE), number of different
parameters of the model, and Bayesian Information Criterion (BIC) for different regularization
strengths. (C, D, E) Unregularized model. (F, G, H) Sparse model. (C, F) MSE for the
four contexts with both models. (D,G) Comparison of the simulated node values with the
measurements for both models. (E, H) Comparison of the inferred parameter values with the
ground truth for both models. ngj: adjusted Pearson’s correlation coefficient.

4.5.3 Biological dataset

In order to assess the applicability of our new method of regularization to uncover context-
specificity in a realistic modeling setting, we reanalyzed the data from (Eduati et al., 2017)
using a Dynamic Bayesian Network adapted from the topology of the ODE model. The dataset
comprised 8428 datapoints (14 phosphoproteins for 14 cell lines under 43 experimental con-
ditions). We screened 49 values for the hyperparameter A. The computation time was 1761

hours, or 42 hours when parallelized among 49 computing cores. The results are presented in
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Figure 27. Minimum BIC was reached when A = 0.5, which corresponds to a model in which 26
of the 79 network parameters can be parametrized identically for all cell lines, and the remain-
ing ones can be organized in 2 to 9 groups. Overall, the most variable parameter across cell
lines is the ERK-EGFR negative feedback (Figure 27A and B). Notably, interactions relating
to the PI3K/Akt/mTOR axis, to the JUN pathway, and to p38 regulations showed relatively
high heterogeneity compared to the crosstalks between them. A number of interactions reveal
differential parametrizations for certain cell lines, for example CCK81 in the case of TGFRS
activation by EGFR (Figure 27C), or COLO320HSR in the case of RASK activation by IGF1
(Figure 27D). Figure 27E shows an example of regularization path where no cell line speci-
ficity is left in the model with the optimal topology. In addition, many interactions (narrower
arrows in Figure 27A) show very low values for all cell lines, suggesting that they do not play
an important role in this experiment. The complete set of 79 regularization paths is presented
in the Supplementary Materials. The changes in BIC are shown in Figure 27F, displaying a
marked minimum around the value 0.5. The goodness-of-fit was similar for all cell lines, with
MSE values ranging from 0.018 to 0.035 (Figure 27G). While these results are in line with
the ones reported in the original study, it should be noted that in our final model, the role of
TAK1 is less prominent, a fact that can be explained by the difference of modeling paradigm.
Indeed, while in (Eduati et al., 2017) TAK1’s node responsiveness parameter 7 is extremely
low for all cell lines while edges from and to TAK1 are quite variable, our modeling framework
considers all nodes equally responsive, and as a consequence low TAK1 activity is represented

by low edge parameter values.

Figure 27H shows a heatmap of all model parameters for all cell lines. The dendrograms show
the clustering of model parameters and cell lines based on their parameter values. We chose
WPGMA to perform hierarchical clustering using the euclidean distance between parameter
vectors, with 1000 bootstrap replicates. The support for the nodes in the cell line dendro-
gram are indicated as percentages. Interestingly, cell lines HT29 and HT115 cluster strongly
together, while they are highly dissimilar in their genomic alterations. In general, we noted a
poor correlation between the genomic and functional pattern over this set of cell lines, a fact
already noted in the original study. Cell lines COLO320HSR and CCKS81 are the cell lines
functionally most unlike the others. This is also visible in the raw data (see Supplementary

Materials), notably in the amplitude of the Akt/PI3k/MEK activations.

Next, we explored the possible associations between the 31 most variable model parameters and
sensitivity to 83 chosen drugs. The 25 most statistically significant of these linear associations
are presented in the Supplementary Materials. While no parameter-drug pair shows strong
significance (most likely due to the high number of hypotheses tested), we noticed a pattern in
which some parameters seem to correlate with sensitivity to MEK inhibitors. Figure 271 shows
that the parameters relating to PI3K activation by IRS1 and IGF1R are inversely correlated
to the log(IC50) of refametinib and trametinib, two known MEK inhibitors.
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FIGURE 27: Results of the analysis of the biological dataset. (A) Optimized network topol-
ogy (adapted from (Eduati et al., 2017)). The width of the arrows represents the median
parameter value across the 14 cell lines, with wider arrows corresponding to the most active
interactions. The number next to the arrows is the number of clusters that the 14 cell lines
form for the optimal regularization strength. (B), (C), (D), (E) Regularization paths for four
chosen interactions, showing decreasing amounts of cell line-specificity. (F) BIC (Bayesian
Information Criterion) path. (G) MSE (Mean Squared Error) for the 14 cell lines for the
optimized model. (H) Heatmap of the values of the 79 parameters for the 14 cell lines. Den-
drograms were produced with WPGMA using euclidian distance. (I) Correlation between two
PI3K-related parameters and sensitivity to two MEK inhibitors. Left: TRS1-PI3K; refame-
tinib: 12=0.737, p-value=0.133; trametinib: 12=0.671, p-value=0.176; Right: IGF1-PI3K;
refametinib: 12=0.701, p-value=0.146; trametinib: r2=0.652, p-value=0.185.

4.6 Discussion

We propose a new measure of the degree to which sets of values are clustered around an un-

known number of centers. We use this new metric, called uniformity U, as a penalization in

the objective function of models of signal transduction. Previously, regularization applied to

the parameters of such models have assumed either that parameter values would be mostly
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identical across the different studied contexts (using measures of spread), and looked for depar-
tures from this assumption for context-specific parametrizations, or that the parameter values
would change in correlation with another, known variable between samples (e.g., smoothly
over time). While these assumptions make intuitive sense, they are probably not usable in
the case of models of regulatory networks in a large number of cell lines. Indeed, functional
relationships between molecules in cells, like enzymatic rates and binding strengths, usually
exist in a small number of versions for a specific interaction. Because we do not expect these
properties to change along a continuum but in a discrete way, it is natural to assume that
model parameters of a regulatory network display the same type of structure. Our method
efficiently reduces the complexity of network models. In our toy model example, we decrease
the number of parameters from 32 to 11, and correctly recover the fact that two groups of cell
lines exist and should be parametrized differentially. In our biological example, we decrease

the number of parameters from 1106 to 272, without increasing the error disproportionately.

We show that this method is applicable to biological studies by re-analyzing the dataset from
(Eduati et al., 2017). Our analysis indicates that the most variable interactions relate to
the PI3k/Akt/ERK axis, in particular the ERK/EGFR negative feedback. Interestingly, it
has been shown that negative regulation of the MAPK pathway by ERK is a highly complex
mechanism and comprises several components, many of which are affected by cancer mutations
(Lake et al., 2016).

By performing hierarchical clustering on model parameters after fitting the data to the best
model topology, we recover a grouping of the cell lines that correlates poorly with the genomic
alterations. We hypothesize that this means we capture a degree of functional heterogene-
ity that cannot easily be explained by the cell lines’ genomic features. Further indication
that our network approach is able to recover phenotypical information that is not obvious in
the raw measurements is provided by the pattern of relatively strong correlation between a
number of parameters and sensitivity to several MEK inhibitors. This observation fits into
the recent developments made in integrating network modeling approaches with advanced
statistical modeling, where machine-learning methods have been used to successfully predict
sensitivity to single drugs and to drug combinations (El-Chaar et al., 2014; Way et al., 2018).
Further work is needed to quantify the merits of our regularization scheme when applied in

such context.

Our key contribution is the demonstration that using a simple measure of parameter coefficients
density inside the parameter space, it is possible to regularize a large network model and to
efficiently group together model parameters for which the difference is not well supported
by the data. By de facto removing part of the noise in parameter estimates, we are able
to decrease model complexity. Furthermore, our regularization scheme is easily adaptable to

stronger or weaker priors. Equation 4.8 can be modified as follows:
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1 N
U=+ z; Usw; (4.10)

with w being the set of relative weights for the different parameters. When w; = 1Vi, all
parameters are regularized with the same strength. This weighted average allows the specifi-
cation of additional prior information, namely that the structural assumptions might not be
true everywhere, or that our confidence in these assumptions might be stronger in some cases

than others.

It is likely that in the near future, single-cell proteomic studies will provide ever-larger datasets,
therefore challenging modeling formalisms and requiring them to adapt to larger number of
features (Spitzer & Nolan, 2016). While statistical analyses have largely benefited from reg-
ularized parametrizations in the form of more predictive models, the current regularization

objectives are not well adapted to the study of signaling networks.

A natural extension of this regularization scheme is to consider subsets of M parameters,
corresponding to coherent parts of the model, like known signaling pathways. In that case,
regularization will act simultaneously on the different constituent parameters of the pathway,
and will allow the determination on cell line-specific pathway activity, a high-level information
which is usually recovered by ontology-based pathway analysis. However, in such two-step anal-
ysis, the confidence for the different parameters is lost. In addition, ontology-based analyses

use pathway knowledge from databases, thus suffer from their incompleteness and inaccuracy.

Finally, although we have demonstrated the applicability of this novel method to the study
of regulatory networks with logical models, it would be straightforward to extend its use to
other modeling environments. For example, systems of ODEs, which are often used to model
regulatory networks, might benefit from the addition of a new kind of regularization, using
the same methodology presented in this paper. More generally, regularization based on the
uniformity of coeflicients would in principle be applicable to any type of regression problem and
therefore has the potential to be integrated in many analytical frameworks, and be relevant

to advanced statistical analysis.
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5.1 Introduction to the paper

TRAIL is a cytokine produced in most human tissues, and particularly immune cells. A natural
inducer of apoptosis, it is active in vitro against a variety of cancer types, and has been the
basis of decades of research towards a potent anticancer drug. Unfortunately, TRAIL-related
molecules have shown limited clinical activity. Several mechanisms have been proposed to
explain resistance to TRAIL-related apoptosis inducers, pointing to the heterogeneity of this

process across cell types.

Melanoma is a particularly aggressive form of cancer which occurrence has been increasing
significantly over the last decades, and is predicted to continue to do so in the near future.
Patients diagnosed with metastatic melanoma have relatively few available chemotherapeu-
tic options, with most patients not responding to classical chemotherapies, and developing
resistance to BRAF inhibitors and PD-1 or CTLA-4-targeted immunotherapies. Therefore
more therapeutic options are needed to address the needs of these patients, and TRAIL-based

therapy appears as a viable option.

In this paper, the resistance mechanism of the BRAF-mutated A375 cell line to a multimeric
form of TRAIL is investigated at the signaling level. To model the signaling network of
melanoma cells, we designed a DBN model which we simulate with the FALCON toolbox.
Based on multiple phosphoproteomic measurements performed by first author Greta Del Mis-
tro at the TU-Dresden, we contextualize the DBN model for both the parental, naive A375
cell line and a version adapted to low concentrations of 1ZI11551, a novel form of multimeric

TRAIL molecule, in order to recover the specific network parameters for each cell line.

To increase the accuracy of the modeling, we evaluate the difference between the two cell
lines parametrization in light of the signal-noise ratio of the dataset. We accomplish this by
optimizing both models as one meta-model and including a multi-term regularization function
in the objective function to impose a penalty on the complexity of the model, both in the sense
of the total size, and the pairwise distance between the cell type-specific parameters. When
goodness-of-fit and model complexity are appropriately balanced, the resulting model indicates
which interactions are differentially regulated in the two contexts. Our analysis indicates that
activation of NFxB and upregulation of apoptosis regulator XIAP occur during adaptation and
drive resistance. Our model correctly predicts that inhibition of NFxB or XTAP re-establishes
sensitivity to IZI1551 and opens up possible clinical combination therapies for patients with

metastatic melanoma.

Data collection was performed by Greta Del Mistro at the TUD. I performed the network
analysis, including implementation of the specific regularization scheme, the generation of the

related figures and parts of the manuscript.
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5.2 Abstract

Metastatic melanoma remains a life-threatening disease because most tumors develop resis-
tance to targeted kinase inhibitors thereby regaining tumorigenic capacity. We show the 274
generation hexavalent TRAIL receptor-targeted agonist 1ZI1551 to induce pronounced apop-
totic cell death in mutBRAF melanoma cells. Aiming to identify molecular changes that may
confer 1ZI11551 resistance we combined Dynamic Bayesian Network modeling with a sophisti-
cated regularization strategy resulting in sparse and context-sensitive networks and show the
performance of this strategy in the detection of cell line-specific deregulations of a signaling net-
work. Comparing [Z11551-sensitive to IZ11551-resistant melanoma cells the model accurately
and correctly predicted activation of NFxB in concert with upregulation of the anti-apoptotic
protein XIAP as the key mediator of IZI1551 resistance. Thus, the incorporation of multiple
regularization functions in logical network optimization may provide a promising avenue to

assess the effects of drug combinations and to identify responders to selected combination

therapies.

Keywords: Apoptosis, Drug Resistance, Dynamic Bayesian Network, Melanoma, Regulariza-
tion, Systems Biology, TRAIL, XIAP

5.3 Introduction

Dysregulation of two major mitogen-activated pathways (RAS-RAF-MEK-ERK and PI3K-
AKT-PTEN) are key drivers of melanoma development and progression (Khattak et al., 2013),
with 66% of patients expressing a constitutive active mutant of the MAP (mitogen-activated
protein)-kinase BRAF (mutBRAF, V600D or V600E) (Paluncic et al., 2016). The initial
response rates of patients to first-line therapy with targeted mutBRAF inhibitors dabrafenib or
vemurafenib is almost 100%, however about 70% of patients acquire resistance to the treatment
within one year (Margolin, 2016; Griffin et al., 2017). Accordingly, downstream inhibition of
the MAP-kinase MEK with e.g. trametinib is used as a second-line therapy or even initially
combined with mutBRAF-inhibitors (Luke et al., 2017; Boespflug et al., 2017). Still, the
prognosis for patients with metastatic melanoma remains particularly poor and is mostly
associated with high tumor relapse rates (Sullivan & Flaherty, 2013; Margolin, 2016; Khattak
et al., 2013).

Therefore, alternative treatment options are demanded as first or second line therapy to over-
come acquired resistance. In this context, cell death induction by the tumor-selective death
ligand TRAIL (Tumor necrosis factor-Related Apoptosis-Inducing Ligand) might serve as an
alternative treatment option. Unfortunately, melanoma cells were shown to stay largely re-
sistant against conventional TRAIL treatment (Thayaparasingham et al., 2009; Hornle et al.,

2011). Importantly, conventional trimeric TRAIL and receptor-agonistic antibodies as single
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agents failed in clinical trials, due to the limited therapeutic activity in patients (Dimberg
et al., 2013). To overcome this therapeutic limitation we have developed novel second gen-
eration TRAIL receptor-targeted agonists, with increased bioactivity enhancing the cytotoxic
capacity towards cancer cells. These fully human TRAIL-Fc-fusion proteins consist of two
single-chain TRAIL molecules fused covalently to the Fc-part of human IgG, forming a potent
hexameric TRAIL-receptor agonist (IZI1551). Systemic administration of 1ZI1551 in mice
xenograft models resulted in a potent antitumoral activity with improved pharmacokinetic

properties showing no side effects (Siegemund et al., 2018; Hutt et al., 2017).

However, both MAPK signaling as well as TRAIL receptor activation can lead to the activation
of the transcription factor NFxB (Dimberg et al., 2013; Richmond & Ueda, 2013; Smith et al.,
2014; Yongping et al., 2016), which may impair the therapeutic outcome due to upregulation
of survival genes. To take this sensitive balance between pro-and anti-apoptotic signaling
into account and to explore novel treatment options, a holistic understanding of the signal

transduction network within melanoma cells is a prerequisite.

To assess the relevance of individual interactions within the signal transduction network of
melanoma cells, we applied Dynamic Bayesian Network (DBN) modeling, which allows to
efficiently contextualize and analyze logical networks. The parameters of DBN models can
be estimated using quantitative (quasi) steady-state protein data, thereby for example allow-
ing comparisons between cell types (De Landtsheer et al., 2018), here of therapy-responsive
and -resistant melanoma cell lines. Large-scale DBN modeling is feasible with the recently
published FALCON toolbox (De Landtsheer et al., 2017), a Matlab framework designed for
computational performance, and comprising a wide range of systems-level analyses. Further-
more, additional constrains on the parameter set can be included in the optimization problem
in the form of biased estimators. Such regularized objective functions are frequently used to
balance goodness-of-fit with existing prior assumptions (Harrell, 1995). Two desired prop-
erties of the parameter values of a meta-model encompassing the different cell types can be
formulated. Firstly, it is expected that the phenotypic differences between the cell lines are
due to a limited number of molecular changes, and that therefore most cellular processes are
identically parametrized across both cell types. Secondly, the final model should be as sparse
as possible by focusing on the most essential interactions, to increase its predictive power and

to facilitate interpretation.

In order to identify the molecular changes between TRAIL-sensitive melanoma cells compared
to melanoma cells that have acquired resistance to TRAIL we used a mixed regularization
scheme incorporating these two assumptions within the FALCON toolbox to estimate param-
eter values for the two cell types and discover the most significant changes that may confer

therapy resistance.
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5.4 Results

5.4.1 Hexavalent TRAIL receptor agonist IZ11551 is superior in killing
mutBRAF melanoma cells to conventional TRAIL or specific MAP-

kinase inhibitors

Once diagnosed, the first-line therapy of mutBRAF melanoma includes administration of spe-
cific kinase inhibitors like vemurafenib or dabrafenib. Accordingly, treatment of two mutBRAF
melanoma cell lines A375 and Malme3M with dabrafenib (Dabra) reduced clonogenic out-
growth, indicating growth inhibition to occur in response to mutBRAF inhibition (Figure 28a
and Figure S1). However, active cell death induction remained largely absent in response
to dabrafenib alone, as well as in combination with the MEK inhibitor trametinib (Trame),
as used as second line therapy for patients who have acquired resistance against mutBRAF
inhibitors (Figure 28b). To mimic dabrafenib resistance we conditioned melanoma cells to a
sub-lethal dose of dabrafenib (1 uM) over a period of six months. Neither conditioned, nor
non-conditioned, parental cells responded with significant cell death induction to the combina-
tion of two downstream MAPK pathway inhibitors (Figure 28b), implying that additional cell

death induction might be superior to MEK-inhibition in (re-)sensitizing mutBRAF melanoma.

Consequently, conventional trimeric isoleucine-zipper linked TRAIL (izTRAIL) induced mod-
erate apoptotic cell death in A375 melanoma cells while hexavalent scTRAIL-Fc¢ fusion protein
(IZ11551) even showed increased cytotoxic activity (Figure 28c). IZI1551-induced cytotoxicity
was shown to be largely tumor-selective, as it spared primary keratinocytes, fibroblasts and
melanocytes of the skin from apoptotic cell death induction (Figure 28d). Moreover, 1211551
(IZ1) was shown to be significantly more potent in actually killing parental as well as in
re-sensitizing dabrafenib-conditioned mutBRAF melanoma cells than the specific mutBRAF
inhibitor dabrafenib (Dabra) (Figure 28e). Accordingly, apoptotic cell death induction through
cleavage of the executioner caspase-3 as well as its substrate PARP was exclusively evident
in both, parental and conditioned cells upon treatment with IZI alone or in combination with
dabrafenib (Figure 28f).

5.4.2 Monitoring 1Z11551 susceptibility using mathematical modelling

In order to investigate the potential of IZI11551 as an alternative treatment option for malignant
melanoma, we aimed at identifying molecular changes and switches that might occur during
acquired TRAIL resistance, and thus conditioned mutBRAF A375 and Malme3M melanoma
cells to the EC50 IZI1551 dose (5 ng/ml) for six months (Figure 29a and Figure 29b and Table
S1). Compared to parental cells (pA375; pMalme3M), conditioned cells (cA375; cMalme3M)
stayed largely resistant to treatment with a lethal dose of IZI1551 (50 ng/ml, Figure 29c,
compare Figure 29b and Table S1). The overall response to IZ11551 was lower in parental 3D
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spheroid culture, mimicking the architecture of tumor metastasis in vivo (Vorsmann et al.,
2013; Edmondson et al., 2014; Anton et al., 2015), as compared to regular 2D cell culture, and
remained largely absent in conditioned 3D spheroids (Figure 29¢). Accordingly, only parental
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Ficure 28: IZI1551 is superior in killing melanoma cells than TRAIL or specific MAP
kinase inhibitors. (a) Clonogenic outgrowth of mutBRAF A375 and Malme3M melanoma
cells treated with dabrafenib (Dabra; 10 uM) for 8 days was compared to untreated cells (*p
< 0.05; ***p < 0.001). (b) Parental and dabrafenib-conditioned melanoma cell lines A375
and Malme3M were treated with dabrafenib (Dabra; 10 pM) alone or in combination with
trametinib (Trame; 1 uM). After 48 h apoptosis was determined using a Cell Death Detection
ELISA (CDDE) (*p < 0.05; **p < 0.01; ***p < 0.001; n.s. = not significant). (c) A375
melanoma cells were treated with increasing doses of izZTRAIL or IZI1551 as indicated (ng/ml).
After 24 h apoptosis was determined using a CDDE (*p < 0.05; **p < 0.01; ***p < 0.001; n.s.
= not significant). (d) The same dose kinetics of IZI1551 as in (C) was applied to primary
human keratinocytes, fibroblasts and melanocytes. After 24 h apoptosis was determined using
a CDDE (*p < 0.05; ***p < 0.001; n.s. = not significant). (e) Parental (par) and dabrafenib-
conditioned (cond) melanoma cell lines A375 and Malme3M were treated with dabrafenib
(Dabra; 10 pM) or 1Z11551 (IZI; 50 ng/ml) alone or in combination. After 24 h of IZI1551
and 48 h of dabrafenib treatment apoptosis was determined using a CDDE (**p < 0.01; ***p
< 0.001; n.s. = not significant) and (f) monitored by Western-blot analysis using antibodies
against caspase-3 and PARP. a-tubulin served as loading control. For CDDE and clonogenic
assay, the mean + SD of three independently performed experiments is shown. WBs represent
one out of three independently performed experiments.

3D spheroids were shown to be disrupted due to cell death induction 24 h after treatment with
1711551 (Figure 29d).

Interestingly, 1Z11551-resistant cA375 cells had not generally lost the capacity to induce cell
death, since they could still respond to cisplatin treatment with apoptosis induction (Figure
29¢e). Neither downregulation of apoptosis-inducing TRAIL receptors 1 (DR4) and 2 (DR5)
nor upregulation of TRAIL-decoy receptors DcR1 or DcR2 was evident to confer 1ZI11551
resistance in conditioned melanoma cells (Figure 29f). The major dysregulation identified at
the molecular level displayed downregulation of the initiator caspase-8 (Figure 29g, Figure
S2a). This is due to the conditioning process in which only those cells survive the constant
exposure to 5 ng/ml TRAIL agonist which express only low levels of caspase-8. Under these
conditions, caspase-8 seems to serve a non-catalytic scaffold function, leading to cytokine
production via NFxB activation, instead of cell death (Henry & Martin, 2017; Hartwig et al.,
2017). Along this line, also the protein level of the NFxB inhibitor IkBa was shown to be
reduced, accounting for constitutive activation of the transcription factor NFxB, being also
evident by enhanced phosphorylation of its p65 subunit Figure 29g). It therefore appeared
that melanoma cells surviving TRAIL receptor activation selectively reduced the apoptotic
signal transduction by downregulating the receptor-associated initiator caspase-8 and at the
same time activated NFxB, which is usually associated with upregulation of anti-apoptotic

genes (Dutta et al., 2006).

For the mathematical modeling based network analysis we therefore focused on the integration
of three signal transduction pathways that may influence melanoma progression and treat-
ment: MAPK signaling - as frequently dysregulated in melanoma, extrinsic death receptor-
driven apoptosis, and alternative death receptor-driven anti-apoptotic NFxB activation (Fig-
ure 29h). In order to disentangle the complexity of melanoma resistance, we established a

DBN model comprising the selected signal transduction pathways as well as their crosstalk
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to precisely identify the most sensitive nodes within this signal transduction network that

may serve as druggable targets. The network topology was assembled from literature and

public databases (Metacore and Ingenuity), and comprised 19 nodes and 29 parameters. We
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FIGURE 29: Monitoring 1Z11551 susceptibility using mathematical modeling. (a) Dose re-
sponse curve of 9 different IZ11551 concentrations to determine the EC50 concentration. (b)
A375 and Malme3M melanoma cells were treated with increasing 1211551 doses (0.5; 5; and 50
ng/ml) and apoptosis determined 24 h later in a CDDE. (¢) Parental and I1ZI11551-conditioned
A375 and Malme3M cells in 2D cell culture and in 3D spheroid culture, respectively, were
treated with IZI1551 (50 ng/ml). After 24 h apoptosis was determined using a CDDE (**p
< 0.01; ***p < 0.001), and (d) monitored by transmission microscopy of 3D spheroids. Scale
bar = 250 ym. (e) Parental and IZI1551-conditioned A375 cells were treated with I1ZI1551 (50
ng/ml) or cisplatin (30 pxM). After 24 h apoptosis was determined using a CDDE (*p < 0.05;
n.s. = not significant). (f) Surface expression level of TRAIL receptors 1 (DR4) and 2 (DR5)
and decoy receptors 3 (DcR1) and 4 (DcR2) of parental (par) and conditioned (cond) A375
cells was scored by FACS analysis (**p < 0.01; ***p < 0.005; n.s. = not significant). (g) The
expression level of caspase-8, IkBa, NFxB(p65) and phosphorylated-p65(Ser536) in untreated
parental and IZI-conditioned A375 cells was monitored by Western-blot analysis. [-actin
served as loading control. One representative Western-blot out of three independently per-
formed experiments is shown (for two more replicates, see Figure S2a). (h) Schematic overview
of MAPK-dependent, TRAIL-induced pro-apoptotic and NFxB-driven anti-apoptotic signal
transduction pathways. (i) Topology of the Dynamic Bayesian Network (DBN) model of the
signal transduction pathways. Black arrows indicate the activation, red arrows the inhibi-
tion of target proteins (purple nodes = model inputs, red nodes = measured proteins, green
nodes = not measured proteins, blue nodes = functional measurements, asterisks = consti-
tutively active proteins). For CDDE and flow cytometry analysis the mean + SD of three
independently performed experiments is shown.

calibrated models independently for each cell type (Figure 29i) with quantitative protein ex-
pression and activation data of MAPK members AKT and ERK, the pro-apoptotic protein
PARP, and anti-apoptotic proteins including IkBa, NFxB (p65), FLIP, and XIAP derived
from immunoblotting of unstimulated and stimulated parental versus conditioned A375 cells
(Figure S2b and S2c).

We deliberately established the DBN model exclusively on data derived from parental and
conditioned A375 cells, intending to utilize Malme3M cells to validate the predictive power of

the model retrospectively.

5.4.3 Accurate modeling requires apoptotic proteins in parental but mostly

NFxB driven anti-apoptotic proteins in conditioned cells.

Acquired TRAIL resistance during conditioning of cells to IZ11551 caused severe modifications
in expression levels of anti-apoptotic proteins XIAP and FLIP, as well as in the activation
status of pro-survival proteins NFxB, IkBa, AKT, ERK, and pro-apoptotic protein PARP
over time (1, 2, 4, 8, 16, 24, 48 h) (Figure 30a and Figure S2a and the heatmap Figure S2b
which includes the values of the untreated and treated samples). We analyzed the differences
in normalized protein expression in parental and 1ZI11551-conditioned A375 cells for each time
point. The largest overall differences between the profiles of parental and 1Z11551-conditioned
A375 cells were observed at the three different time points that might be referred to as:
initiation phase (4 h), execution phase (16 h), and adaption phase (48 h) (Figure 30b). To

analyze the network modularity within these three phases, we performed systematic in silico

83



Chapter 5- Network analysis for TRAIL resistance

protein knock-out experiments in the parental and 1Z11551-conditioned cells at 4, 16 and 48
hours. We used the Akaike Information Criterion (AIC) as selection criteria to verify if the
selective removal of each individual node can be compensated by the network. Based on this
analysis mostly pro-apoptotic proteins were shown to play an essential role in the execution
and adaption phase of parental cells in response to IZI1551 treatment. In contrast, pro-
apoptotic proteins only played a minor role in IZ11551-treated conditioned cells, because right
from the initiation phase and through the execution and adaptation phases NFxB-dependent
anti-apoptotic proteins were shown to be the most indispensable for accurate modeling of the

system (Figure 30c).

In accordance with the results from the in silico knock out, Western-blot analysis confirmed
lack of pro-apoptotic caspase-3 processing and concomitant NFxB activation to be key charac-
teristics of conditioned A375 cells in response to IZ11551 treatment compared to parental cells
(Figure 30d). As a consequence 1ZI1551-induced depletion of anti-apoptotic proteins FLIP and
XIAP was fully compensated most likely due to upregulation of these NFxB-dependent genes
(Figure 30d) (Thayaparasingham et al., 2009; Hornle et al., 2011). Immunoblotting in concert
with the mathematical model analysis strongly implied the balance at the TRAIL receptor of
1711551 conditioned cells to switch from pro-apoptotic caspase-dependent signal transduction

to NFxB-driven anti-apoptotic signaling, which finally may confer TRAIL resistance.

Considering the overall network sensitivity upon in silico knock out of each node, the exe-
cution phase (16 h) seems to represent the time-point of maximal vulnerability to systems
perturbation between parental and conditioned A375 cells. Based on the analysis and taking
into account the fact that the initiation phase (4 h) might not represent the steady-state of the
signaling network, while in the adaption phase (48 h), the effects of transcriptional regulation
might already be too large and might alter the wiring of the signaling machinery, we selected

the 16 hour time-point for further analysis.

5.4.4 Model analysis predicts that dysregulated XIAP and IxBa drive 1211551

resistance in melanoma.

In order to integrate the experimental data into a coherent picture and to gain a systems-level
understanding of the signal transduction network affected by 1211551 conditioning, we imple-
mented different regularization algorithms in the FALCON toolbox to identify the cell type-
specific parameters. We therefore combined two regularization methods. The partial-norm
(L1/2) regularization method optimizes identical models for multiple series of experimental
conditions in parallel and allows discovering those parts of the network that are active or
inactive between cell lines, resulting in pruning of inactive edges within the experiments. The
grouped L1 regularization for each interaction focuses on the differences between parental and

conditioned cells and tends to reduce the model size by assigning the same parameter value
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for both cell types for a given interaction. Here, we combined both methods to identify the

minimal network structure and uncover cell type-specific differences.

To identify the minimal set of reactions in the network (L1/2) as well as the minimal number of
parameters between cell lines (L1 groups), we screened values for the regularization strengths
from 10710 to 102 by half-log steps, thus giving 25 different values to test, plus 0. We performed
the optimization for each combination of these values, thus optimizing in total 26 L1/2 x 26

Ll-grouped regularization strengths = 676 models. Out of 676 different model structures
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F1cURE 30: Accurate modeling requires apoptotic proteins in parental but mostly NFB-driven
anti-apoptotic proteins in conditioned cells. (a) The expression pattern of AKT, ERK, FLIP,
XIAP, IkBa, NFxB(p65) and PARP proteins were analysed by quantitative immunoblotting
in whole-cell lysates of parental and 1ZI1551-conditioned A375 cells stimulated with 1211551
(50 ng/ml) for 1, 2, 4, 8, 16, 24, and 48 h. The corresponding protein values were normalized
between 0 and 1. Error bars represent the SEM with n = 5. (b) Heatmap representing the
time-dependent differences between protein expression in parental and 1ZI1551-conditioned
A375 cells. (c) Systematic in silico knock-out analysis of each individual protein at 4, 16
and 48 h. The Akaike Information Criterion (AIC) for the reference model is scaled to 0.
Parameters playing an important role in the optimization are displayed in black (parameter >
0). Parameters having no effect on the model optimization are displayed in red (parameter |leq
0). (d) Parental and IZI1551-conditioned A375 cells were treated with IZI1551 (50 ng/ml).
After 4 h, 16 h and 48 h the status of caspase-8, caspase-3, IkBa, p-p65(5536), p65, FLIPL
and XIAP was determined by Western-blot analysis. GAPDH served as loading control. One
out of five independently performed experiments is shown.

investigated, we identified the optimal network structure based on the Bayesian Information
Criterion (BIC) (Figure 31a; BIC: red box).(Burnham & Anderson, 2004) The optimal network
(Figure 3la; #Parameters) contained 29 parameters comprising 19 parameters with equal
values for both cell types, 4 reactions equal to 0, and 6 cell type-specific reactions, while the
initial network contained 58 non-zero parameters (2 cell lines x 29 parameters). The goodness-
of-fit of the reduced model was assessed by the mean squared error (Figure 31a; MSE: red
box). The total runtime of the experiment was 6.2 h for assessing the 676 model variants,
i.e. approximately 13 s per individual model. The reduced mathematical model with only
31 non-zero parameters for both cell lines was shown to be able to describe the experimental
data (Figure 31b) to a similar extent as the complete mathematical model which is considering
different parameters for both cell types. These results show that our modeling pipeline is able

identify major putative differences in parameter values between parental and conditioned cells
(Table S2).

The relevance of these differences can be further analyzed by parameter comparison, as dis-
played by parameter values sorted by increasing difference between both cell types (Figure
31c). This allows estimating if a reaction is cell type-specific and/or essential. The reactions
which strongly differ between both cell types (Figure 31c, right columns) are mainly linked to
the NFxB activating and apoptosis inducing pathways (Table S2). Reactions from the anti-
apoptotic proteins FLIP (FLIP—|Casp8cl) and also BCL2 (BCL2—|Casp3cl) were close to 0 in
the parental and conditioned cells, meaning that the inhibition strength of both proteins would
not be enough to inhibit apoptosis. The strongest difference between parameter values can
be observed in the reaction XIAP—|Casp3cl, absent in parental cells (k = 0.0135) but highly
active in conditioned cells (k = 0.8715). Considering these modelling results, one would expect
that IZI1551-conditioned cells upregulated the apoptosis inhibitor XIAP to acquire resistance
to the treatment. Accordingly, the regularized model predicts IkB super repressor (IkB-SR)
to partially, and XIAP knockout to fully re-sensitize conditioned cells (Figure 31d).
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5.4.5 DBN modelling correctly predicts melanoma cell re-sensitization to

1Z1551 by targeting NFxB or XIAP

Given these model predictions, we wanted to verify whether NFxB-driven up-regulation of

XTAP plays a major role in conferring TRAIL resistance in [ZI11551-conditioned A375 melanoma

cells. As predicted, ectopic expression of a non degradable IkBa (S32/36A)-SR mutant, pre-

venting NFxB activation, was able to partially re-sensitize conditioned cells to I1ZI1551 (Figure

32a), and coincided with increased XIAP-depletion (Figure 32b). An enhanced turnover of

XTIAP in parental versus conditioned A375 cells was also evident when we monitored loss of
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F1cURE 31: Model analysis predicts that dysregulated XIAP and IxkBa drive 1ZI11551 resis-
tance in melanoma. (a) Combined optimization of the grouped L1 and L1/2 regularization
algorithms. BIC: The Bayesian Information Criterion (BIC) was used to obtain the best
model structure. #Parameters: The number of non-null parameters for each model variant.
MSE: Logarithm of the mean squared error indicating the quality of the fit compared to the
experimental data. X-axis (left to right): increasing the L1/2 regularization. Y-axis (top to
bottom): increasing the L1 grouped regularization. Tiles: blue the smallest (best) and yellow
the largest (worst) values for the BIC, Parameters and the MSE L1 vs L1/2 regularization.
The red box indicates the model with the best BIC. (b) Comparison of the simulated node
activity obtained in the optimal model and the protein quantification for the parental and
1711551-conditioned A375 cells. Blue dots represent the simulated node activity; green dots
the average of 5 measurements with standard error of the mean. (c) Optimal parameter values
for both cell lines. The parameters are sorted from the lowest (left) to the highest (right) dif-
ference in parameter values between cell lines. (d) Model predictions based on the optimized
mathematical model simulating the effect of the IkBa super repressor (IskBa-SR) and XIAP
knock-out (XTAP KO) on % apoptosis being induced upon IZ11551 treatment of parental and
1Z11551-conditioned A375 cells.

endogenous XIAP upon transcriptional inhibition by Actinomycin D (ActD). While XIAP
started to vanish after eight hours of ActD treatment in parental A375 cells, it stayed stable
at least for 16 hours in conditioned cells (Figure 32¢). Intriguingly, transient knock-down of
XIAP using RNA interference was able to almost fully re-sensitize conditioned A375 cells to
1711551, confirming predictions of the DBN model (Figure 32d and Figure 32e).

Most importantly, and without any previous molecular analysis, siRNA-mediated XIAP knock
down antagonized its upregulation by NFxB and consequently fully re-sensitized conditioned
Malme3M to IZ11551 (Figure 32f and Figure 32g), confirming that XIAP might be a key player
in conferring TRAIL resistance in mutBRAF melanoma cells, and that the DBN developed
here was able to predict this key player correctly. Accordingly, co-treatment with the SMAC
mimetic (SM83) was able to re-sensitize I1ZI11551-conditioned melanoma cells through depletion
of XIAP (compare Figure 5h and 5i).

To investigate whether XIAP expression level might serve as a biomarker predicting respon-
siveness to TRAIL receptor-activating agonistic molecules in general, we correlated semi-
quantitative XIAP protein expression level with IZ11551 responsiveness in five different mutBRAF
melanoma cell lines. Strikingly, only cell lines expressing very low XIAP levels, Skmell,
WM35 and WM115, induced pronounced apoptosis in response to [Z11551 treatment, whereas
Malme3M and Skmel5, expressing elevated XIAP protein level, only moderately underwent
apoptotic cell death (compare Figure 32j and Figure 32k).

In summary, we have identified hexavalent TRAIL receptor agonist 1ZI11551 to be superior
in actively inducing cell death in mutBRAF melanoma compared to conventional trimeric
TRAIL but also compared to specific targeted mutBRAF kinase inhibitors as used in the
clinic. Above this, we have established a regularized DBN model that was able to predict key
players of TRAIL susceptibility correctly and helped to identify XIAP to serve as a potential

biomarker for TRAIL treatment responsiveness in mutBRAF melanoma.
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5.5 Discussion

Defensive mechanisms against cell death render melanoma resistant to current therapeutic

outlines with targeted kinase inhibitors.

The molecular mechanism leading to intrinsic or

acquired resistance against BRAF-inhibitors is still controversial since pro- and anti- apoptotic

functions depend on cellular context, target proteins, and cross-talk of different pathways
(Sullivan & Flaherty, 2013, 2014; Moriceau et al., 2015). Accordingly, neither treatment of

two mutBRAF melanoma cell lines with the mutBRAF inhibitor dabrafenib alone nor in

combination with the MEK inhibitor trametinib yielded significant cell death. In contrast,
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FIGURE 32: Depletion of XIAP re-sensitizes melanoma cells to I1ZI1551. (a) IZI1551-
conditioned A375 melanoma cells were transiently transfected with an IxBa super repressor
(IB-SR) or the empty vector (mock) and treated with IZI11551 (50 ng/ml). After 16 h apop-
tosis was determined using a CDDE (*p < 0.05; n.s. = not significant) and (b) the status
of IkBa, p-p65(Serb536), p65 and XTAP monitored by Western-blot analysis. GAPDH served
as loading control. (c¢) Transcription was inhibited in parental and IZI1551-conditioned A375
cells by addition of Actinomycin D (ActD, 1 uM) for the indicated time points. Protein level
of XTAP was monitored by Western-blot analysis. GAPDH served as loading control. (d)
XTAP was depleted from parental and 1Z11551-conditioned A375 and (f) Malme3M cells using
RNAi for 72 h. 16 h after treatment with IZ11551 (50 ng/ml) apoptosis was determined using
a CDDE (***p < 0.001) and (e and g) the status of XIAP, p-p65(Ser536) and p65 monitored
by Western-blot analysis. -actin served as loading control. (h) Parental and IZI-conditioned
A375 melanoma cells were treated with IZ1551 (50 ng/ml) or increasing doses of the smac
mimetic SM83 (0.1, 1, 10 uM) alone or in combination. After 16 h apoptosis was determined
using a CDDE (**p < 0.01) and (i) the status of XIAP monitored by Western-blot analysis.
GAPDH served as loading control. (j) For five unstimulated mutBRAF melanoma cell lines
the relative expression of XIAP was determined by semi-quantitative Western-blot analysis
and (k) the apoptotic response to 1ZI1551 (50 ng/ml) determined after 16 h using a CDDE
(***p < 0.001). For CDDE the mean + SD of three independently performed experiments is
shown. WBs represent one out of three independently performed experiments.

we demonstrated that the TRAIL receptor agonist 1Z11551 potently induced cell death in
parental mutBRAF as well as dabrafenib-conditioned mutBRAF melanoma cells lines, while
sparing untransformed primary cells of the skin. It therefore appears that active and tumor-
selective induction of apoptosis through death receptor activation might be a promising first
or second line treatment alternative for mutBRAF melanoma, administered either alone or in

combination with targeted mutBRAF inhibitors.

However, different mechanisms of intrinsic TRAIL resistance have also been observed in cancer
cells, especially in melanoma (Dimberg et al., 2013; De Miguel et al., 2016). 1Z11551-specific
acquired resistance coincided with two major features, namely down-regulation of the initia-
tor caspase-8 which is indispensable for downstream execution of apoptotic processes, and
constitutive activation of the anti-apoptotic transcription factor NFxB. Low caspase-8 levels
have been reported to form non-functional heterodimers with the FLICE inhibitory protein
(FLIP) that are more stable than the functional caspase-8 homodimers and may lead to NFxB
activation instead of cell death induction (Hughes et al., 2009; Tummers & Green, 2017). In
turn, FLIP is transcriptionally regulated by several transcription factors, including NFxB and
its expression has been correlated to drug resistance in a wide range of human malignancies
(Yongping et al., 2016; Zang et al., 2014; Huang et al., 2016). Thus, low caspase-8 level to-
gether with FLIP may shift the balance at the TRAIL receptors from pro-apoptotic signaling
to anti-apoptotic signal transduction via NFxB activation. It is known that constitutive NFxB
activation is linked to tumor maintenance and drug resistance (Dutta et al., 2006; Huang et al.,
2016; Braeuer et al., 2006; Miiller et al., 2014). Studies investigating the role of NFxB in tu-
mor pathogenesis and the mechanisms regulating its activity, revealed that multiple factors
are involved in anti-apoptotic responses, and a better understanding of the molecular mecha-

nisms could lead to new targets identification and prognostic biomarkers (Basseres & Baldwin,
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2006). Accordingly, the canonical NFxB signaling pathway was included into a DBN model-
ing approach aiming to identify the key differences within the signal transduction networks of
parental 1Z11551-sensitive versus conditioned 1ZI11551-resistant mutBRAF melanoma cell lines

and the molecular mechanism leading to acquired TRAIL resistance.

DBNs as well as the related probabilistic Boolean networks (PBNs) are specifically suited
to quantitatively model large-scale regulatory and signaling networks based on steady state
expression or activity data (De Landtsheer et al., 2017; Trairatphisan et al., 2014). Based
on a minimal parametrization (1 parameter per interaction) and a relatively simple algebraic
formalism, they obtain superior speed over more detailed kinetic models (e.g. ODE-based)
while still preserving a good predictive power (De Landtsheer et al., 2017; Lommel et al.,
2016). The continuous variables of the DBNs/PBNs thereby allow quantitative modeling and
predictions in contrast to the classical Boolean approaches with only qualitative read-out. In
this study we combined DBN modeling with a sophisticated regularization strategy aiming
for sparse and context-sensitive networks and show the performance of this strategy in the
detection of cell line specific deregulations of a signaling network. For ODE based models,
the L1 regularization can be used to demonstrate the connections between the deregulation of
signal transduction networks and the pathophysiology in cancers (Merkle et al., 2016; Lucarelli
et al., 2018). In contrast to their single regularization, our method includes both cell type
comparisons and network pruning as part of the overall optimization problem in the form of
regularization functions, therefore providing a more stable solution than methods based on
independent optimization and unsupervised clustering or multi-step model selection methods.
Combining both selection methods resulted in a total of 676 model variants which could
efficiently be scanned with the very fast DBN implementation in the FALCON toolbox. This
resulted in the simultaneous network pruning, contextualization and parameter fitting which

are tasks which usually are only performed sequentially in other modeling frameworks.

Analysis of the regularized model revealed that a subset of reactions, mainly linked to NFxB
and anti-apoptotic signaling, were strongly upregulated in conditioned IZ11551-resistant cells,
whereas the essential nodes in the parental cell lines were identified to be mainly pro-apoptotic
proteins. The model accurately predicted IxkBSR to partially and XTIAP knockout to fully re-
sensitize conditioned cells. The continuous regularization paths within the innovative strategy
make sure that the top performing models located in the same region in the BIC landscape

will have a similar parametrization and thus yield similar predictions.

Following these predictions, we confirmed that NFxB inhibition by ectopic expression of IxBa-
SR mutant partially reduced cellular XIAP levels in conditioned melanoma cells coinciding
with partial re-sensitization to 1Z11551. More importantly, direct depletion of anti-apoptotic
XTAP fully rescued the TRAIL-resistant phenotype, not only in the A375 cell line used for
model parameterization, but also in another mutBRAF cell line, Malme3M. XIAP, an NFxB-
dependent member of the inhibitor of apoptosis (IAP) family, inhibits apoptotic cell death

through binding to the executioner caspase-3, -7 and -9, and has been shown to be upregulated
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in many human tumors (Kashkar et al., 2006; Vogler et al., 2008; Flanagan et al., 2015).
Conversely, XIAP was shown to enhance NFxB activation constituting a positive feedback
loop to prevent apoptosis (Hornle et al., 2011; Chawla-Sarkar et al., 2004; Evans et al., 2016).
Accordingly, co-application of XIAP-inhibiting SMAC mimetics has successfully been used
to sensitize different TRAIL-resistant tumor cells (Lecis et al., 2010; Raulf et al., 2014) to
apoptotic cell death. To that effect, we showed co-stimulation with the SMAC mimetic SM83
to fully re-sensitize melanoma cells to IZI11551 that had acquired secondary resistance to the
TRAIL-agonist via XIAP depletion.

Conclusively it turned out that the DBN model combined with the regularization strategy
accurately predicted XIAP to be the key player in conferring TRAIL resistance. This became
even more evident when we could correlate elevated XIAP expression level in melanoma cells
to intrinsic TRAIL resistance, indicating that XIAP may serve as a biomarker for TRAIL
responsiveness of mutBRAF melanoma. Here, we provide evidence that alterations in the
abundance of the NFxB and XIAP proteins change the sensitivity of resistant melanoma cells
to 1ZI1551 treatment. Our studies show that the resistance mechanism is conserved between
A375 and Malme3M cells.

Taken together, these results indicate that essential network and cell type-specific reactions can
be identified using protein measurements and regularized optimization of a DBN model. The
underlying mechanism involved upregulation of NFxB, and predictions identified XIAP as the
key player of TRAIL (IZI1551) resistance. Based on the fact that numerous SMAC mimetics
are already used in clinical trials for numerous cancers, including leukemia, lymphoma, and
solid tumors as single agents or combination therapies (Fulda, 2015), one could envisage SM83-
1711551 combinations for the treatment of kinase-inhibitor resistant melanoma patients in the

future.

Importantly, incorporation of multiple regularization functions in optimization problems, in-
cluding logical networks modeling, may provide a promising avenue for future studies to assess
the effects of drug combinations and eventually to identify responders to selected combination

therapies in a personalized approach.

5.6 Methods

Unless stated otherwise, results of Cell Death Detection ELISA and flow cytometry analysis
are presented as mean + SD of 3 independently performed experiments. Western-blot analyses
represent one out of 3 independently performed experiments. Statistical analysis of biochemical

data was performed using Student’s t-test.
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5.6.1 Cells and Reagents

Human melanoma cell lines (A375, Malme3M, WM1366, WM1346, Skmel5, Skmell, WM35,
WM115), were maintained in RPMI 1640 medium (Gibco, #61870-010) with 10% FCS (Gibco,
#10270-106) in a humified atmosphere of 5% CO2 at 37C. A375, Malme3M, WM1366, and
WM1346 were conditioned to 5 ng/ml 1211551, A375 and Malme3M to 1 uM dabrafenib over a
period six months, adding fresh compound every other day. Primary cells were purchased from
Cell Systems and used at passage 4. Keratinocytes (#FC-0007) were maintained in Dermal-
ifeK Complete Medium (Cell Systems, #LN-0027), fibroblasts (#FC-0001) in DMEM (Gibco,
#41965-039) and melanocytes (#FC-0030) in Melanocyte Growth Medium (M2, Promocell,
#(C-24300). For cell death induction 50 ng/ml 1ZI1551 (University of Stuttgart), 30 uM Cis-
platin (TEVA-Deutschland, #2615.03.01), 1 uM Actinomycin-D (Sigma, #A1410), 0.1-1-10
uM SM83 (Baliopharm), 10 M dabrafenib, or 1 M trametinib (both Selleckchem, #S2807
and #S2673) was added to cells.

5.6.2 Plasmids, Cloning and siRNA transfection

For transient expression of IkBa-SR-S32/36A, 6x10° A375 cells were electroporated with 20
ug of the plasmid pBK-CMV-IkBa-SR or the empty pBK-CMV vector and investigated 24 h

later.

Gene silencing was facilitated by transfecting 5x10% cells with 40 pmol siRNA for XIAP- 5'-
CGAGCAGGGUUUCUUUAUATT-3’ (Ambion, #AM51331), or lacZ-5-GCGGCUGCCGG-
AAUUUACCTT-3" (MWG Eurofins) using Lipofectamine 2000 (Thermo Scientific, #11668019),

72 h prior to stimulation.

5.6.3 3D melanoma spheroids

Melanoma spheroids were generated using the hanging drop method (Vorsmann et al., 2013).
Briefly, 5x10* GFP-expressing melanoma cells were resuspended in 5 ml of medium containing
20% methyl cellulose (Sigma, #MO0512). 40 drops of 25 ul containing 250 cells were spotted
on the lid of a 10 cm cell culture dish and incubated for 14 days at 37C, 5% CO2. For in vitro
stimulation 160 melanoma spheroids were collected in a 2 cm culture dish previously coated

with 1% agarose.

5.6.4 Flow cytometry

5x10° cells were blocked in PBS/2% BSA for 30 min, and incubated with the primary an-
tibodies against TRAIL receptors R1, R2, R3, R4 (huTRAILR1-M271, huTRAILR2- M413.
huTRAILR3-M430, huTRAILR4-M444, Amgen) at 2.5 pg/ml in PBS/2% BSA, for 1 h on ice.
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After washing twice with PBS/1% BSA, 2 ug/ml of the secondary goat anti-mouse-488 anti-
body (Thermo Scientific #A-11001, RRID: AB-2534069) in PBS/2% BSA were added for 30
min at 4C. Subsequently, cells were washed twice with PBS/2% BSA and subjected to FACS
analysis (LSR II, Becton Dickinson). Excitation wavelength used was 488 nm, the emitted

green fluorescence (Ipmax 520 nm) was detected using (FL1) band-pass filter.

5.6.5 Determination of cell death and clonogenic outgrowth

Apoptosis was determined in a Cell Death Detection ELISA (CDDE, Roche, #11920685001)
according to the manufacturers protocol. The enrichment of mono480 and oligonucleosomes
released into the cytosol is calculated: absorbance of samples/absorbance of control cells at 450
nm (Tecan M200). An enrichment factor of 2 corresponds to 10% apoptosis as determined by
AnnexinV-FITC/PI FACS analysis (FACSAria III, Becton Dickinson). For clonogenic assay,
2x10* Malme3M or 8.5x10% A375 cells were seeded into 6-well plates for 8 days or until control
cells had reached confluency. Subsequently, cells were stained with crystal violet (0.1 w/v in
20 % Methanol) for 15 min at RT. Cells were washed and crystal violet dissolved from cells
with 0.1 M KHoPO4/EtOH for 5 min at RT and color intensity of supernatants measured at
595 nm (Tecan M200).

5.6.6 Western-blot analysis

Cells were lysed in lysis buffer (50 mM HEPES, pH 7.5; 150 mM NaCl; 10 % glycerol; 1%
Triton-X-100; 1.5 mM MgCly; 1 mM EGTA; 100 mM NaF; 10 mM pyrophosphate, 0.01 %
NaN3, phosSTOP and Complete). After centrifugation, supernatants were collected and the
protein content determined by DC Protein assay kit (BioRad). 60-80 ug of protein extracts
were subjected to 4-15% gradient SDS-PAGE (BioRad), blotted onto nitrocellulose membranes
and incubated with antibodies directed against PARP, XIAP (BD-Biosciences; #551025,
RRID:AB-394009; #610717, RRID:AB-398040), caspase-3, IxBa, NFxB-p65, p-p65(S536),
AKT, p-AKT(S473), ERK1/2, p-ERK1/2(T202/Y204) (Cell Signaling; #9665, RRID:AB-
2069872; #4814, RRID:AB-390781; #8242, RRID:AB-10859369; #3033, RRID:AB-331284;
#2920, RRID:AB-1147620; #4060, RRID:AB-2315049; #9102, RRID:AB-330744; #4376,
RRID:AB-331772), FLIP, (Sigma #PRS2437, RRID:AB-259702), and caspase-8 (Adipogen
#AG-20B-0057, RRID:AB-2490271), respectively. Equal loading was monitored by re-probing
membranes with antibodies against GADPH (Cell Signaling #2118, RRID:AB-561053), «-
tubulin (Thermo Scientific #MS-581-P1, RRID:AB-144075), or -actin (Cell Signaling #4970,
RRID:AB-2223172). HRP506-conjugated secondary antibodies were purchased from GE-
Healthcare (Anti-mouse-HRP, RRID:AB-772210; Anti-rabbit-HRP, RRID:AB-772206). Bands
were visualized by applying chemiluminescense SuperSignal detection systems (Thermo Sci-

entific, #34087 and #34076). Protein expression was determined by calculating the ratio
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between the protein intensities and either a-tubulin, -actin, or GADPH as housekeeping pro-
teins using ImageQuant 5.2 software (GE Healthcare). Blots derive from the same experiment

and have been processed in parallel.

5.6.7 Mathematical modeling

Quantitative protein expression values as determined by Western-blot analysis were then nor-
malized across all cell lines, experimental conditions, and time-points, to the [0-1] interval,
independently for each protein, and the average and standard error of five replicates was calcu-
lated. Bayesian modelling was performed using these averaged normalized relative expression

values as input.

We generated a Dynamic Bayesian Network, a type of probabilistic logical network model of
the main pathways hypothesized to play a role in apoptosis resistance from literature. In
this type of network model, nodes representing the relative activity of signaling molecules
are linked by simple logical functions. These functions can perform the basic AND, OR and
NOT operations, and be parametrized with proportionality constants. Contextualized net-
work models include parameter values (k) for each edge, representing the relative strength of
this edge. In contrast with strictly Boolean models, which are qualitative, probabilistic logi-
cal models are thus able to provide quantitative estimates. Their formulation however is not
as mathematically complex as Ordinary Differential Equations, which are classically used for
pharmacological models, therefore their computational cost remains low. We used the Matlab
toolbox FALCON (De Landtsheer et al., 2017) to contextualize this network with the protein
measurements. Briefly, FALCON uses gradient descent to optimize the set of parameter val-
ues minimizing the mean of squared error (MSE) between the simulated node intensities of
a Dynamic Bayesian Network (Raulf et al., 2014; Fulda, 2015) and the corresponding mea-
sured normalized protein expressions. After fitting this network model on steady-state protein
measurements, quantitative information can be retrieved, informing on both the relative ac-
tivity of the signaling molecules in the different experimental conditions, and the strength of

interactions between molecules.

To select for context-specific interactions, we optimized the network for both parental and
1ZI-conditioned cell lines in a single optimization, and included in the objective function two
regularization terms to materialize cross-context modeling assumptions. Firstly, we used a
fractional norm on parameter values in an effort to prune the network from interactions not
strictly necessary to fit the dataset in neither of the cell lines. The use of a fractional norm
is dictated by the probabilistic nature of the modeling framework: for each node, the sum of
incoming edge strengths must be equal to exactly 1, which renders the L1-norm ineffective
to induce sparsity. Secondly, we used a group-level Li-norm across cellular contexts (Yuan &
Lin, 2006), using a strategy similar to Merkle et al. (2016) (Merkle et al., 2016). The optimal

parameter set K of P parameters {ki, k. ..., kp} was recovered using the objective function:
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P Js

N
argmin(lzz;X X;) +A12\F+A222|k9 k:9|) (5.1)

Ke[0,1]F g—1 j—1

with N the number of individual data points in dataset X and X being the set of corresponding
values in the simulated network model. The first term is the mean squared error (MSE), the
second term is the L, semi-norm with ¢ = 0.5, while the third term is the grouped Li-norm,
with J; the number of members in group g, and k9 the mean value for parameter k in group
g. The scalars A\; and Ay are tuning hyper-parameters controlling the regularization strengths

for each of the regularization objectives.

During the systematic knockout experiments, we evaluated models using the Akaike Infor-
mation Criteria (AIC), which balances goodness-of-fit with model size. AIC is calculated as:
Nlog(MSE) 4 2P. We recovered the MSE and optimal parameter sets for 676 combinations
of A1 and )y values (screening each one from 27! to 22 by half-log steps), and computed for
each of these the Bayesian Information Criterion (BIC) as Nlog(MSE) + log(N)P, and the
topology of the optimal network, using a minimal threshold of 0.01 for keeping edges and their

corresponding parameters in the model.

5.6.8 Data availability
The dataset generated and analyzed during the current study and the model topology including
the scripts are available in the GitHub repository, https://github.com/sysbiolux/FALCON /tree/

master/FALCON/ExampleDatasets/DelMistro2018. All other relevant data are available from

the authors.
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Chapter 6

General Discussion

6.1 Modeling signaling pathways with DBNs

Cancer is the consequence of the successful amplification of genetically damaged cells, which
acquire characteristics enabling them to proliferate, evade innate cell death mechanisms and
the immune system, induce angiogenesis, and become invasive and metastatic. Understanding
the interplay of different driver mutations, the epigenetic factors participating in the evolution
of tumors, the specific strategies cancer cells employ to reprogram energy metabolism, and
the crucial role played by the tumor micro-environment, brings forward new possibilities for
creating therapeutic strategies for patients with cancer (Hanahan & Weinberg, 2011). However,
the size and complexity of the regulatory networks of eukaryotic cells prevents, in most cases,
to reach the level of mechanical understanding needed to fully identify the best therapeutic

option for each tumor.

Signaling pathways are networks of tightly regulated signal-processing chemical cascades,
which are responsible for the coordination of the cells’ activities and in general the adequacy
of a cell behavior and response to the environmental conditions. Many signaling pathways
consist of surface receptors, phosphorylation cascades, and their effect is often the modifica-
tion of the expression levels of different genes, via the action of transcription factors. However,
most pathways cross-talk with each other and interact in non-linear ways, which makes the
effect of a specific modification difficult to predict without the full context information, such
as the state of activation of the other signaling pathways. Many cancers are characterized by
a limited number of driver mutations, i.e. mutations in signal-processing proteins which occur
independently in different patients. Two well-known examples are the constitutive activation
of the EGFR receptor in non-small-cell lung cancer (Lynch et al., 2004) and of the BRAF
protein in melanoma (Shtivelman et al., 2014). The high incidence of these mutations is an
indication that these proteins play a key role in carcinogenesis and have therefore been inves-
tigated as targets for the design of anti-cancer therapies. This effort has led to the discovery

and clinical use of targeted therapies (for example monoclonal antibodies directed against the
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mutated form of the protein, or small-molecule kinase inhibitors specifically active against the
mutated protein), which brought many improvements to the care of cancer patients over the
past decades. However, while the response rate of patients to targeted agents is in general
very high, relapse is still frequent, resulting in low survival rates for many cancer types as
patients develop resistance to these specific therapies. Many molecular processes have been
proposed to explain the acquisition of resistance by tumor cells, however it is likely that the
spectrum of possible mechanisms is large and that the care of individual patients requires the
identification of a specific drug, or drug combination, to be maximally efficient. Thus, there
is an urgent need for tools and methods able to identify these secondary targets, to stratify
patients into appropriate functional categories, and to predict the appropriate treatment for

each patient.

Systems biology has emerged as one way to gain insight into the specific mechanisms of the
diverse cancer subtypes. Network models, in particular, can be powerful in identifying new
targets and prioritize mechanisms which play roles in the evolution of the disease. Computa-
tional methods have enabled the analysis of very large, multi-dimensional datasets, and many
databases have been set up, aggregating data, with scopes ranging from pan-cancer to subtype-
specific. Often, these methods propose either to analyze systems and their dynamics in a very
specified manner, for example with ODEs, or to retrieve overall characteristics with a statis-
tical model. In the former case, mathematical and computational complexity can make the
analysis grow out of the range of feasibility. Also, the building of precise quantitative models
requires an amount of data that is not always available when studying large-scale systems with
many components and interactions. In the latter, the lack of interpretability of the computed
parameters sometimes results in models with predictive power, but limited usefulness for the

understanding of disease mechanisms and the design of therapeutic strategies.

While kinetic modeling continues to be a standard of the industry, qualitative, parameter-free
modeling strategies have become more common, as they allow systems-level insights into pre-
viously inscrutable aspects of the studied system. In particular, logical models can be used
to discover regulatory motifs and infer the general input-output behavior of a system. The
simplest form of logical modeling is the Boolean formalism, which only considers the presence
or absence of an interaction between two molecules, and the direction of the interaction (ac-
tivation or inhibition). These models have shown that they can be adequate representations
of the studied systems, and have helped elucidate many questions about the general behav-
ior of regulatory systems and have even hinted at first principles concerning the organization
of life itself. Many extensions of the Boolean mathematical formalism exist, most notably
Probabilistic Boolean Networks (PBNs), fuzzy logic networks, or Petri nets. These extensions
aim at relaxing the strict on/off constrain on the nodes’ values into a quantitative framework,
while keeping the simplicity of a formulation of the network as a series of rules, which is the
main advantage of this type of modeling, as it allows both faster computations and easier

understanding of the biological meaning of the interactions (Le Novere, 2015). These logical
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modeling frameworks have also been applied with success to biological problems, most notably
PBNs (Trairatphisan et al., 2013).

Here, we propose to model signaling pathways in cancer with Dynamic Bayesian Networks
(DBNS), a general type of probabilistic modeling that extends the strictly feed-forward Bayesian
Networks into cyclic structures, allowing for positive and negative feedback loops. DBNs have
rarely been used to model signaling pathways, and therefore no efficient tool exists for their
simulation or their contextualization in light of biological measurements. However, the math-
ematical similarity between PBNs and DBNs has been demonstrated, and hints at a similar
usefulness for DBN modeling of biological systems. In PBNs, the computation of the long-term
probability distributions of the nodes requires the simulation of the networks over extended
number of generations in order to create a Markov Chain, which can be computationally costly
for large networks. In contrast, DBNs compute the expected limit probability of each node di-
rectly given its parents, so that the network quickly converges to its steady-state. We propose
that these steady-states correspond to cellular states of quasi-stability, so that the probability
distributions of the nodes in the network relate to the activity of signal-processing molecules

in the cells.

6.1.1 FALCON toolbox

The main contribution of this thesis is the conceptualization, design, implementation and test-
ing of the FALCON modeling toolbox. This toolbox consists of a series of scripts and related
functions that reformulate information concerning the prior knowledge about the topology of
a certain regulatory network and the empirically determined concentration of the different
molecular forms of the components of these networks into an optimization problem aiming
at inferring the relative probabilities of the molecules to interact in the specifically tested
contexts. By using gradient descent, we are able to learn the best parametrization for the
problem, i.e. the parameter set for which the predictions of the simulated system are the most
in accordance with the biological measurements. The node values represent the probabilities
for molecules to be in their active state, and they can also be understood as the normalized
average activities of the nodes, in a system where a population of many molecules is repre-
sented by a single node. The computed parameters, or weights, represent the probabilities
for the upstream nodes to influence the downstream nodes, and they can also be viewed as
the relative influences of the parent nodes on their children nodes. Assessing the state of the
different molecules in a regulatory system and the relative strength of the different interactions
is useful to estimate the flow of the signal transduction. This flow can however be different
depending the context in which the system evolves, i.e. the presence or absence of external
stimuli exerting their actions on the different molecules. For this reason, we designed FALCON
to be able to integrate multiple experimental conditions in one single optimization problem.

This makes the toolbox adequate for the modeling of systems under multiple experimental
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conditions, which can be particularly useful to analyze the results of drug screens in cell lines

or tumor tissue.

FALCON was conceived to take maximal advantage of the Matlab computing language and
its matrix-oriented design. In order to attain the fastest possible speed, we implemented a
pipeline in which the interaction network is reformulated as a DBN which is both reduced
(unnecessary nodes are removed from the structure) and expanded (multi-input logical inter-
actions are decomposed into their constituent two-input functions). Efficient learning of the
parameters is done via gradient descent of the objective function, which consists of the mean
squared error between the model predictions (the inferred node values at steady-state) and the
experimentally determined concentrations of the biological entities they represent. The chosen
optimizer fmincon uses the mid-point method to compute empirical gradients, and explicitly
uses the hard constrains on the values of the parameter set stemming from the application of
the rules of probabilities on the parameters. We initialized the networks from different initial
configurations to test for the existence of local minima in the optimization problem. By apply-
ing a mode of node initialization based on a normal distribution of initial parameter guesses
around their center value, we optimized the speed of parameter learning, especially for large
models. Furthermore, we implemented an efficient parallelization scheme to compute multiple
optimizations, starting from different sets of random initial configurations, on different cores

in parallel.

The choice of optimization method should ideally depend of the nature of the problem being
optimized. In this regard, we implemented a gradient-descent algorithm using the interior-
point method, a type of finite-difference approximation of the analytical gradient. While this
approach is straightforward, it might not be the most efficient. It has been shown(Raue et al.,
2013) that in the case of ODEs, it is possible to assess at the same time the solution of as
system of ODEs and the local sensitivities of these solutions (Leis & Kramer, 1988), with
gains of speed of up to ten times. While the implementation of such second-order solving is
not straightforward in our case, as the dynamism of our system is not an inherent part of
the modeling but more an artifact of the Bayesian system used, it will be of prime interest to

evaluate further improvements of the computational cost of our method.

The choice of normalization scheme ultimately determines the way the data is used for con-
textualization of the network information. In this regard, we chose to normalize the data to
the [0 — 1] range so that the highest value for each analyte is assigned the value 1 and the
lowest, 0. However, a criticism can be formulated, as this scheme implicitly assumes that all of
the analyzed molecules vary across experiments in the same range of relative concentrations.
Indeed, in the event that a molecule varies by a small amount, this change would carry the
same amount of information as the total removal of another protein from the system. In this
case, our framework would wrongly weight these two changes in the same way while their
biological meaning is probably different. While we have not fully tested the range of possible

normalization schemes (and data transformations), we plan to do it in the future in the hope
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of identifying the best possible data pre-processing pipeline to maximize the usefulness of our

toolbox.

We implemented two ways to assess the accuracy of our parameter estimates. Firstly, FALCON
can generate a new set of target node values with the same structure and statistical properties
as the original experimental data, a process known as re-sampling. By repeatedly comparing
the parameter estimates obtained by re-optimizing the model on this new dataset with the
original estimates, a measure of the confidence in our estimates can be produced. While this
process can be imperfect due to the inherent technical error on the value of the measurements
and our assumptions about the distribution of this error, it is nevertheless the only way to
mimic the acquisition of new data, a process which can be expensive, time consuming, or
could not be feasible at all depending the nature of the biological system under study (for
example, clinical biopsies). A possible extension of this method would be to combine the
new synthetic data with the existing one, an iterative process known as data augmentation
(Van Dyk & Meng, 2001). Such a process, common in the fields of image recognition and
speech analysis, enables to train large models with limited quantities of data and has recently
been applied to time-series prediction and phylogenetic analyses (Le Guennec et al., 2016;
Rodrigue & Aris-Brosou, 2011). Secondly, we implemented a flexible framework to perform
bootstrapping analyses. Bootstrapping is the process in which a new dataset is produced
by resampling from the original dataset, with replacement. Such modified dataset contains
only measures that were present in the original dataset, but however gives a larger relative
importance to some of the measurements and cancels others. Bootstrapped analyses are a
way to control for the design of the biological experiment, i.e. to assess to what extent do
the inferred parameter values depend on the presence or absence of a particular experimental
condition or set of measured proteins. A third method, not implemented during this doctoral
thesis, might be to use stochastic gradient descent (for example Metropolis-coupled Gibbs
sampler) to infer the parameter estimates. By carefully designing the parameter learning
procedure as a probabilistic process, the posterior distributions of the parameter estimates
can be retrieved directly and used for statistical testing. However, such procedures generally
necessitate large computational resources to generate the Markov Chains to sample from, and
might be overly dependent on the specifications of the prior distributions, therefore needing

larger quantities of data for training.

We tested FALCON on a series of different models, aiming at reproducing previous predictions
generated using a PBN framework. In all cases, we determined that the results of FALCON
were equivalent to the PBN estimates, with a gain of speed of several orders of magnitude.
Specifically, we were able to generate the same predictions as optPBN (Trairatphisan et al.,
2016) on a small model of deregulated PDGF signaling is gastro-intestinal cancer, given either
the presence or absence of a specific mutation in the receptor, and the concentration of two
inhibitory drugs. Based on the proteomic profiles upon single perturbations (either mutated

receptor or drug), FALCON was able to successfully predict the activity of different molecules
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in the signaling pathway when both perturbations are present at the same time. During this
experiment, we also compared the speed of our computations with another software named
CellNetOptR and we determined that FALCON is more than 40 times faster.

FALCON was designed with practicality in mind, and for this reason several types of input
formats are accepted. As Excel is one of the most-used software for handling data structures,
both the network topology information and the experimental measurements can be presented
in the .xls or .xlsx format. Nevertheless, FALCON also accepts flat files with the .txt and the
.csv extensions, as well as the .sif format for networks, which is the standard for several network
analysis software, notably Cytoscape. One drawback of the toolbox is the lack of support of
the SBML format, which is used for many types of modeling formalisms and software in
the biological modeling community. Also, the use of FALCON requires the access to the
proprietary Matlab software, which might represent an obstacle for some researchers. For this
reason, we are in the process of implementing the FALCON toolbox as a Python package. To
have a Python version available will increase the usability of the results of this research on

multiple platforms and the availability of this tool to more researchers.

The interest in the analysis of regulatory systems consists not only in the fitting of a specific
model on specific data, but in the understanding of the global functional specificities of the
system as a whole. Indeed, most often regulatory systems are investigated for the express
reason that we want to control the system in a particular way, i.e. transfer the system from
one state representing an unfavorable configuration to another, more favorable one, for exam-
ple from disease to health. In order to identify new control points for the regulatory system
being studied, the characteristics of the inferred model need to be investigated systematically.
These control points might represent new targets for the design of anti-cancer therapies. We
implemented global parameter sensitivity analysis in FALCON, in order to assess the identifia-
bility of the parameters in the models. Indeed, in large networks, the interplay of the different
parts of the network results in an apparent redundancy, i.e. a situation where the same set
of functional behaviors can be simulated with different parametrizations. In such a case, the
actual value of the model parameters is not knowable unless we make additional assumptions
for the model or collect additional data. By systematically testing the ability of the network
to reproduce the entire series of functional information contained in the dataset, but with
slight perturbations of one parameter at at time around its optimal value, it is possible to
detect which parts of the model are the least constrained by the data. Such information, in
turn, could be useful when designing experimental setups or when merging different datasets

together.

Furthermore, the nature of the chemotherapeutic agents often dictates which type of biological
target can be efficiently altered in clinical practice. For example, transcription factors have
long been considered 'undruggable’, with the exception of ligand-inducible nuclear receptors,
because of the lack of existing mechanisms by which we could control them. In contrast, most

current targeted therapies target receptors expressed at the surface of the cells, for example
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with monoclonal antibodies, or are directed towards kinases in the cytoplasm, with small-
molecule inhibitors. These agents can act either by blocking the target completely by limiting
its ability to become activated by a certain molecule, by binding in an inhibitory pocket, or
by blocking the target’s interaction with its own target molecules. In order to search for such
nodes in the network, we implemented a pipeline to perform in silico knock-outs, which can
be either at the level of individual nodes or individual interactions, and assess the ability of
the resulting network to maintain its functions. The resulting profiles highlight the nodes and
interactions for which a chemical intervention is predicted to have the most profound effect,
as well as the ones where efficient blocking or inhibition does not in itself lead to a change in

the functionality of the regulatory network.

One clear drawback of the mathematical framework used here is its inherent limitation to the
study of systems at steady-state. It could be argued that living systems, being continuously
metabolically active, only reach a steady-state when they die (or not even then). Although the
Bayesian Networks we use are Dynamic, the strict updating scheme used forces all interactions
to occur at the same frequency. In our framework, the rates of the reactions and the relative
rarity of the events are represented by the probabilistic weights of the interactions, in such
a way that the set of states traversed by the model before reaching its steady-state might
not represent the real system, as the different processes taking place in living systems occur
across widely varying time-scales. For example, significant changes occur over milliseconds
for concentrations of certain ions, over seconds to minutes for signaling pathways, and over
hours for gene expression levels. Therefore, the progression of these different processes in
living cells can be better viewed as series of rapid changes followed by periods of relative
stability. The assumption of modeling frameworks like ours, which perform the comparison
between biological data and networks at the steady-state, is that at the time of measurements,
the fast-acting regulatory subsystems, which are represented in the model, have reached an
equilibrium in their activation levels while the influence of the slower-acting subsystems, which
are not represented in the model, is not yet relevant. In the case of the investigation of cancer
signaling pathways, the assumption is that upon receptor activation by a ligand or kinase
blocking by a small-molecule inhibitor, the various signaling pathways reach an equilibrium
before gene expression changes leads to down-regulation of the constituents of the signaling
pathway, by either modifying the expression level of the targets themselves, or their inhibitors
or activators. Ideally, a framework could be designed in which the different interactions of the
DBN occur at different frequencies, thereby mimicking the dynamic behavior of real biological
systems and allowing the study of their dynamical behavior. An example of such framework is
logical ODE modeling, available in the software package CNetOptR. However, such modeling
framework requires at least one additional parameter per interaction, and might therefore
result in increased computational time. Also, the availability of high-quality time-resolved
phosphoproteomics datasets is very limited, as such data is difficult and costly to produce.

Thus, these additional temporal parameters might be unidentifiable and not result in increased
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accuracy of the predictions or usability of the models to investigate new clinical therapies. Such

improvements therefore fall outside of the scope of the present work.

Finally, the performance of the DBN framework for the modeling of regulatory systems is
extremely dependent on the quality of the topological information. This information is usually
retrieved from databases, and is aggregated and curated in light of the current knowledge to
produce the networks used for modeling. However, this knowledge is necessarly inaccurate and
partial, in the sense that it is unlikely that the final network comprises all the interactions that
are relevant in a certain context, and none of the ones that are irrelevant. This dependency is
an inherent disadvantage of network-based approaches, and could be mitigated with techniques
to optimize the structure of a regulatory network and contextualize its characteristics at the
same time. While such optimization can be achieved in some cases with regularization, this
technique is only able to remove unnecessary parametrizations from the optimization problem
in light of the data, but not to achieve the full scope of topological modifications that could
be achieved with, for example, a topological search with a genetic algorithm. Nevertheless,
while the high dependency on prior knowledge networks exists, its effects on the quality of
the modeling results can be controlled by carefully choosing of the studied system and the

research question.

6.1.2 Regularization for model selection

All models are an imperfect representation of the underlying system. However, the goal of
modeling is usually not to have the best possible virtual representation of reality but to be
able to answer a finite set of research questions. Both the knowledge used to construct the
model structure and the measurements used to contextualize it contain an unknown quantity
of error. Therefore, to be useful, a model must be of a certain size, which is dependent
on the quantity and quality of the data available for its parametrization. For this reason,
regularization is often used in statistical modeling to limit the number of features of interest
and their weights in the final model, with the explicit goal to reduce overfitting, i.e. increase the
robustness and the accuracy of the predictions. However, the most used forms of regularization
(the L1 norm, the L2 norm, and their combination) are not immediately applicable in the
probabilistic context of DBNs. We implemented a partial-norm regularization, which penalizes
the multiplicity of parent nodes for all nodes of the network. We designed an analysis pipeline
in which the same prior-knowledge DBN is iteratively contextualized on the same dataset with
various regularization strengths. We observed that such screening identifies the critical values
of the regularization strength where the parametrization changes, and by using measures
of model size adequacy like the Bayesian Information Criterion, we are able to retrieve a
configuration of the DBN which minimizes simultaneously its error and its size. By applying
such analytic method on DBN models of signaling pathways, it becomes possible to prune out
the interactions that are probably not relevant in the context in which the measurements were

taken.
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Furthermore, regularization of an optimization problem can be used to incorporate additional
assumptions about the underlying system. For example, one frequent research question is
the identification of significative differences between different biological contexts, for example
different cell lines or patients. We implemented a form of group-wise parameter regularization
in FALCON;, in the form of a penalty proportional to the L1 norm of the differences between
parameter values within the same group of parameters. We designed an analysis pipeline
in which a background DBN model is contextualized for multiple cell lines in parallel, as
part of the same optimization problem. To identify interactions which might be differentially
parametrized between the cell lines, we group the network parameters across the contexts
and apply group-wise regularization. We observed that, as in the case with partial norm
regularization, such screening identifies the critical values of the regularization strength where
the configuration of the parameters within one group, representing the same interaction for
different cell lines, changes. As regularization strength increases, the parts of the network
for which the differences between the parameter values is small become more homogeneous
unless this difference is well supported by the data. By applying this strategy on drug screens
performed on multiple cell lines, it becomes possible to assess which interactions are probably

the most differentially active between the different cell lines.

However, the implicit assumption of the latter regularization scheme is that within the set of
cell lines, each interaction in the regulatory network is either similar for all cell lines, or that
the differences between the parameter values are randomly distributed. However, the genetic
insults giving rise to cancer induce perturbations in molecular interactions which are likely to
occur in discrete steps. Indeed, driver mutations often result in the complete loss of the function
of a certain protein, for example p53, or a certain level of constitutive enzymatic activity, for
example the common mutations of genes of the RAS family. Therefore, we implemented
a regularization scheme in FALCON which favors the formation of an unknown number of
clusters within each group of parameters in the parameter space. We accomplished this by
computing a measure of the difference between the observed local densities of the parameters
and their expected densities under the assumption of a uniform distribution. In practice, when
applied to a DBN model in the form of a penalty in the objective function, this uniformity-
based procedure encourages the smoothing of group-wise differences in parametrization of
the model. We applied FALCON to a DBN model of the signaling of colorectal cancer and
phosphoproteomic measurements across the signaling pathways for 14 cell lines, both published
in Eduati et al. (2017). We observed that our final, regularized model groups the parameters
to a single value for most interactions, but points to the heterogeneity of the interaction’s
strength in other cases. Some of these interactions were related to the regulation of the Akt-
PI3K pathway, and were correlated to the cell lines sensitivities to a series of inhibitors of the
MAPK pathway. These results indicate that the assumption that the group-wise differences in
parametrization are mostly due to noise and can be smoothed out unless they are supported
by the data, helps in reducing the size of the model several-fold and in detecting the parts of

the model that are the most critical in reproducing the differences in the functional behavior
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of different cell lines. These differences, in turn, might reflect important features associated

with the specific pathway configuration, for example drug sensitivity.

We evaluated this new uniformity-based regularization scheme against the k-means algorithm,
a standard method for cluster inference, as well as with two other methods for assessing the
uniform spread of the parameters in the parameter space. We concluded that the compu-
tational cost associated with our method was negligible in comparison with other methods.
Importantly, we also concluded that this cost would scale linearly with the number of di-
mension tested, while it would grow faster with the other methods. For example, while the
time-complexity of the k-means algorithm is known to be O(n?), our algorithm most probably
has a complexity of O(n), as long as we keep the dimensions independent (i.e. the parameter
space has a number of dimensions equal to the number of parameters and all dimensions are

orthogonal to all others).

Critically, the structure of the groupings induced by the use of regularization is highly depen-
dent on the quality of the data used for contextualizing the models, as well as on the accuracy
of the prior topological information. Therefore, a possible extension of the current framework
is the assessment of the robustness of these grouping in the light of slightly different data, for
example by using bootstrapping. Alternatively, perturbed data (data to which a subjective
amount of error is added artificially) could be used for the same goal. Such an assessment

would allow to provide statistical estimates of the reliability of the groupings.

There are different ways in which regularization could be incorporated in the objective func-
tion of a contextualization algorithm within a network model of cancer signaling pathways.
For example, our computations of uniformity-based and group-wise penalties operate across
all parameter groups independently. However, regulatory pathways can display a level of
structure in which molecular interactions are organized by motifs. Incorporating multiple pa-
rameters into the same penalty function, in such a way that multiple pathway-level differences
in parametrizations can either compensate or reinforce each other, might help in individualiz-

ing the most significant differences between functionally diverging cell lines or patient profiles.

Similarly, in our framework the steady-state DBN models represent the biological system in
a state of quasi-equilibrium. Therefore, time-resolved models can only be constructed by
assuming a succession of quasi-equilibria at which time the measurements were made, fitting
an independent model for each timepoint. This procedure of stacking models through time
is not ideal, as it wrongly assumes time-independence of the model parameters. We can
probably safely assume that as regulatory systems are stable and maintain homeostasis in
general, in most stable systems the majority of parameters will remain constant through time
or change only slowly. We implemented a regularization scheme in which we penalized the
same DBN model for different timepoints while incorporating a penalty proportional to the
sum of the differences in parametrization between successive time-points. When applied to the

modeling of cancer signaling pathways, the goal of this procedure is to smooth out the small
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differences in parametrization between DBN models of successive quasi-equilibria, in order to
help individualizing the most crucial changes, i.e. the timepoints at which significant pathway
re-wiring occurs as a consequence of secondary regulatory effects, like long-term changes in
the expression level of a compensatory mutation or the acquisition of a secondary mutation in

a cell population.

6.1.3 Using multi-dimensional regularization to infer cell line-specific inter-

actions

While the clinical response rates for targeted small-molecule kinase inhibitors is typically high,
the high relapse rates point to unknown defense mechanisms against cell death that render
many cancer types resistant to current therapeutic regimes. One example of this situation is
BRAF-mutated melanoma, representing more than 50% of diagnosed metastatic melanoma
cases and for which multiple mechanisms have been proposed leading to intrinsic or acquired
resistance against BRAF-inhibitors. Similarly, while TRAIL, and in general TRAIL receptor
agonists have been investigated as potential cancer agents for decades, they generally failed
during clinical trials due to the high levels of acquired resistance observed in cancer cells.
Overall, the clinical needs of many cancer patients are not met yet, but increasing knowledge
of the potential resistance mechanisms points to possible future therapies and stratification

strategies based on the adaptation and combination of several targeted therapeutics.

We adapted a subpopulation of A375 melanoma to low concentrations of 1ZI1551, a new
multimeric TRAIL receptor agonist. We observed that while in the naive A375 cells, apoptotic
cell death could be efficiently triggered by larger doses of 1Z11551, the conditioned cells were
largely resistant. We compared the proteomic profiles of the parental and adapted cell lines
and modeled the differential configurations of the regulatory network, including the main
components of the apoptotic and MAPK signaling pathways. We applied a sophisticated
regularization scheme, comprised of dual penalization of the model size across the dimensions of
the individual interactions and the group-wise differences between both cell lines. By screening
an array of regularization strengths, we individualize one configuration of the model in which
the goodness-of-fit of the overall model is balanced with its size, according to the Bayesian
Information Criterion. Analysis of this regularized model revealed that a subset of reactions,
mainly linked to NFxB and anti-apoptotic signaling, were strongly up-regulated in conditioned
1Z11551-resistant cells, whereas the pro-apoptotic signaling seemed up-regulated in the parental
cell line. The model predicted inhibition of NFxB via IkBSR expression to partially and XIAP
knockout to fully re-sensitize the conditioned cells to IZ11551. These predictions were validated
in vitro, not only in the A375 cell line used for model parameterization, but also in Malme3M,

a different BRAF-mutated cell line.

Our results show that DBN modeling, combined with the regularization strategy used, accu-

rately predicted XIAP to be the key player in conferring TRAIL resistance in BRAF-mutated
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melanoma cell lines. Our study also shows that this resistance mechanism is conserved between
A375 and Malme3M cells. If the correlation between elevated XTAP expression and intrinsic
TRAIL resistance in melanoma cells is revealed to be valid across a wider panel of cell lines
and patient-derived material, this would indicate that XIAP may serve as a biomarker for
TRAIL responsiveness in patients diagnosed with melanoma. The success of our strategy to
identify the main control points in a small DBN model of signaling pathways indicates that
such an approach might play a larger role in the future, notably in the use of large drug
screens to investigate resistance mechanisms in cancer. Potentially, integration of the above-
mentioned regularization schemes (across time or across large sets of cell lines) within the
existing regularization analysis pipeline could unveil more details about the particular resis-
tance and adaptation strategies of cancer cells to therapeutic agents, therefore revealing for

each patients subset the best treatment options.

6.2 Perspectives

In this work, a tool for the modeling of signaling pathways is designed and applied to the
simulation of perturbed regulatory networks in cancer. In the future, such modeling approaches
are likely to have a growing impact on the design of new therapies. As such, logical modeling,
and in particular DBN modeling will likely find their best application in the explorative, large-
scale modeling of regulatory systems, at the cellular or tissular levels, while more detailed
modeling techniques, like ODE systems, might be preferred either for the detailed modeling
of the mechanism of action of drugs in smaller, highly-parametrized systems, or for inherently

dynamic processes, like pharmacodynamic whole-body models for example.

In particular, FALCON could be applied to multi-pathway cancer models parametrized with
patient-specific data. High-throughput measurements could be obtained from sets of patient-
derived material or cultured spheroids, and inform caretakers about the specific pathways
active in the patients cancer cells. Such information could help prioritize the personal combi-
nation therapies which have the highest likelihood of generating a long-term complete response
in the patients. In this context, the use of regularized objective functions, taking into account
the inaccuracy of the prior-knowledge DBN, the technical error in the measurements, and the
distribution of the model parameters amongst the diagnosed patients, should play a determi-

nant role in ensuring the success of such personalized cancer treatments.
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