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Abstract. Software Product Line Engineering (SPLE) is an emerging paradigm
taking momentum that proposes to address flexibility and shorter time-to-market
by maximizing software reuse. The key characteristic of SPLE is the effective
modelling and management of variability, for which a number of Variability Mod-
eling (VM) techniques have been developed during the last two decades. There-
fore, understanding their commonalities and differences is important for selecting
the most suitable technique. In this paper, we propose a metamodel-based classi-
fication of VM techniques gathered through a survey of relevant literature.

Keywords: Variability Modeling Approaches, Model-Driven Engineering, Sur-
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1 Introduction

Constant market evolution triggered an exponential growth in the complexity and vari-
ability of modern software solutions. It is frequently the case that software develop-
ment is actually a redevelopment process, with many products being partially built be-
fore. Software Product Lines (SPL), or software families, are rapidly emerging as an
important and viable software development paradigm designed to handle such issues
[34]. Use of SPL approaches has allowed renowned companies like Hewlett-Packard,
Nokia or Motorola to achieve considerable quantitative and qualitative gains in terms
of productivity, time to market and customer satisfaction [1]. Their increasing success
relies on the capacity to offer software suppliers/vendors ways to exploit the existing
commonalities in their software products. SPL engineering focuses on capturing the
commonality and variability between several software products [12]. This new con-
cept started to draw the attention of the software community when software began to be
massively integrated into hardware product families, with cellular phones [28] probably
being the most well known example. More generally, automotive systems, aerospace or
telecommunications are some of the areas targeted by SPL research.
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Variability is seen as the key feature that distinguishes SPL engineering from other
software development approaches [9]. In common language use, the term variability
refers to ”the ability or the tendency to change”. It is a central concern in SPL develop-
ment [19] and covers the entire development life cycle, from requirements elicitation to
product testing. When talking about SPL variability, two concepts immediately stand
out [23]: commonalities (assumptions true for each family member) and variabilities
(assumptions about how individual family members differ). Variability management is
thus growingly seen as being complex process that requires increased attention.

A traditional way used by scientists to master the increasing complexity and vari-
ability of real-world phenomena is to resort to modelling. In software engineering, mod-
els allow to express both problems and solutions at a higher abstraction level than code
[24]. Model Driven Engineering (MDE) treats models as first-class elements for ap-
plication development. The goal of MDE is to reduce design complexity and make
software engineering more efficient by shifting the focus from implementation to mod-
elling. Models are created based on concepts defined in a meta-model, which defines
the concepts, relationships and (static) semantics of a domain. The relation between a
model and its meta-model is defined as a conformity relation.

In recent years, several variability modelling techniques have been developed, aim-
ing to explicitly and effectively represent SPL variability. The existing differences be-
tween them render each method unique, suitable for a particular domain and in a spe-
cific context. Hence the question of which approach is the most suitable with respect
to a particular context? is of great interest to SPL engineers. There is a stringent need
to extract, synthesize and analyse in a critical manner the research literature on SPL
variability modelling. A review of all contributions related to this topic, outlining the
individual characteristics of each method and possibilities of improvement, can facili-
tate and guide SPL engineers in the selection of a particular technique suitable for their
specific development context. Furthermore, such a comparative analysis can provide
practitioners with a qualified portfolio of available techniques and therefore play an im-
portant role in the transfer of knowledge from research to industry. In this context, this
paper addresses the following research questions:

– RQ1. How can variability be modelled in SPLs?
– RQ2. How can existing techniques be classified?

In this paper, we argue that VM techniques can be classified according to how vari-
ability is handled at the meta-model and model levels. These two levels refer to both
the product line artifacts and the product line variability. After having surveyed the rel-
evant literature, we provide a classification framework that applies this two-level anal-
ysis to sort the VM techniques discussed, and highlight the fundamental differences
between them in the way they capture variability. This classification provides a better
understanding of these approaches and helps the engineers find the appropriate VM
technique.

The remainder of this paper is structured as follows: Section 2 details how the survey
of existing VM approaches was carried out. Section 3 presents our classification of VM
approaches and briefly discusses them. Section 4 outlines some relevant related work
while Section 5 concludes the paper.
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2 Survey Protocol

With variability modelling being a major concern in SPL engineering, a plethora of
methods have been developed by research and industry. So, in order to answer our first
research question, a valid selection of relevant work on SPL variability modelling must
first be performed. In this section we briefly explain the selection process followed to
identify relevant contributions in the field.

The search process was performed in three steps. First, a thorough on-line research
of relevant papers was performed using the Google search engine, using search strings
based on the main concepts of the topic investigated. The search area was enlarged
by using synonyms or other terms directly related to the topic of SPL variability as
search strings. Similar searches were repeated on the main digital sources of research
literature: ACM Digital Library, Lecture Notes in Computer Science, SpringerLink,
SCOPUS (Elsevier), Web of Knowledge (ISI), IEEE Xplore, IEEE Computer Society
Digital Library and ScienceDirect. In a second step, we performed a manual search in
specific conference proceedings known to be classical venues of publication for SPL
research: Software Product Line Conference (SPLC) and Product Family Engineer-
ing (PFE) conferences, Variability Modelling of Software-Intensive Systems (VaMoS)
workshop. Finally, we also analysed other research projects addressing SPL engineer-
ing and variability to see which papers they considered relevant. The result of the search
process produced a list of 236 papers.

Separately, we analysed the research literature for other surveys addressing the
topic of SPL variability. Twelve papers were found: [10, 40, 32, 7, 16, 15, 20, 3, 26, 43,
33, 44]. For each of them, we extracted the list of referenced papers and regrouped them
in a unique list, containing all papers cited in at least 2 surveys. Each paper on this list
was assigned a value representing the number of surveys it appeared in. Based on this
criteria, the list was ordered, resulting in a total of 55 papers. This selection criterion is
relevant as it regroups the knowledge and expertise of other authors from SPLE.

The final list of papers to be analysed was obtained by comparing the previous
two results. We identified 38 papers common to both lists. To obtain the final result,
containing 20 papers, we also took into account the specific classification criteria we
propose and discuss later on in this paper, and mapped them on the list of 38 papers.

3 Classification of Variability Modeling Methods

As variability is extensively used in SPL engineering, variability-related concepts can
be gathered in a separate, dedicated language. In MDE, the structure of a domain is
explicitly captured in a meta-model. Working at the level of models and meta-models
makes it possible to analyse and classify SPL variability modelling methods at a high
level of abstraction and objectiveness, and to extract general observations valid for an
entire class of variability modelling approaches. We identify and analyse the central
concepts used by a wide variety of VM techniques and show how they relate to each
other. The analysis is performed at two levels: meta-model and model.

SPLs are usually characterized by two distinct concepts: a set of core assets or
reusable components used for the development of new products (assets model); a means
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to represent the commonality and variability between SPL members (variability model).
Our classification is based on these two concepts. A thorough analysis of the research
literature revealed two major directions in SPL variability modelling:

– Methods that use a single (unique) model to represent the SPL assets and the
SPL variability:
A. Annotate a base model by means of extensions: [11, 18, 35, 45]
B. Combine a general, reusable variability meta-model with different domain meta-

models: [31]
– Methods that distinguish and keep separate the assets model from the variabil-

ity model:
A. Connect Feature Diagrams to model fragments: [36, 13, 27, 2]
B. Orthogonal Variability Modelling: [38, 30]
C. ConIPF Variability Modeling Framework (COVAMOF): [42, 41]
D. Decision model-based approaches: [14, 29, 17, 39, 4]
E. Relate a common variability language with different base languages: [22]

In this classification, the terms assets meta-model (AMM) and assets model (AM)
cover a broad spectrum, depending on the point of view of the different authors. They
are further refined for each particular class of methods. Table 1 summarizes the pro-
posed classification and the newly introduced concepts. It briefly describes what hap-
pens at meta-model and model level for the identified classes of variability modelling
techniques. The papers cited here are analysed in more detail in the following.

3.1 Single model to describe the product line assets and the product line
variability

This category contains techniques that extend a language or a general purpose meta-
model with specific concepts that allow designers to describe variability. Their core
characteristic is the mix of variability and PL assets concepts into a unique model.
Concepts regarding variability and those describing the assets model are combined into
a new language, that may either have a new, mixed syntax, or one based on that of
the base model extended by the syntax of the variability language. This applies at both
meta-model and model level. We further distinguish:

A. Annotate a base model by means of extensions [11, 45, 18, 35]: standard lan-
guages are not created to explicitly represent all types of variability. Therefore, SPL
models are frequently expressed by extending or annotating such standard languages
(models). The annotated models are unions of all specific models in a model family
and contain all necessary variability concepts. Regarding our classification, we distin-
guish at meta-model level an assets meta-model enhanced with variability concepts
(AMM+V).In this case, the term ”assets meta-model” (AMM) refers to a base or a do-
main meta-model (meta-model of standard language used, eg. UML). Then, at model
level, product line models (PLM) can be derived. They conform to the AMM+V de-
fined at meta-model level. Typical examples from this category are methods that extend
UML with profiles and stereotypes: [11, 18, 35, 45].

B. Combine a general, reusable variability meta-model with different domain meta-
models [31, 37]: this approach addresses in particular the meta-model level, where a
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Technique Name Meta-model level Model level
1. Unique model (combined) for 
product line assets and PL variability
Annotating the base model by means of 
extensions

AMM+V PLM
(conform to AMM+V)

Combine a general, reusable variability meta-
model with base meta-models

AMM VMM
PLM

(confirm to AMM+V)          \          /
  AMM+V

2. Separate (distinct) assets model 
and variability model
Connect Feature Diagrams to model fragments AMM VMM AM VM (FDM)
Orthogonal Variability Modelling (OVM) AMM VMM AM VM (OVM)
ConIPF Variability Modelling Framework 
(COVAMOF)

AMM VMM
(CVV)

AM VM (CVV)

Decision model based approaches AMM VMM
(DMM)

AM VM(DM)

Combine a common variability language with 
different base modelling languages

AMM VMM
(CVL)

AM VM (CVL)

Notation used:
  
    AMM – assets meta-model                                     AM – assets model
    VMM – variability meta-model                             VM – variability model
    AMM+V – assets meta model with variability     PLM – product line model
    CVL – common variability language                     FDM – feature diagram model
    DMM – decision meta-model                                  DM -  decision model
    CVV – ConIPF variability view

Fig. 1. Classification of variability modelling techniques - meta-model and model level
two-step process is applied. Initially, two separate meta-models are created: an assets
meta-model and a general, reusable variability meta-model. In a second step, they are
combined, resulting in a unique assets meta-model extended with variability concepts.
In this case, the term AMM denotes a domain meta-model (meta-model of domains
specific language used for modelling). As for the previous category, at model level,
PL models can be derived. A representative approach from this category comes from
Morin et al. [31]. They propose a reusable variability meta-model describing variability
concepts and their relations independently from any domain meta-model. Using Aspect-
Oriented Modelling (AOM) techniques, variability can be woven into a given base meta-
model, allowing its integration in a semi-automatic way into a wide range of meta-
models.

3.2 Separate the assets model from the variability model

Techniques in this category have separate representations for the variability and the as-
sets model. Elements from the variability model relate to assets model elements either
by referencing or by other techniques. The key characteristic of such methods is the
clear separation of concerns, which applies at both meta-model and model level. Some
advantages of such approaches are: each asset model may have more than one variabil-
ity model; designers can focus on modelling the SPL core assets and address the SPL
variability separately; possibility for a standardized variability model. We further iden-
tify five sub-categories of methods pertaining to this category. The essential difference
between all these sub-categories is the different type of variability model (meta-model)
each one uses.
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A. Connect Feature Diagrams to model fragments [36, 13, 27, 2]: Feature Diagrams
(FD) [25] are the most popular VM technique in the SPL community. They organise
features hierarchically in a tree-like structure where variability is defined via operators
(or, xor, and) applied on child features. They also allow to model additional relations
(mutual exclusion or dependence) via cross-tree constraints and have been subject to
formalisation [5] and automated analyses [8]. Yet, how we associate model fragments
to features is an emerging research direction. Different model fragment types can be
associated to features. In this context, the feature diagram defines the PL variability,
with each feature having an associated implementation. Concerning our classification,
we notice a clear distinction between assets and variability related concepts at meta-
model level. This situation extends to model level: separate assets and variability models
exist. For this category, the assets model consists of a set of software artefact/asset
fragments. The particular variability model used is a Feature Diagram.

B. Orthogonal Variability Modelling [38, 30]: as for all approaches in this category,
the assets model and the variability model are distinct. The differentiating factor is
the type of variability model used: an orthogonal variability model (OVM). There is
also a difference regarding the assets model, which in this case is a compact software
development artefact and no longer a set of model fragments. The variability model
relates to different parts of the assets model using artefact dependencies. Pohl et al. [38]
proposed the OVM concept, defined as: a model that defines the variability of a SPL
separately and then relates it to other development artefacts like use case, component
and test models. OVM provides a view on variability across all development artefacts.
A slightly different OVM proposal comes from Metzger et al. [30].

C. ConIPF Variability Modeling Framework (COVAMOF) [42, 41]: this category
contains the COVAMOF method proposed by Sinnema et al. Concerning our classifica-
tion, we identify, at the meta-model level, separate variability and assets meta-models.
This reflects also at model level, where a separate variability model, called COVAMOF
Variability View (CVV), and an assets model can be distinguished. Sinnema et al. iden-
tify four requirements they considered essential for a variability modelling technique:
uniform and first class representation of variation points at all abstraction levels; hierar-
chical organization of variability representation; first-class representation of dependen-
cies; explicit modelling of interactions between dependencies. An analysis of existing
variability approaches performed by Sinnema et al. revealed that none supported all
four criteria. As a result they propose COVAMOF, an approach designed to uniformly
model variability in all abstraction layers of a SPL.

D. Decision model based approaches: this class of approaches differs by using deci-
sion models as variability model. Decision-oriented approaches were designed to guide
the product derivation process based on decision models. For Bayer et al. it is a model
that ”captures variability in a product line in terms of open decisions and possible reso-
lutions” [6]. A decision model is basically a table where each row represents a decision
and each column a property of a decision. The most well-known approach in this cate-
gory is DOPLER [14]. It was designed to support the modelling of both problem space
variability (stakeholder needs) using decision models, and solution space variability (ar-
chitecture and components of technical solution) using asset models and also to assure
traceability between them.

28



7

E. Relate a common variability language with different base languages [22]: meth-
ods belonging to this category propose a generic variability language which can relate to
different base models, extending them with variability. Regarding our classification, at
meta-model level there is a separate generic variability meta-model and an assets meta-
model (AMM). The AMM is actually the meta-model of the base language on which
the common variability language is applied. At model level, elements of the variabil-
ity model relate to assets model elements by referencing and using substitutions. A
representative approach in this category is the Common Variability Language (CVL)
proposed by Haugen et al. [22].

4 Related Work

We identified several other surveys and studies that address to some extent the subject
of product line variability modelling. In this section, the most relevant proposals are
briefly analysed and compared to our work.

In [10] Chen et al. present the findings of their systematic literature review of papers
on variability management in SPL engineering. The focus of the paper seems to be
more to reveal the chronological background of various approaches and the history of
variability management research rather than to classify the actual methods. Out paper
differs significantly from the one of Chen et al. in this aspect, as our goal is not to detail
the individual steps of a systematic review, but to focus on the actual classification
of methods. In the conclusion of their paper, Chen et al. state that one of the aspects
that needs immediate attention from SPL researchers and practitioners is to provide a
classification of the different variability modelling approaches. This point summarizes
precisely the contribution and focus of our work.

In [32] Mujtaba et al. use a systematic method to develop a SPL variability map
and classify relevant literature accordingly. The main contributions of their work are:
identification of emphasized and neglected SPL research areas, classification of contri-
butions made by different approaches, providing an example of how to adapt systematic
mapping studies to software engineering. They focus mostly on presenting the research
methodology used. In contrast, our contribution is of a more practical nature: intro-
duce general concepts regarding SPL variability and classify how exactly each of them
captures variability.

In the technical report [44] Trigaux et al. present and compare different notations
for modelling SPL variability: feature modelling, use cases, class diagrams. The crite-
ria used for comparison are: representation of common and variable parts, distinction
between types of variability, representation of dependencies between variable parts,
support for model evolution, understandability and graphical representation. In our pa-
per we cover a much broader spectrum of approaches and also classify them according
to a model driven framework.

Another technical report that discusses SPL variability is [3]. Asikainen identifies
the concepts suitable for modelling configurable SPLs, what is their semantics and what
kind of language or modelling method can support these concepts. The core part of
their discussion on previous existing literature consists of an analysis and comparison
of methods for modelling variability. The evaluated methods fall in three categories:
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feature-based, architecture-based and other methods. Compared to their work, we pro-
vide a clear classification of the methods studied from a model-driven perspective and
point out the particular ways in which they express variability.

In [21] Haugen et al. introduce a reference model used for comparing system family
modelling approaches. The proposed reference model is based on the distinction be-
tween the generic sphere (feature models, product line models) and the specific sphere
(feature selection, product model). The authors identify three major approaches for
modelling system families: using standard languages, annotating a general language,
using dedicated domain-specific languages. Although some of the methods presented
overlap in some way with methods we present in our paper, we use a different set of
criteria for classifying variability modelling approaches.

In [43] Svahnberg et al. discuss the factors that need to be considered when select-
ing an appropriate technique for implementing variability. This paper focuses on how
to implement variability in architecture and implementation artefacts, like the software
architecture design and the components and classes of a software system. Their main
contribution is to provide a taxonomy of techniques that can be used to implement
variability. Svahnbeg et al. focus on discussing the actual implementation of variabil-
ity, mostly at code level, while we discuss variability modelling at the higher level of
abstraction of languages and models.

5 Conclusion

Initiated more than two decades ago and developed by an active research community,
variability modelling became the key concern in SPL engineering and important re-
search topic in software engineering in general. Therefore, a lot of efforts of the SPL
community were in this direction. As a result, the number of variability modelling
approaches proposed by research or industry quickly increased. Such techniques are
needed in ever growing number of applications, from complex manufacturing activi-
ties to online configurators needed for e-commerce websites. Thus, it is of the utmost
importance to review VM techniques and to understand their fundamental character-
istics in order to choose the most appropriate one for a particular application context.
The classification provided in this paper is a first step in this direction, outlining major
trends in variability modelling and declining them at the metamodel and model levels.
Future work includes the evaluation of the surveyed approaches against a set of criteria
enabling a fine-grained comparison and giving practical insights to engineers who need
to ground their decisions. We also plan to apply the surveyed approaches on different
examples, which would a allow for a more pertinent comparison and also point out the
relative advantages and disadvantages of each individual approach.
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36. Perrouin, G., Klein, J., Guelfi, N., Jézéquel, J.M.: Reconciling automation and flexibility
in product derivation. In: SPLC ’08: Proceedings of the 2008 12th International Software
Product Line Conference. pp. 339–348. IEEE Computer Society, Washington, DC, USA
(2008)

37. Perrouin, G., Vanwormhoudt, G., Morin, B., Lahire, P., Barais, O., Jézéquel, J.M.: Weaving
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