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Abstract

This work explores the use of a forward-backward martingale method together
with a decoupling argument and entropic estimates between the conditional and
averaged measures to prove a strong averaging principle for stochastic differential
equations with order of convergence 1/2. We obtain explicit expressions for all the
constants involved. At the price of some extra assumptions on the time marginals
and an exponential bound in time, we loosen the usual boundedness and Lips-
chitz assumptions. We conclude with an application of our result to Temperature-
Accelerated Molecular Dynamics.

1 Introduction and notation

1.1 Motivation and main result

We are interested in stochastic differential equations of the form

dX; = e tox (X, Vy)dt + e V20 x (X, V)dBY, X = w0,
dY; = by (X4, Yy)dt + oy (V1)dBY, Yo =1yo

for some € > 0 and x¢g € R", yg € R™. The precise assumptions on the coeflicients
are stated in Assumption [[l and they essentially amount to bx being one-sided Lipschitz
outside a compact set, by being differentiable with bouded derivative, ox being bounded
and the process being elliptic.
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It is well known (see for example M]) that when all the coefficients and their first
derivatives are bounded, Y (which depends on €) can be approximated by a process Y’
on R™ in the sense that for all T' > 0 fixed

P(sup \Y}—?t]>5>—>0ass—>0.

0<t<T
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The process Y solves the SDE
dY; = by (Yy)dt + oy (Y1)dB}, Yo =1yo

with

b(y) = /n by (,y)p? (dz).

Here (luy)yE]Rm is a family of measures on R" such that for each y, p¥ is the unique
stationary measure of XY with

dXY = bx (XY, y)dt + ox (X!, y)dB;~.

The work [Liul(] replaces the boundedness assumption on bx and ox by a dissipativity
condition and shows the following rate of convergence of the time marginals:

sup E|Y; — Y| < Cel/?
0<t<T

for some constant C' independent of €.

In [LLO16] the author relax the growth conditions on the coefficients of the SDE and
show that when (X¢,Y;) is a reversible diffusion process with stationary measure p =
e V@Y dzdy such that for each y, a Poincaré inequality holds for e~V @¥)dz, then there
exists a constant C' independent of € such that

E sup |V; - Y;| < CeV/2
0<t<T

The present work extends the approach from |[LLO16] to the non-stationary case and
drops the boundedness assumption on by, oy commonly found in the averaging litera-
ture. The general setting and notation will be outlined in Section Section 2] presents
a forward-backward martingale argument under the assumption of a Poincaré inequality
for the regular conditional probability density p; of X; given Y; = y. By dropping the
stationarity assumption, we have to deal with the fact that p{ is no longer equal to Y
defined above. This is done in Section [3 by developing the relative entropy between pf
and pY along the trajectories of Y. Dropping the boundedness assumption on by forces
us to consider the mutual interaction between X; and Y;. In Section ] we address this
problem when the timescales of X and Y are sufficiently separated. The main theorem
is proven in Section [Bl Section [0 applies the theorem to a particular class of SDEs to
obtain sufficient conditions such that for any 7" > 0 and ¢ sufficiently small

E sup Y}—Yt‘ < Cel/?
0<t<T

where C' will be explicitly given in terms of the coefficients of the SDE and the Poincaré
constant for py.



1.2 Setting and notation

The results in sections 2 to 5 will be stated in the setting of an SDE on X' x )Y = R"” x R™
of the form

dXt = bX(Xt,Y;g)dt + O'X( )dBt s XO =X
dY; = by (X3, Vi)dt + oy (X4, V1)dB), Yo =y

where z € X =R", y € Y = R™, BX, BY are independent standard Brownian motions
on R™ and R™ respectively and by = (bég)@gn, by = (b§/)1§z‘§m, ox and oy are
continuous mappings from X x Y to X, Y, R™"™ and R™*™ respectively.

The matrices Ax = (a%(w,y))iﬁn and Ay = (ag(x,y))iﬂm are defined by
Ax(2,y) = sox(z,y)ox(z,y)", Ay (z,y) = gov(z,y)oy (z,y)"
and the infinitesimal generator L of (X,Y’) has a decomposition L = LX + LY such that

LXf = En:b O, [ + Z a2, 1,
i=1

731

LYf=>"t40, f+2a”8§m]
i=1 i,j=1
Lf = (L +1LY)f.

We will also make use of the square field operators I' and I'*, defined by

U(f.9) = $(L(fg) — gLf — fLg) = Y a0, fOr,g+ Y aidy,f0y9,
i,j=1 i,j=1
X(f,9) = 3(LX(fg) — gLX f = FLXg) = > a0, fu,9.
i,j=1

We denote pi(dx,dy) the marginal distribution of (X,Y") at time ¢, i.e. for ¢ € C°

Elp(X, Y3)] = /ny o(x,y)pt(dz, dy)

and we let p}(dx) be the regular conditional probability density of P(X; € dz|Y; = y).

If a measure u(dz, dy) is absolutely continuous with respect to Lebesgue measure we will
make a slight abuse of notation and denote u(z,y) its density.

We will also make use of a family of auxiliary processes (X y)yey defined by

dX} = bx(Xp,y)dt + ox (X4, y)dBi*, X§ ==



which we assume to be uniformly ergodic and we denote p¥ the unique stationary in-
variant measure of XV,

We will furthermore use another auxiliary process X solution to
dXy = bx (X, Yy)dt + ox (X, V)dB), Xo ==

where BX is an n-dimensional Brownian motion independent of BX and BY and we
denote p} the regular conditional probability density of P(X; € dz|Y; = y).

For the section on decoupling and the main theorem we need in addition to a separation
of timescales the following regularity conditions on the coefficients of (X,Y):

Assumption 1. Regularity of the coefficients:
e bx werifies a one-sided Lipschitz condition with constant kx and perturbation «:

(iEl - ,IQ)T(bX(,Il,y) - bX('I2ay)) S _’V”'X|x1 - '1:2|2 +a fOT all T1,T2 S Xay € y

e by has a bounded first derivative in x:
1 m
ky? 1= — > sup|Vabi (2,y)]* < o0
ML= ey

e Ax is nondegenerate uniformly with respect to (x,y), i.e. there exist two constants
0 < Ax < Ax < oo such that the following matriz inequalities hold (in the sense
of nonnegative definiteness):

Axld < Ax(z,y) < AxId

e oy is invertible and Ay is uniformly elliptic with respect to (z,y), i.e. there exists
a constant \y > 0 such that the following matriz inequality holds (in the sense of
nonnegative definiteness):

Ay Id < Ay (x,y)

Assumption 2. Regularity of the time marginals:
e There exists My such that for |z|? + |y|*> > Mo, r >0, a > 0
T T
Vo log pi(,y) @ + Vy log po(a,y) Ty < —r(|2f* + y)*>.

e The regular conditional probability densities p; of P(Xt € dzlY; = y) satisfy
Poincaré inequalities with constants cp(y) independent of e:

/ (f — BY()2 R < ep(y) / lox Vo f[2d7.

In order to characterise the separation of timescales, we introduce a parameter v defined
by
X%y

Axky?
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2 Approximation by conditional expectations

We will start with a Lemma for a form of the Lyons-Meyer-Zheng forward-backward
martingale decomposition.

Lemma 3 (Forward-backward martingale decomposition). For a diffusion process &
with generator Ly and square field operator T'y we have for f(s,-) € D(Ls + f/T_S) and
1<p<2

2

E sup ‘/Ot —(Ls + ET_S)f(s,fs)ds P < 3p’1(2Cp +1) (E /OT 2Ft(f)(§t)dt>p/

0<t<T

where Ly is the generator of the time-reversed process & = &p—y and C) is the constant
in the upper bound of the Burkholder-Davis-Gundy inequality for LP.

Proof. First, suppose that f(¢,x) is once differentiable in ¢ and twice differentiable in x
so that we can apply the It6 formula.

We express f(t,&) — f(0,&) in two different ways, using the fact that & = Er_y:
t
060 = £0.60) = [ 0.+ Lf(s.&)ds + My )
f(07§0) - f(t7§t) - (f(07gT) - f(T7 50)) - (f(t7§T—t) - f(T7 50))

T
_ / (=04 + Lo) (T — ,€,)ds + Ny — N,
T—t

t ~ ~ ~ ~
= /0 (_as + LTfs)f(Sa ngs)dS + M7y — Mp_4

¢
= [0+ Lo (s, 6)ds + Ny — Nty )
0
where M and M are martingales with

T
(M)p = /0 OT,()(s, €:)ds,

T R T
() = [ 2Dr ()T 5. 8)ds = [ 20u(7)(s8)ds = ().
0 0
Summing (1) and (2), we get
t
/0 ~(Ls + Lr—o)[(5,€) = My + Ny — Ny,

We have by the Burkholder-Davis-Gundy LP-inequality that
E sup [Mif? < CE[(M)}”]

0<t<T
E sup |Mr_’ =E sup [M,[? < C,E[(M)2/*] = CE[(M)/]
0<t<T 0<t<T



so that

- P ~ ~ p
[ sup ‘/ s+ Lr_sf)(s,&)| ds| =E sup |M; + M7y — Mrp_4
0<t<T

0<t<T

< gt (E sup [Mif? +E[M7? +E sup |Mm|p)
0<t<T 0<t<T

< 37120, + 1)(E(M) 1)
p/2
<96 +1)(= [ anseeo)
0

For a general f(¢,z), C? in x and locally integrable in ¢, we approximate first in space
by stopping & and then in time by mollifying f(-, x).

For R > 0,e > 0 and a function f(¢,z) we will use the notation
|| AR
|z|

+o0
(fe(t,z) = / f(s,2)p(t — s)ds

—00

(f)R(t’x) = f(t’x )a

where ¢. is a mollifier. In particular, (f)#(t,-) is bounded and (f).(-,z) is differentiable.

Let K; = Ly + I~/T,t. K, is a second order partial differential operator and so can be
written as

K. f(t,xz) = Zbltxﬁ ftx—}—Za”tm Jf(t )
for some functions b and a¥.

Define the stopping times 7p = inf{t > 0 : |§| > R}. Then

t/\TR
E sup ‘/ (s §S)ds‘ =E sup ‘/ (s fs)ds‘
0<t<T 0<t<TRAT
<& sup | [ (056, @)ds\
o<t<T'Jo

T p/2
<+ 0)(E [ 2Ard e ea) . )
0
By differentiating inside the integral for (f). we get

tATR
/0 Ko(f = (Pe)(s,&)ds < sup  [b'(t,x \/ sup |(0z, f — (0z,f)e) (s, x)|ds

0<t<T,|z|<R lz|<R
s () / Sup (02,4, f — (2.0, £)e) (5, 2)ds.
OStST,\xKR 2| <R



Ase — 0, (g9). — g in L*([0,T], L°°(Bg)) and the integrals on the right hand side go to
0. We now let first € — 0 with dominated convergence and then R — oo with monotone
convergence to get

t t/\TR
E sup ‘/ st(s,gs)ds = lim limE sup ‘/ £s)d8
0<t<T!Jo T Rovoo e 0<t<T

For the right hand side of (), note that

Te(f) =Te((HNE =Tolf = (e, f+ () = (@) (On, f — (O f)e) (O, f + (O, [)e) T
so that
T N T
/ (T -TH(HDP < sup  a¥(t,2)(@s, f+ (s, f)e) / SUp |9, f — (D, f)c .
0 0<t<T,|z|<R 0 |z|<R

Now the convergence follows again by first letting ¢ — 0 with dominated convergence
and then R — oo with monotone convergence. U

Lemma 4. Let L and L be generators of diffusion processes with common invariant

measure [ and square field operators I' and I' respectively. Let f, g be a pair of functions
such that

Lf=Lgand [D(f)au< [T(7)dn

Then
[rthan< [ F@an
Proof.
D(f)dp= | fLfdu= [ fLgdu= [ T(f,g)dp
Jrsan= [ sugan= [ sigin= |
< (frm) " (from)”
< (fr) " ([ rom)
The result follows by dividing both sides by (f T'(f)dy)">. O

Lemma 5. Consider a generator L with invariant measure i and associated square field
operator I". Assume that the following Poincaré inequality holds:

/(30 — u(9))?dp < cp /F(go)d,u.

Then for any sufficiently nice f
[rhin <o [ (Lifdn < e [T-Lian

7



Proof. Since both I" and L are differential operators, we can assume that p(f) = 0. Now,

( / T(f)du>2 _ (— / fodM>2 < [ Pau [ repanser [v@in [ -Lora

and the first inequality follows after dividing both sides by [T'(f)du. For the second
inequality, we apply the Poincaré inequality again with ¢ = (—=Lf). O

Proposition 6. In the general setting of section[I.3 with Assumption[d let v, (dz) be the
reqular conditional probability density of P(X; € dx|p(Y;) =n) for a measurable function
¢:Y - RLIf v, satisfies a Poincaré inequality with constant cp(n) independent of t
with respect to T'X then for any function fi(x,y) with at most polynomial growth in x

and y such that f;(-) € C*(X x V), [y fi(z,y)v ¢(y)(daz) =0and1 <p<2

t » T p/2
E sup (/O fS(XS,YS)ds( < 31972220, + 1)<E/0 cP(¢(1Q))fE(Xt,SQ)dt>

0<t<T

where C), is the constant in the upper bound of the Burkholder-Davis-Gundy inequality
for LP.

Proof of Proposition[8. The generator of the time-reversed process (X,Y),_, is [HP86]

n m n
Lip = — Z bg(a$i(p - Z bg/a@/i‘p + Z ay f‘)glxjgo + Z a”@ziyj

t,j=1 t,j=1
1 = g
Z O, 2aXpT t)aa:ZSD + Z ayj (2a$pT*t)ay¢SD
pT t 5 pr—t =
7] Z7]7
so that the symmetrized generator is
L+ Lr_¢)p
Kip = 7( B 2
n
= — Z Oz, ( aXpt On,p + Z a”ai%@*‘ — Z By, ( aypt yi P+ Z azjaliyj
i,j=1 ‘J*l 4,j=1 i,j=1
Z 8J1, ptaX z; P + Z yz pta’Y yJ(P)
ij=17? ig=17

For fixed 7 > 0, we see from the expression for K that p,(dx, dy) is an invariant measure
for K, (use integration by parts).

By the properties of conditional expectation [ frdp, = 0. From Assumption 2l and
Theorem 1 in [PV01] it follows that for each 7 there exists a unique solution F, €
C?(X x ) to the Poisson Problem K, F, = f,.



We can now apply the forward-backward martingale decomposition via Lemma [B] to

obtain

» t

‘ —E sup (/ K Fy(X,,Y,)ds
0

‘p
0<t<T

t
B sup | [ £(X.V.)ds
0<t<T'JO0

t
— 2 PE sup (/ (L + Lr_y) Fy(Xs, Ys)ds
0

‘P
0<t<T

p/2

<2773 (2C, +1) <E /OT oI'(F,) (X, Ys)ds>

Now, we want to pass from I' to I'* in order to use our Poincaré inequality for v;'.

For ¢ € C?*(X)andy € Y, 7 > 0 fixed let K™Y be the the reversible generator associated
to I'*(¢)(-,y) and 2,

Since v¥ @) satisfies a Poincaré inequality and [ f;(z, y)uf ®) (dz) = 0 by assumption,

RTFT7y(x) = f’r(x7y)
has a unique solution F7Y(z).

If we set K, p(x,y) = (K™Y¢(-,y))(z) and F,(z,y) = F7¥(z) then

/ ffTsD(w,y)pt(dfﬂ,dy)Z//(KT’%(-,y))(ﬂﬁ)ﬂf’(y)pt(?ﬁdy)=0and
xxYy yJx

K Fy(2,y) = fr(2,y) = K. Fr(,y).
By Lemma M we get that

X xY XxY

Since KF; = fr and K, is the generator associated with I' and Vf) (y), we can use the

Poincaré inequality on l/l? @) in Lemma [ to estimate the right hand side by

/ IX(£y) (2, y)pe(da, dy) = / / X (£y) (@, )P (do)pe(X, dy)
XxY yJx
< /y ep(6(1)) /X 12 (@, )Y (do)py(X, dy)

:/ cp($(W)) fe* (w, y)pi(de, dy)
XxY

which completes the proof.



3 Distance between conditional and averaged measures

We will first show a general result on the relative entropy between pfﬁ and p** by studying
the relative entropy along the trajectories of Y;. We are still in the setting of section

Proposition 7. Let fi(z,y) = ZZ’; (). If ¥ satisfies a Logarithmic Sobolev inequality

with constant cr, uniformly in y with respect to I'X then for r € R
9 t
EH(p;*|pu¥*)e™ < EH(pg?|p¥0)— (E - 7”) / EH(pYs| ) "Sds—i—/ E[LY log fs(Xs, Ys)]e ds.
0
Proof. We have

H(pl ") = [ filog fin(do) = Ellog fi(Xi. ) I¥i =y
so that the quantity we want to estimate is

EH (p)*|1n**) = E[log f,(X1, V7).

Now by Ito’s formula

de" log fi(Xy,Y;) = ((0r + L) log fi( Xy, Y2) + rlog fi( Xy, Y2)) €' dt + dM,
= ((Olog p{ (x))(Xy, Yy) + L¥ log fi( Xy, Ys) + LY log fi(X¢,Yy) + rlog fi( X, Y;)) etdt
+ dM;

where M; is a local martingale.

Since p{dx is a probability measure, we have

B{orlog o{ (@) (X0 Y)IVi = ] = [ (011og o))t (@)da

:/ orpi (z)dzx

X

zat/ pf (z)dx = 0.
X

By the definition of p¥ as an invariant measure for X¥ we have for all ¢ in the domain
of LX

/ L* p(a,y)du? = 0. (2)
X

From the Logarithmic Sobolev inequality for p¥ we get

X X
HO") < den Xtn?) = her | =08 o aya,
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Together with the formula L* (go f) = ¢'(f)LX f + ¢"(f)T X (f) this implies
BIL Y log fi(X0, Y)IY; = 1] = [ ¥ (log fi) e, )p! (o)
X

X x
:/ LXft(x,y)py(:U)d:U—/ Mﬂy(lﬂ)dw
x x
= —1(p{|1n")
< — 2 H(pl ).
CL

By the tower property for conditional expectation and the preceding results, E[(d; log pf (z))(X¢, Y2)] =
0 and E[LX log f;(X, )] —%E H(p)*|1¥*) so that

EH(p"|u*)e™ = Ellog fu(Xy,Y)e™]

) t t
<EH(p|p¥0) — [ = —r EH(p!*|u")e ds + | E[LY log fs(Xs, Ys)]e  ds.
CL 0 0

O

We now proceed to estimate the term E[LY log fs(X;,Y;)] in a restricted setting where
the coefficients of LY are independent of z and p¥ has a density p¥(z) = Z(y)te=V (@)
where V' has bounded first and second derivatives in .

Lemma 8. If the coefficients b@ and alg of LY only depend on y then for fi(z,y) =

d Y
(@)

/ LY log fidp] < — / LY log p¥dp}
X X
Proof. Let gi(x,y) = p{(z). Provided that all the integrals exist, we have

[ £ o)t (@) = [ ¥ oz ante. ) w)ol o)

X

since g¢(z,y)dz is a probability measure. Now the result follows since

LY log f; = LY log g — LY log .

11



Lemma 9. Consider a probability measure p(dx, dy) with density p(x,y) on X x Y and
let Z(y) = [y w(x,y)de, p¥(dx) = p(de,y)/Z(y). We have the identities

Oy, log Z(y / Oy, log p(x, y)p¥ (dx),
8;, log Z (y / log,u z,y)p? (dx) + Cov,w (9y, log i, 0, log p).

Proof. By differentiating under the integral

O Zly) e 3 _ [ Oup(z,y) plz y)de oo e ) ¥ (da

and
2
0y, 108 Z(y)

=0y, / 9y, log p(z, y) ! (dx)

Oy (2, y) / 9y Z(y)
Oy, 0y; log p(x (dx) /8 log pu(x,y) L2 de — | 9, log pu(z, x,y) L dx
/ i g pu(x,y)p? gz, y) 70 % g 1(@, y)pu(z, y) AE
~ [ 92, Yog e (as)
+ /X 0y, log pi(, )y, log p(z, y)p¥ (dz) — 0y, log Z(y) /X Oy, log pu(z, y)p* (dz)

= /X 851%, log p(z,y)p? (dx) + Cov,w (9y, log i, 9y, log p).

Lemma 10. For any Lipschitz function f

2
[~ [ sat]| <1 AxcLH )
uniformly iny € Y.

Proof. By the Logarithmic Sobolev inequality of u¥ with respect to I'* and the uniform
boundedness of A we have

Bat (%) < 26, [ DXt = 201, [(Vaf) " AC) (Vo) < 2005 [ 195 Py
which says that p¥ satisfies a Logarithmic Sobolev inequality with respect to the usual

square field operator |V;|?> with constant c,Ax. By the Otto-Villani theorem, this
implies a T5 inequality with the same constant:

Wa(pt, 1)? < e Ax H (p}| ).

12



By the Kantorovich duality formulation of W7 and monotonicity of Kantorovich norms
it follows from the preceding T5 inequality that

sup /fd pi — )| = Wilpt, 1u¥)? < Walpf, i) < coAx H(p{|1¥)
||f||L1p<1
from which the result follows. O

Proposition 11. If by, oy depend only on y and p¥(dz) = Z(y) " te™V @Y de such that

104,V (-, 9)Lip < 00, 1054,V (-, y)llLip < 00 for all y then

AXcL
EL" fi(X¢, Yr) < ZH@%V Yol + ZH o, VO YD i | Hpy'[17) + ER(YS)

i,j=1
where
P(y) = %Zb@(y)Q +3 Z 03(9)2 + Z ag(y) Covyw (9y, V, 0y, V).
i=1 ij=1 i,j=1

Proof. Using Lemmas Lemma [§ 0 and [0 together with the inequality 2ab < a® + b* we
get

/ LY log f,dp}
X
—— [ D loguary
X
= L" log Z(y) — / LY log pdp}

= / Oy, log pd(n? — pf) + ay / y; log nd(p¥ — p}) + a5l (y) Cov,u (9, log 1, 0y, log )

S%b (1) + 5119y, log ullfspAx e H (pf |1*) + 505 (y)* + 51195, log ullEspAxcrH (o] 11"
+ aY (y) Cov v (0y, log 1, Oy, log ).

The result now follows from the tower property of conditional expectation. O

4 Decoupling

We are still in the general setting of section We also require that oy (x,y) = oy (y)
only depends on y and that Assumption[lis in force. The key requirement for the results
in this section is a sufficient separation of timescales expressed by assumptions on .

The goal in this subsection is to estimate expressions of the type EF(X,Y) by EF(X,Y)
for any functional F' on Wy x Wy.

13



Denoting P the Wiener measure on C([0,7], X x )), define a new probability measure
Q = &(M)P with

- T
aMy = (oy ()~ (by (X0, Yi) = by (X, 2)) ) dBY
Corollary will show in particular that under our assumption on v £(M) is a true

martingale so that Q is indeed a probability measure.

Under this conditions, there is a Q-Brownian motion BY such that
dY; = by (X, Y;)dt + oy (Y)dB)

with
dBY = dB} — oy (Ys) ' (by(X:, V) — by (X3, Y3))dt.

The following Proposition 13 states the key property of Q which we are going to use.

Lemma 12. Under Q, BX, BX and BY are independent Brownian motions.

Proof. Girsanov’s theorem states that if L is a continuous P-local martingale, then L —
(L, M) is a continuous Q-local martingale. Thus BY = BY — (BY, M) is a continuous
Q-local martingale by definition, and B¥X, BX are continuous Q-local martingales since
(BX, M) =0 and (BX, M) = 0. Since the quadratic variation process is invariant under
a change of measure we can conclude using Lévy’s characterisation theorem. U

Proposition 13. The laws of (X, Y,X') under P and of (X,Y,X) under Q are equal.

Proof. (X,Y) solves the martingale problem for L under P, and (X,Y) solves the mar-
tingale problem for L under Q. Since bx and by are locally Lipschitz, the martingale
problem has a unique solution. O

Note in particular that under Q BtX and Y are independent.

The rest of this section is dedicated to show that we can estimate expectations under P
by expectations under QQ when we have a sufficient separation of timescales.

Lemma 14. For any p > 1,q > 1 and F;-measurable variable X

-1

(x )p < (Bax?) (P00 T i Alp,q) = ﬁ (p + ﬁ)
. -

Proof. We have

EX = E[XE(M)/Pe(0M)~/7) < (EXPE(M)) VP (EE (M) /1)

1/p’

= (EoX?)/P(BE(M)™"/P) ™" with L + 1 =1
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Furthermore, using that for any o € R we have £(M)™" = £%(=M)e®1+9)/2 we get

d / 1 1/ !
A I (e

- DL R A R V) Yoo o
< (qup/p(_M)) Ee2r ' p with 7 + 7= 1

1/q
< <Eez(p31)2(1’+qll)<M>t>

The first expectation in the second line is < 1 since £77'/P(—M) is a positive local
martingale and therefore a supermartingale. Expressing ¢ and p’ in terms of p and ¢ in
the second expectation, we pass to the last line and conclude. O

Lemma 15. Under assumption [ for

B <

2

we have

2,8/1)((04 + 77)\)()15)

Eexp (B{(M);) < exp ( Ao

Proof. From the definition of M; we have
) - 2 1 - 2 Ky ~ 2
A(M)e = oy ™ (B(Xe, Y2) = b(Xe, ) )| dt < 1 [b(X0, YO —b(Re V)| dt < 2| xi— %ot
Y Y

We also have

dIX, — X, = 2<Xt - Xt)T <bX(Xt,Yt) - bX(Xt,y;)) dt

+ 2<Xt - Xt)T <Ux(Xt, Y,)dB;* — Jx(Xt,Y;t)dBEX)

+2Tr(Ax (X, Yy))dt + 2 Tr(Ax (X, Yy))dt

(m) - _
< —2kx| Xy — Xt|2dt + 2(a + nAx)dt

(m)

m
where < means inequality modulo local martingales, and
~ ~ T ~ ~
A% = Xif2) = 4% - %) (Ax (X0, Y) + Ax (%, ) (X — X0)
< 8Ax|X; — Xif?

so that
N B 2 B . N
de sl Xe=Xel? FM): (gd’Xt — Xy|* + Bd(M); + %d<’Xt — Xt‘2>> e3 1 Xe=Xal? B (M)

(m)

2 B - . ~
: <<T2AX —rkx + 5;2Y> Xy = Xo|* +r(o+ n)\X)> eI Xe= Xl B (M) gy
%

= (AX(V" —r ) (r—r )| X = X + (e + nXX)) 51 Xe=Xl? BOM): gy

15



with K
re = gae <1i 1—4ﬁ/’y>.

According to our assumptions, 1 —43/y > 0 and we have, choosing r = r_

(m)

de s [Xe=Xul? B(M): < r_(a +nXx)6%‘Xt7Xt‘QeB<M>tdt

so that

(m)

~ m —
e%—\xﬁxtﬁemm < er-(atnix)t

and . i i
E65<M>t < Ee%\Xﬁ*Xt\Qe[g(M)t < er_(a+n)\x)t.

Since 1 — /1 —x <z for 0 < x <1 we have furthermore

T 2Ax v
so that
2
EAM) < oxp ( Brx (o + Mx)t>
Axy
O
Corollary 16. If v > 2 then
E(M), is a true martingale.
Proof. Since % < 7 by our assumption we get from the previous Proposition that
E [e%<M >t] < 00
and Novikov’s criterion leads directly to the conclusion. U

Proposition 17. Under assumption [1 for any Fi;-measurable random variable Z and
1+2+2,/2<p<2

prx(a+nix)t

<p—1—\/2/—7> Ax

Proof. We would like to apply Lemmas [I4] and I3 so we need to find conditions that
ensure the existence of a ¢ such that A(p,q) < 7.

16



After some straightforward computations we get the identities

4 20-1)>%g-1)"
Qi:w%;l) (p—1+%i\/(p—p)(p—p+)>,

1.2 2
pi—l—i—,Y:I:Q\/;.

. . . 2 2 1
Our assumption on p implies that 1 + s + 2\/; <2 = ~v2> VRV > 2 so that

Apg)— 2 plg—g-)(g—g+)

p—p_>p—1+ % > 0 and by our assumption on p, p — py+ > 0 as well so that g1 is

real and \(p,qy) = 1.

For our particular values of p_ and p; we have furthermore (p—p_)(p—p+) > (p — p+)2
so that

=D -1-4/2)
2p

q+ =

Now, apply Lemma [[4] with ¢ = ¢4 to obtain
. p=1
E[Z]P < Eg [ZP]E[BZ(M>t] @+
We estimate the second expectation on the right hand side using Proposition

p—1

E[e300) % < exp ((P — D rx(a+ W\Xﬁ)
a+ 2Ax
SeXp plix(a+n)\x)t
(p— 1- \/2/7) Ax~y
which leads to our result. O

5 Proof of the main theorem
Lemma 18. If by is Lipschitz then

t _
sup [V~ ¥i| < sup | / by (X, Ya) — b(Ya)ds|elFlLinT
0<t<T 0<t<T'JO

17



Proof.

sup |Y; — Vil = sup (/ by (X, Ya) — by (Va)ds|
0<t<T 0<t<T

< sup (/ by (X, V) — by (V)ds

T
bl [ sup [, - Vojds
0<t<T 0

0<s<t

and the conclusion follows from Gronwall’s inequality. U

Theorem 19. Under Assumption [l if oy (z,y) = oy (y), a Poincaré inequality with
constant cp holds for p}, a Logarithmic Sobolev inequality with constant cy, holds for
p¥(dz) = Z(y)~te= V@V dx both with respect to TX, Xo ~ p¥° and b is Lipschitz then

for 1 <p < —2—— we have the estimate
1+2+2\f
2t
2/p 9 T
E| sup |V; —YP| < mry?Ax (27¢p®T + 2L E/ U(Y;)dt
0<t<T - 4 —cr?Ax(mey? + 3ev?)  Jo
2p' kx (o +nAx)T _
exp (2P EIAIT a7
pyAx
with
3mery (o + nAyx _ LI mo
w(y) = TR a4 Y a4 Y all(y) Covin (9,1.9,,V).
X ij=1 ij=1
o 1 .2
N 2 2 —
1-2 (14 /2) p
and

m m
ev? =sup | SN0, V)2 + SO 102, Vel
Y i=1

ij=1
Proof. By Lemma [I8 we have

cPlBllLipT

E | sup |Y; - i’
0<t<T

<E [ sup (/Otby(Xs,Y;) — b(Y)ds|

0<t<T
142 S22 2

Using Proposition [I7] we get for 1 < p < that

p
sup ‘/ by (X, Ys) — b S)ds(
0<t<T

<Egq

2 _
/ (}fﬁ;x(@—i—ﬂAx)T)
exp

t _ 2
sup ‘/ by (Xs,Ys) — b(Ys)ds Ay

0<t<T

18



with

By Proposition [[3]
2
sup (/ by (X, Ys) b(Y)ds( ‘

[ sup ‘/ bY LR s _B(Yts)ds
0<t<T 0<t<T

Now we decompose

t - _ 2 t - - 2
B | sup | [ by (X0 = b02)ds|| | <28 | sup | [ by (0o, ¥2) = Blby (£ YOI (X, Yo)lds ]
0<t<T'J0 0<t<T
t ~
428 | sup | [ By (21|06 V) - 50ds][ |- (3
0<t<T

For the rest of the proof we put ourselves in the setting of section [L2 where we substitute
X for X and (X,Y) for Y.

For 1 < i <'m we now apply Proposition B with ¢ : (z,y) = y, v} = p/ and fi(Z,z,y) =
v (z,y) — E[b (X, Ys)|(Xs,Ys) = (z,y)]. Since pf satisfies a Poincaré inequality by
assumption and [ fi(-,y)dp{ = 0 by the properties of conditional expectation, we get

. 2 o7 T -
sup | / b (X, Y5) = B0y (X, Vo) (X, Vo)lds| | < 50 [ B |ep(Vi) fA(Ke, X1, Vi) dt
0<t<T 2 Jo
27 (T S
<5 [ E[er(M)TY 08 (X0 v at
0
27cp? Ax || Vb || 2T

<
- 2
where the second inequality follows from the tower property of conditional expectation
and applying the Poincaré inequality a second time to 3¢ and the last line from T'X (0%,) =
\% bY Ax Vb < Ax|Viby|? < Ax||Viby||%. Summing over the components bi we
get

~ 2 27cp’AxT
sup \/ by (X, Ys) [by<Xs,1@)r<Xs,1@)]ds( ] < %ZHV b2
0<t<T

. 27Cp2AXmI£Y2T
B 2

We now turn to the second term on the right hand side in the decomposition ([B]). First,

19



note that

E | sup \/tE[by@s,m!(Xs,m] ~b(v:)ds|

0<t<T

T - _ 2
<B [ [l (X0, Y0 (60, Y0 = B )ds

:g/oTE‘/x b@(f,%)ﬁx“”(di)—/Xb@(fc%)u“(df)r

By Lemma [I0] we have

Zzn;E‘/X blﬁ/(i,Yt)ﬁxt,Yt(d;ﬁ)_/Xb@(j,yt)ﬂyt(dj)r

< ZHb ZipAx et EH (50" 1) < mry2Axc EH (5,00 |1).

Suppose that uniformly in y

m
ZHasz HLlp + Z ” y,yj HL1p < CV2-
i=1

1,j=1

Now, for some r € R to be fixed later, use Propositions [7] and [[1] to get

9 ZA t t
IEH(ﬁt)(t’n|pY%)ert < - (— - w - ’I“> / EH (pXsYs|u¥s)e ™ ds —|—/ E® (X, Ys)e ds.
€L 0 0
(4)
We have
m m .
Ed(X,,Y,) = Zbl (X5, Y5)2+ 3 Z + > a(Ya) Cov,v. (0, V,8,,V)
j=1 1,j=1

and we estimate the first term on the right hand side as follows:
Eby (X, Y5)? < BE[by (X, V) — 05 (X, Y))?

1 3[Eb, (K., Ya) — /X By (o, Vo) (d))” + 3] /X by (2, Vo) (dr)|

Since by is Lipschitz in the first variable we get for the first term

mey?(a+ niy)

< mry?B| X,—X,|? <

> E[b (X, Ye) - by (X, Y5))2 E‘by X,,Ys)— by(XS,Y)
- RX
=1

20



Still using the Lipschitzness of by, we use Lemma [I0] together with the tower property
for conditional expectation on the second term to get

m
SR Y) — [ Bl Yo' (@) < my P AXEH(GE ).
i=1 X
This leads us to
_ mey2(a + n\
EO(X,,Y;) < 3 (mw%LAxEH@fvasmYs) + (O gy, >|2>

+%( (Y)—l—a ( Ys) Cov v, (0, V, 0y, V).

Substituting ® in ({@) we get

2 A 2 4 3ey? ¢
B et < - (2 - A ) P e as

b 3mey?(a 4+ n _ “
—HE/O e’ Y Q(KZX x) + 31b(Y:)* + 3 Z ay(Ys)?

i,7=1
+ ) a(Ys) Cov,y. (8,,V, 0, V)ds
2,7=1

Now we choose
2 AXcL(m/iy2 + 3CV2)

r=——
Cy, 2
so that .
EH (5" | < E /0 e =)W (Y,)ds.
with
3mmy2(a—i—n5\x) 3 2 m i
U(y) = = + 3@ + 3 Z + D 0y (y) Covyun (9, V,0,,V).
i,j=1 i,j=1

By the preceding inequality and the Young inequality for convolutions on L!([0, T)

/ EH (5" |¥)dt <IE/ / Y, )dsdt
0
gE/ —”dt/ U(Y;)dt
0 0

_ l _ e—rT T
-~ )E/O (V) dt

21



so that finally

2

E [ sup ‘/ E[bY(Xs,}/;)|(Xs,}/;)] - b(}/;)ds
0<t<T'JO

2A T
< MY AXCL _e—rT)E/ U (Yy)dt
0

r

20L2AXml<Ly2 T /T
= 1—e™)E W(Yy)dt
4 — CL2Ax(mI€Y2 + 30\/2)( ¢ ) 0 ( t)

2c12Axmky 2

— 4 - CLQAx(mKYQ + 36\/2

T
E / U(Y;)dt.
) Jo
Assembling the previous results, we obtain

2/p
E| sup |V - Vil
0<t<T

26L2 T
< 2Ax [ 27¢p?T E/ U(Y,)dt
=X ( - cr?*Ax (mry? +3ev?)  Jo &)

<2p’mX(o¢ +nAx)T
exp

ot n 0T 2l

O

6 Applications

6.1 Averaging

For ¢ > 0 fixed consider an SDE of the form
dXy = —e 'V, V(Xy, Yy)dt 4+ e~ V/24 /28 dBY (5)
dY; = by (X4, Yy)dt + /26, dB) (6)

with Yy = 5o € R™ and Xy ~ p¥0 = e AV (@%0)dz and V(z,y) is of the form

Viw,y) = 5@~ 90)Q — g(u)) + hiz,)

where h is uniformly bounded in both arguments and both 9,h and 8§h are Lipschitz
in x uniformly in y. Under these conditions

1 (dx) = Z(y)te VN gy with Z(y) = / e BxV (@) g
X

is a Gaussian measure with covariance matrix Sx@ and mean g¢(y) perturbed by a
bounded factor e Bx(=:¥)  Ag such it satisfies a Logarithmic Sobolev inequality with
respect to the usual square field operator |V|? with constant

c% = (ﬂx)\Q)fleﬁX osc(h)  with osc(h) =suph —inf h
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and A\g is the smallest eigenvalue of (). In particular, ¥ satisfies a Logarithmic Sobolev
inequality with constant
cr = eAéleBX osc(h)

with respect to T'X = e =181V
We have
—(z1 — 29) (Vo V (21, y) — Va2V (22,9))

= (21 — 22)T Q1 — w2) — (21 — 22)T (Vih(21,y) — Vioh(z2,7))
< =Aglz1 — ol + |z — 22| Vahlloo

V.h|
< _)\ o 2 H x o0
< =Aqlzr — @2 + o
so that we can choose
1 ~1 IVahllso
= A = _
KX 9 Q> o 9 4)\@
We also have trivially
Ax =Ax = dx =18, Ay = By, Ky = || Vaby |lso

and the separation of timescales is

Kx 2y » )\Qzﬁ;1

Y=A3 . 37=¢ TS 13 A-1"
Axmry? IVaby 1285

1 ~ 0 3 —
If v > Ve 9.899 we can apply Theorem 19 with p =1 to get
2 T
E| sup V- ¥il| <ecy (27<cP<e>/cL>2T +oE | w<n>dt) exp (20 CT + 2B iy T)
0<t<T 0
with

Cl — 6_1mI£Y2AXCL2 _ mHYQIB;(l)\Eg2€26X OSC(h),

9 QAQG_BX osc(h)ﬁX

Cy = <1fore< ,
2 4 — CL2AX(mI£y2 + 3CV2) B ore= HV)(byHgo + 30\/2
< Virhlloo _

rx(a+niy)  IVaeby 2 (5= 4 nph)
Cs = = = ,
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3mey2(a + n\ _ m y m i
T(y) = Q(HX X 4321 S iR+ 6l (y) Cov @y, BxV: 0y, Bx V)
i,j=1 i,j=1
3[1Vaby 12 (= + ny!) .
= v +mBy? + B B% Y Var (9, V) + 3lb(y)I?
3| Vaby 12 (= + ny") i
< o +3mBy? + BBl Y 10V IiE, + 310
_ 3IVaby B (g + n8y) ]
—2 —1 osc(h 2 2
¥ +imBy? + Bx (By Ag) ~tefx ol >Z||ayivump+%|b<y>| :
2<yp = ! < 2 ~ 3.633
1 2 _ )
(D) T
and
CV2 = Sl;p ZHasz ||L1p + Z H yly] ||L1p

i=1 ,7=1

If we suppose that cp(e)/cr converges to a finite limit as ¢ — 0 and that

T
E / b(Y;)%dt < oo
0

then there exists a constant C' depending on T, V, Bx, by and By such that for e suffi-
ciently small

E sup |Y; - Yi| < VC.
0<t<T

In other words, we obtain a strong averaging principle of order 1/2 in e.

6.2 Temperature-Accelerated Molecular Dynamics

In [MVO06] the authors introduced the TAMD process (X¢,Y:) and its averaged version
Y; defined by

dX, = —1V,U(Xy, Vi)t +\/2(8e) B, Xo ~ e V0 dy
dY; = —Lr(Yi — 0(X))dt +/2(37) B, Yo =wo

dY; = b(Yy)dt +\/2(37) " dBY, Yo =yo
Uz,y) = V(a) + 5ly — 0(x) ],
b(y) = Z(y)~ / (y 0(x ))efgwfe(m)we*‘/(m)dx’ Z(y) = /e%ye(x)ﬁev(x)dx
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with X; € R", Y;,Y; € R™, a Lipschitz-continuous function V (), constants x, ¢, 3, 3,5 >
0 and independent standard Brownian motions BX, BY on R” and R™.

Let D C R™ be a compact set and define the stopping time 7 = inf{t > 0:Y; ¢ D}.

We will show that under some additional assumptions, a strong averaging principle with
rate 1/2 holds in the sense that for any fixed T and ¢ sufficiently small but fixed, there
exists a constant C' not depending on € such that

\/ 1/2
sup |Y;5/\T _Y;f/\7'| S Ce / .
0<t<T

We need the following extra assumptions on the TAMD process:
0 < Mld,, < DO(z)DO(z)" < Agld,y, < oo,

—(21 — 22) " (Va(0(21) — y)? = Vao(O(z2) — y)?) < —Kglz1 — 22> + 9

lim |6(z)] = o0
|z|—o00

ok > Mg

In order to apply Theorem [I9 we also need to suppose that Assumption [2 holds for the
TAMD process.

We will now briefly comment on the form of Y;. Let
wldr) = Zyte™VWdz, 7o = / eV @y
so that

) = 505 [ =7 (Ol) — e E O (o)

ZO __1/ _ﬁlz_y|2
= — —k(z —y)e 2 Oyp(dz
7)) (z—y) wh(dz)
ZO __1 / _E‘ _ ‘2
= — v e 2 7Y 9 dZ

where 041 denotes the image measure of 1 by 6. Now note that

ZZ(y) _ /egwmy?u(dx) — /eglzyIQQ#u(dz)
0

so that
bu) =719 log [ ¢ B0, (dz) = T, log(Om < N (0.6 (0)
In the last expression, * denotes convolution, A'(0,x~!) denotes the Gaussian measure

with mean 0 and variance ! and we identify through an abuse of notation measures
and their densities which we suppose to exist.
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Thus,
dY; = 51V, log(fup * N (0, k=) (V) dt + \/2(37) " dBY .

In physical terms, Y; evolves at an inverse temperature of 5 on the energy landscape

corresponding to the image measure of p by 6 convolved with a Gaussian measure of

variance kL.

We proceed to establish a Logarithmic Sobolev inequality for p¥ via the Lyapunov func-
tion method. From |[CG17] Theorem 1.2 it follows that a sufficient condition for a
Logarithmic Sobolev inequality to hold for an elliptic, reversible diffusion process with
generator L and reversible measure y is: there exist constants A > 0, b > 0, a function
W > w > 0, a function V (z) such that V' goes to infinity at infinity, |[VV (z)| > v > 0
for |z| large enough and such that u(e®”) < oo verifying

LW (z) < =AV(z)W(x) + b.

Fix y and let F(z,y) = %|6(z) — y|*>. In order to establish a Logarithmic Sobolev
inequality for ¥ we are going to show that the preceding condition holds for V(z) =
F(zx,y) and W(z) = e@¥). We have
V. F(z) = D(x)" ((z) - y),
Ml0(x) = y? < VL FI? < Agl0(z) -y,
AF =nXg+ (AT (6 —y).

Furthermore

eLXF = -V, VIV,.F — s|V,F|? + 71AF
~V. Vi DOT (0 — y) — k| DOT (0 — y)|* + B ndg + BLAIT (0 — y)

< |V VolV/Agl0 — y| — kXgl0 — yI> + B~ nrg + 871 AG]10 — y|
/ -1 2
2KAg
= —rNEF + G(I‘)

where we used the fact that —az? + bx + ¢ < —%amz + % + ¢ for the second inequality.
Let W(z,y) = e'@¥). Now,

ELXW(I',y) - ELXF(I',y)W(.%'7y) + ﬁ_1’v$F(xay)’2W(xay)
<~k — AgBHF (2, )W (z,y) + |Gl W (2, y)
= —((Nor = Mg F(2,9) = [|Glloc)W (2, y).

Since F' goes to infinity at infinity, for = outside a compact set

~(Aok = ApBTH)F(2,y) + [|Glloc < —5(Now — Mg F(a,y)
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so that
cLXW (2,y) < —3(\gk — Mg~ F (2, )W (2,y) + K

for some constant K. This establishes a Log-Sobolev inequality for the measure p¥ with
respect to eI'X in the sense that

X
/ f*log fduY < 2¢Y / eI dp?
for some constant ¢ depending on y. Let ¢;, = SUPyep ¢4 so that

/f2 log f2duY < 250L/FXduy.
This shows that a Log-Sobolev inequality with a constant ecy, holds for each measure
W,y € D.
It remains to estimate kx, Ky, H(?yiUH%ip, ”35,-(]”%1;, and b(y)?.

We have by = —e 'V, V(z) — e 15V,|0(z) — y|* and we want to find £x such that

(x1 — xg)T(bX(xl,y) —bx(z2,y)) < —kxl|r1 — x2|2 + « for all 1,29 € R",y € R™.

Since |V, V] is bounded and using the assumption on 6, we get

(z1 — xz)T(bX(%,y) — bx(z2,y))
TN —w0) (VaV(@1) = VaV(@2)) — e 5 (21 — 22)T (Val0(21) — yl” = ValO(w) — yI)
—e kgl — @o)? + 26 oy — o[ VoV (@) oo + € T

_1M|x —x2|2—|—45_1Hvx [
4 KKg

| /\

IN

+ 6_1a9

so that we can identify

V.V
fx = 6—1@ o = et VeVl o _{_6710@‘
4 KKg

We have '
by (z,y) = =V, U(z,y) = —k(yi — bi(x))
so that A

and

Z/@QHV 0:(z)]|% < K2Ag.

We also have
10y, U123 = 1% 153 < £ IVebillZ, < £2Ag
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and

102U 125, = (10,50 ()|, = 0
so that

m
CV2 = Sup ZHayZU ||L1p + Z H yly] HLlp < m'%QAG-
Y o \i=1 i,j=1

From the expression for eLX F we get that

Glz)
F<—-—IXF
Y T ohe Iﬁ:)\g

Now

#) = ([ =t - 9($))My(d$)>2

HZ/F(w,y)uy(dw)
/ LXF(z,y)p? (dz) + — / G(x)p? (dx)

= G(x
Ae/

since pY is invariant for LX (-, y).

IN

| /\

The separation of timescales is

_ ExZAy S 1 Ko (B7)
A$Hy2 - 16A9(571).

If v > we can now apply Theorem [I9] as in the previous section to show that

1
(V3—v2)?
an averaging principle holds for the stopped TAMD process with rate /2, i.e. there
exists a constant C' depending on T, V, Bx,by and By such that for

16(v3 — v2)?Ap78™"

2b1

we have

E sup |Yiar — Yiar| < VEC.
0<t<T
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