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Abstract—Technological advances in recent years lead to the minia-
turization of a whole arsenal of different sensors. They can be used
to offer new services in eHealth applications, smart homes, robotics
or smart cities. With the increasing diversity and the cooperation
needed between these sensors in order to provide the best possible
services to the user the systems that use the data coming from these
sensors need to be able to handle conflicting information and thus
also conflicting actions. In this paper we propose an approach that
uses Hidden Markov Models in a first step to analyse the incoming
data and in a second step uses a rule engine in order to handle
the occurring conflicts.

Index Terms—Conflict handling, Hidden Markov Model, Auto-
nomic Computing, Rule-based Systems

1. Introduction

In the last years, an increasing number of miniaturized sensors
and devices allow for more complex systems to be developed.
These systems have the possibility to offer better services to the
users by getting and analysing data from a wide range of sensors.
However, more complex systems also entail more issues when
it comes to making everything run smoothly together. Different
modules in a system can produce decisions or actions that are
conflicting, be it because the modules have opposite goals or
because sensors are malfunctioning. This can lead to the system
being blocked completely or to it changing states back and forth
constantly, also known as state flapping [3].

It is therefore important that these conflicts are detected and
resolved by the system itself, in some cases it might even be
required to avoid the conflicts before they even happen. Here
are some existing approaches that already tackle parts of these
challenges.

One existing approach for conflict management for networked
home appliances is described in [1]. There the systems services
and resources along with their properties and states are represented
using a specification language. The authors then developed a tool
that could detect all possible conflicts inside the system which
can then be used to uninstall conflicting services. However, as
the detection only happens offline and the conflict resolution is
done by hand, the possibilities are quite limited in a dynamic
environment.

In [2] another approach for conflict resolution is presented. To
detect conflicts, the different modules have to describe their effects

on the environment while users can specify what is considered
a conflict. The approach then decides which modules or which
actions get the priority based on a first-come first-served strategy.
This method is not always appropriate, especially in a system
where some actions need to have absolute priority over other
actions.

In the next sections we are going to describe the objectives
required to solve parts of the existing problems. We will then
describe existing work that was already done, the challenges that
still lay ahead and finally a schedule for the rest of the PhD.

2. Objectives

Hidden Markov Models (HMMs) have been successfully used
in different areas for the analysis of sensor data, may it be for
speech recognition [4] or for eHealth systems [5]. We want to use
these HMMs in order to analyse the data coming from a range of
different sensors. The data analysed can then be forwarded to a rule
based engine which will then detect and resolve conflicts that exist.

The objectives for this thesis are thus as follows:

1) Adapt and train Hidden Markov Models to analyse the
data coming from different sensors.

2) Use the analysis from the Hidden Markov Models in
combination with a rule based system in order to :

o Detect conflicting information or actions

« Resolve the conflicts detected

e Use past data and decisions in order to avoid con-
flicts before they happen.

If we manage to achieve these objectives it will increase the
quality and precision of systems that use a multitude of sensors,
which in turn will also ameliorate the quality of the service that
users are getting from the system.

3. Methodology

In order to achieve the objectives outlined in the previous
section we will first need to train different Hidden Markov Models
for the different types of sensors and goals of the system. These
Hidden Markov Models will be part of modules of an autonomic
system [6] also containing a rule based engine.

An example of a system in a healthcare setting is illustrated in
Figure 1. In this example several sensors relevant to capturing the
vital parameters from a patient are analysed using Hidden Markov
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Figure 1. Example of a system in a healthcare setting
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Figure 2. Schedule for the rest of the PhD

Models. The HMMs try to detect different types of diseases or
conditions and save the results in a database, where they are
periodically analysed by the proactive rules engine developed
previously in our team [7]. The rule engine will check for different
conflicts that may have happened. For example if every HMM
using data from the PPG sensor detect critical conditions while
none of the other HMMs detect anything suspicious it is safe to
assume that the sensor might be faulty.

We will focus on a few example scenarios for which we will
implement the conflict handling . For these example scenarios we
will then test the system based on the accuracy of the conflict
handling but also on the time that is needed to resolve these
conflicts.

4. Research Plan

At the moment the implementation of the Hidden Markov
Models has been done and some preliminary tests have been
conducted on data coming from an Electrocardiogram (ECG).
Additional training and tests will be required to adapt the Hidden
Markov Models for different types of sensors.

After that, another 6-7 months will be used in order to test the
effectiveness of the developed rules for handling conflicts. Finally,
the last six month will be dedicated to present the work and results
in the thesis.
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