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Summary

Recent progress in high-throughput data acquisition has shifted the focus from data genera-

tion to the processing and understanding of now easily collected patient-specific information.

Metabolic models, which have already proven to be very powerful for the integration and anal-

ysis of such data sets, might be successfully applied in precision medicine in the near future.

Context-specific reconstructions extracted from generic genome-scale models like Reconstruc-

tion X (ReconX) (Duarte et al., 2007; Thiele et al., 2013) or Human Metabolic Reconstruction

(HMR) (Agren et al., 2012; Mardinoglu et al., 2014a) thereby have the potential to become a

diagnostic and treatment tool tailored to the analysis of specific groups of individuals. The use

of computational algorithms as a tool for the routinely diagnosis and analysis of metabolic dis-

eases requires a high level of predictive power, robustness and sensitivity. Although multiple

context-specific reconstruction algorithms were published in the last ten years, only a fraction

of them is suitable for model building based on human high-throughput data. Beside other

reasons, this might be due to problems arising from the limitation to only one metabolic target

function or arbitrary thresholding.

The aim of this thesis was to create a family of robust and fast algorithms for the build-

ing of context-specific models that could be used for the integration of different types of omics

data and which should be sensitive enough to be used in the framework of precision medicine.

FASTCORE (Vlassis et al., 2014) (Chapter 3), which was developed in the frame of this thesis

is among the first context-specific building algorithms that do not optimize for a biological func-

tion and that has a computational time around seconds. Furthermore, FASTCORE is devoid of

heuristic parameter settings. FASTCORE requires as input a set of reactions that are known to

be active in the context of interest (core reactions) and a genome-scale reconstruction. FAST-

CORE uses an approximation of the cardinality function to force the core set of reactions to

carry a flux above a threshold. Then an L1-minimization is applied to penalize the activation of



xiv

reactions with low confidence level while still constraining the set of core reactions to carry a

flux. The rationale behind FASTCORE is to reconstruct a compact consistent (all the reactions

of the model have the potential to carry non zero-flux) output model that contains all the core

reactions and a small number of non-core reactions.

Then, in order to cope with the non-negligible amount of noise that impede direct compar-

ison within genes, FASTCORE was extended to the FASTCORMICS workflow (Pires Pacheco

and Sauter, 2014; Pires Pacheco et al., 2015a) for the building of models via the integration

of microarray data (Chapter 4). FASTCORMICS was applied to reveal control points regulated

by genes under high regulatory load in the metabolic network of monocyte derived macro-

phages (Pires Pacheco et al., 2015a) (Chapter 5) and to investigate the effect of the TRIM32

mutation on the metabolism of brain cells of mice (Hillje et al., 2013) (Appendix Chapter A).

The use of metabolic modelling in the frame of personalized medicine, high-throughput data

analysis and integration of omics data calls for a significant improvement in quality of exist-

ing algorithms and generic metabolic reconstructions used as input for the former. To this aim

and to initiate a discussion in the community on how to improve the quality of context-specific

reconstruction, benchmarking procedures were proposed and applied to seven recent context-

specific algorithms including FASTCORE and FASTCORMICS (Pires Pacheco et al., 2015a)

(Chapter 6). Further, the problems arising from a lack of standardization of building and anno-

tation pipelines and the use of non-specific identifiers was discussed in the frame of a review.

In this review, we also advocated for a switch from gene-centred protein rules (GPR rules) to

transcript-centred protein rules (Pfau et al., 2015) (Appendix Chapter B).
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2 1 Introduction

1.1 Systems biology

The sequencing of the human genome in 2003 and the advent of high-throughput technology

revolutionized biology by shifting the focus from a gene-centred to a system-wide approach.

The suffix -omics, i.e. in genomics, proteomics, transcriptomics or metabolomics became very

popular, as the promise of high-throughput technology was that once the complete information

of a cell was available, every disease could be easily diagnosed by some rather simple analysis.

This infatuation for high-throughput data, was not shared by the Nobel laureate Profes-

sor Sydney Brenner, who qualified high-throughput technology as "factory science" and who

dropped the quote: "So we now have a culture which is based on everything must be high-

throughput," Professor Brenner continued: "I like to call it low-input, high-throughput, no-output

biology" (Brenner, 2010).

For half a century, biologists tried to deduce key principles and underlying mechanisms gov-

erning biological processes instead of simply describing them. The advent of omics technology

aroused the fear that this more theoretical trend could be reversed, that complex models or

analysis were no longer necessary, explaining the aversion of Brenner for the high-throughput

technologies (Brenner, 2010).

But the omics technologies did not yet hold all their promises as 13 years after the com-

pletion of the Human Genome Project, retrieving knowledge out of high-throughput data is still

challenging.

Professor Brenner was proven right by the fact that data without proper integration and

analysis has only a limited use. But high-throughput technologies did not mark the end of the

more theoretical biology approaches. It allowed the rise of Systems biology, a branch of the

systems science that appeared in the middle of the 20th century, but only really exploded after

the advent of high-throughput and sequencing technologies, that allowed finally obtaining the

amount of data necessary for the building of system-wide models (Kitano, 2002; Trewavas,

2006).

Systems biology, a science that Professor Brenner disapproved as much as omics data

and whose fail Professor Brenner predicted, defends a holistic view of biology (probably the

reason why the reductionist Brenner predicted its fail) in which cells like other complex systems

exhibit emerging properties that cannot be foreseen from the study of its individual components,

created in return the computational analysis, mathematical modelling and statistical tools that
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allow analysing system-wide data instead of focussing on a single gene or protein.

Despite the predictions of the Nobel laureate, the symbiosis between high-throughput tech-

nologies and systems biology was so efficient that it caused an explosion of the number of

genome scale models ranging from unicellular organisms like Escherichia coli or Saccharomy-

ces cerevisiae to multicellular organism models including humans or plants of interest (Hordeum

vulgare, Arabidopsis thaliana or Zea mays). Genome-scale models have applications in agricul-

ture, industry and medicine. Plant generic genome-scale models are commonly used for crop

improvement and yield stability. Whereas unicellular genome scale models have applications

that range from enhanced production of valuable bioproducts (Ranganathan et al., 2010) to the

study of parasitism or pathogens i.e. Mycobacterium tuberculosis (Jamshidi and Palsson, 2007;

Beste et al., 2007) Staphylococcus aureus (Becker and Palsson, 2005; Heinemann et al., 2005;

Lee et al., 2009) Helicobacter pylori (Schilling et al., 2002; Thiele et al., 2005) and Salmonella

typhimurium (Raghunathan et al., 2009; AbuOun et al., 2009; Thiele et al., 2011) and industri-

ally relevant bacteria (e.g. Escherichia coli (Feist et al., 2007; Reed et al., 2003), Geobacter

metallireducens (Mahadevan et al., 2006; Sun et al., 2009) and Saccharomyces cerevisiae (Mo

et al., 2009)).

In the context of medical research, the systemic and multi-factorial nature of metabolic dis-

eases turns them into ideal study objects for systems biologists, as they often result of minimal

variations to the optimal conversion rate of enzymes due to small alterations of the genome like

i.e. single nucleotide polymorphism (SNPs), epigenetic modifications in the regulation sites of

metabolic genes or are the result of slightly higher concentrations of metabolites due to rich

diet over decades that shift the equilibrium of reactions causing imbalances at the metabolic

level. Taken alone, none of these imbalances or SNPs could cause the appearance of patholo-

gies. The emergence of metabolic diseases can only be explained by several enzymes working

slightly outside the optimal range, SNPs, and a rich diet over decades.

1.2 Constraint-based modelling (CBM)

The extreme complexity of the metabolism of a cell that involves thousands of metabolites im-

plicated in a comparable number of reactions, can only be fully understood at a system-wide

level using simplified mathematical representations called models. Traditionally metabolic mod-

els were quantitative, deterministic models, based on ordinary differential equations (ODE),
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which attempt to precisely describe the metabolic fluxes and transformations. Building quanti-

tative models, in general, is rather difficult and is currently infeasible for cell-wide-models due

to the lack of detailed information regarding enzyme kinetics and metabolites concentrations.

Moreover, even if data on every enzyme implicated in the studied system was available, the

integration of these data into the models is not straightforward. Indeed, enzyme kinetics are

usually obtained through in vitro assays and might not always be transposed in vivo (Bailey,

2001). Furthermore these parameters are very sensitive to external and internal factors and

vary from cell-to-cell. To cope with the requirements of cell-wide models, new strategies had to

be adopted like constraint-based modelling (CBM).

Constraint-based modelling, unlike other modelling approaches, does not require precise

knowledge of metabolites’ concentrations or enzyme kinetics (Palsson et al., 2000). Instead

CBM restrains the space of allowed solutions by eliminating flux distributions that are not per-

mitted by the system due to some pre-defined constraints. In CBM, the chemical constraints

imposed to the flux of metabolites are represented as stoichiometric matrix, where the rows and

columns stand for the metabolites and the reactions, respectively, in which the metabolites are

implicated. The entries in the matrix correspond to the stoichiometric coefficients. Negative and

positive numbers symbolize respectively the consumption and production of a metabolite by a

given reaction.

Constraints can be represented as balances. An example of equality constraints is the con-

servation of mass that is imposed to the system in constraint-based modelling at the assumed

quasi-steady state. The principle of conservation of mass states that the total flux for every

single metabolite entering the system is equal to the total flux exiting it.

This constraint can be written as:

S ∗ v = 0,

where S represents the stoichiometric matrix and v the flux vector (Orth et al., 2010; Varma

and Palsson, 1994). Others equality constraints can be imposed to the system to guarantee the

conservation of energy, the redox potential or osmotic pressure (Price et al., 2004). The system

can also be constrained by a set of inequality equations, called boundaries or bounds, which

limit the range of values of the metabolic flux carried by a reaction due to e.g. the maximal

capacity of enzymes, the thermodynamic laws (reversibility of reactions), spatial localization,

metabolite sequestration, gene expression or protein level regulation (Figure 1.1).
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Figure 1.1. Constraint-based modelling uses constraints to define the space of
solutions: Chemical reactions that compose a metabolic network can be represented as a
stoichiometric matrix. Two types of constraints are imposed on the system to specify the space
of solutions: 1) balances represented as equality equations e.g. the conservation of mass and
2) bounds, inequalities equations that limit the range of values the fluxes v can adopt. The
system is under-determined therefore a unique solution can only be obtained when optimizing
the solution space for a given task.
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The use of constraints reduces the space of allowed flux distributions but does not permit

to obtain a unique solution as the system is usually under-determined. A unique distribution for

some fluxes can only be found when maximizing for an objective for example growth (Palsson

et al., 2000).

CBM assumes quasi-steady state conditions, which impede capturing dynamic behaviours

of the system (Orth et al., 2010; Varma and Palsson, 1994), but as metabolic diseases evolve

over decades, the dynamics of glucose in blood after a rich diet is less relevant than the effects

of high glucose levels after decades of unhealthy diet habits, at the quasi steady state.

1.2.1 Constraint-based modelling methods

Metabolic models are the inputs for a wide spectrum of CBMs that were e.g. reviewed and

classified by (Price et al., 2004):

Pathway analysis The cell metabolism is a connected network. Pathways inside this network

are collections of reactions that were grouped together based often on historical and arbitrary

reasons that are not justified by the fulfilling of a metabolic function. Elementary flux modes

(EFM) (Schuster and Hilgetag, 1994), which are the minimal sets of reactions able to carry a

flux at steady state and extreme pathways (ExPa) (Schilling et al., 2000) that correspond to the

edges of the solution cone, (Figure 1.1), allow defining pathways in an unbiased manner. ExPA

and EFM use convex analysis to find basis vectors which carry one valid solutions to S ∗ v = 0.

ExPA and EFM have applications e.g. in the designing of Escherichia coli strains (Trinh et al.,

2008) and in the analysis of global pathway regulation (Stelling et al., 2002). But, ExPA and

EFM are computationally demanding and therefore are mostly applied to small subnetworks.

Random sampling Random sampling (Becker et al., 2007) uses a Monte-Carlo approach to

explore the space of solutions by computing the calculations on a few random selected points.

The first attempts were based on a hit-rejection approach (HR) (Wiback et al., 2004), where the

flux cone was enclosed in a simpler regular shape such as a parallelepiped. Points were then

randomly chosen inside this simple shape and only solutions allowed by the constraints were

retained. But, the high-dimensionality of metabolic networks turns it difficult to find a shape that

fits the flux cone, causing a large number of rejected solutions.

More advanced methods are based on the hit and run approach (Smith, 1984) where ran-



1.2. Constraint-based modelling (CBM) 7

dom points, direction and step size falling inside the flux cone are iteratively selected. But as

the flux cone is elongated for reactions that are loosely constrained, the size of steps tends

to remain rather small and the points are often trapped at the boundaries. Therefore, to cir-

cumvent these issues, the Artificial Centering Hit-and-Run algorithm (ACHR) (Kaufman and

Smith, 1998) chooses the direction within the elongated direction, which allows larger steps

but does not longer guarantee that the whole space is uniformly covered. Whereas, optGp-

Dampler (Megchelenbrink et al., 2014) combines a warm-up points strategy, (already used by

some of its predecessors), in which the flux is minimized and maximized with random sampling

but the directionality is not systematically fixed at each iteration. Furthermore, the whole pro-

cess is run in parallel on several cores to speed up the random sampling process. Unlike ExPA

and EFM, random sampling can be applied to the whole network.

Flux Balance Analysis Flux Balance Analysis (FBA) (Edwards et al., 2002)) allows selecting

among all the possible flux distributions, the optimal distribution for a given context or purpose

like for example the maximization of growth. For some networks multiple flux distributions,

called alternative optimal flux distributions can be found for the same optimization framework.

Alternative optima can then be explored using Flux Variability Analysis (FVA) (Mahadevan and

Schilling, 2003).

Knock-out experiment Mutations events can be simulated in silico by setting the bounds of

the target reactions of the mutated genes to 0. The effect on growth is then evaluated by FBA

while maximization for the growth. Knock-out experiments allow moreover identifying essential

genes (Metabolic Metabolite Essentiality Analysis) or potential new drug targets.

Minimal adjustment After a mutation event, in order to survive, the flux distribution has to

be rearranged to recover the lost metabolic function(s). Algorithms like MOMA (Segre et al.,

2002) and ROOM (Shlomi et al., 2005) compute the optimal solution using FBA for the wild type

phenotype then find the nearest solution after a perturbation of the network.

Methods based on thermodynamics constraints The definition of reversibility are based

on in vitro assays that might not reflect the reversibility found in vivo. Moreover when the infor-

mation is missing, reactions are considered by default to be reversible. The problem with this

approach is that reactions wrongly defined as reversible might cause the formation of loops.
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FBA cannot find a finite solution for these cases and therefore metabolites are infinitely cycling

through these loops. Looping flux violates a law similar to Kirchhoff’s second law for electri-

cal circuits and therefore a loop should carry a net-zero flux. Approaches based on extreme

pathways and network-based pathways analyses can be applied to identify loops.

1.3 Genome-scale models

Constraint-based modelling allows building Genome-scale models (GEMs) that are obtained

after the mapping of annotated sequenced transcripts corresponding to the open reading frames

(ORF) of an organism to known biochemical reactions retrieved from databases such as KEGG

(Kanehisa et al., 2010), Reactome (Joshi-Tope et al., 2005), MetaCyc (Caspi et al., 2014) or

BRENDA (Schomburg et al., 2013) (Figure 1.2).

Figure 1.2. Generic metabolic model are obtained after the mapping of sequenced
annotated transcripts to the reactome retrieved from diverse databases. The relationship
between the genes, the proteins and the reactions are given by the gene-protein-reaction rules
(GPRs).

The building of a reconstruction requires several rounds of manually curation based on bib-
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liographic research and database information to set the reversibility of reactions, to establish

the gene-protein-reaction association rules that link genetic information to the reactome and to

identify the cofactors required for a chemical reaction to take place. Genome-wide reconstruc-

tions have dual and sometimes interfering functionalities: as mathematical model that can be

used for simulations and as repository of all known reactions that take place in an organism.

To be complete a repository will tend to add a reaction multiple times with different cofactors

whereas multiple entries of a reaction controlled by the same genes might decrease the pre-

diction power of a model especially if the reactions are reversible which might be responsible

for the formation of loops. The currently available reconstructions cover multiple types of organ-

isms, from micro-organisms like Escherichia coli (Reed et al., 2003; Orth et al., 2011; Keseler

et al., 2013) and Saccharomyces cerevisiae (Förster et al., 2003; Aung et al., 2013) to pluri-

cellular organisms like Arabidopsis thaliana (Poolman et al., 2009; de Oliveira Dal’Molin et al.,

2010; Mintz-Oron et al., 2012). For human cells, several global or generic reconstructions

were published in the last years: The Edinburgh Human Metabolic Network (Ma et al., 2007)

Recon X (Duarte et al., 2007; Thiele et al., 2013) and the Human metabolic Reconstructions

(HMRs) (Agren et al., 2012; Mardinoglu et al., 2014a). Note that for human and other pluricel-

lular organisms, generic GEMs often do not model a real existing cell, as GEMs contain all the

reactions known to take place in an organism, but allow extracting subnetworks that account for

the different cell types. Beside generic GEMs, cell-specific models like HepatoNet1 (Gille et al.,

2010) and iAdipocytes1809, (Mardinoglu et al., 2013) were partially manually reconstructed.

1.4 Context-specific models

GEMs, as they are built from genome annotations, do not take into account the variability of

phenotypes such as that result from epigenetic modifications or external stimuli, which cause

cells of the same organism with identical genetic information to adopt different cell fates, phe-

notypes, and metabolisms to fulfil very different functions. Following this idea, in 2007 (Shlomi

et al., 2007) used transcriptomics data, to further constrain the space of solutions and to ex-

tract from the generic reconstruction subnetworks that contain exclusively reactions active in

the studied cell type. As all the transcripts are not translated into proteins and the presence of

a protein does not guarantee that the latter is an active conformation, and therefore flux rates

do not correlate completely with expression levels, the expression level were merely used by
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iMAT, the method developed by (Shlomi et al., 2007), as clues of the likelihood that the as-

sociated reactions carry a flux. iMAT maximizes then the consistency between the expression

data and the flux distribution. The reactions predicted to be active respectively inactive by iMAT

correlated significantly with the cell-specific data retrieved from GeneNote and Human protein

reference database. Nevertheless, 18% of the predicted genes activity did not match their ex-

pression levels. A fact that could be explained by post-transcriptional regulation or be attributed

to limitations of the input model or of the method.

Extracting subnetworks that only contain active reactions or constraining the bounds of a

generic model was proven to increase the predictability of metabolic model in different test such

in in silico knock-out studies, in which generic models were shown to underestimate the number

of essential genes as they tend to include alternative pathways that do not take place simulta-

neously in the same cell (Folger et al., 2011; Pires Pacheco et al., 2015a). The elimination of

inactive pathways allows also obtaining more accurate flux distribution prediction as showed in

the simulation of liver disorders such as hyperammonemia and hyperglutamenia (Jerby et al.,

2010; Vlassis et al., 2014) and in the prediction of ATP and NO production rates in murine Raw

264.7 macrophages (Bordbar et al., 2012).

1.5 Context-specific reconstruction algorithms

1.5.1 The algorithms

In their review, (Estévez and Nikoloski, 2014) subdivide the context-specific algorithms in 3

families of algorithms in function of the optimization strategy (Figure 1.3, Table 1.1).

Gimme-like family The GIMME-like family of algorithms maximizes a required metabolic func-

tion such as the biomass function. By doing so, when using the GIMME-like family for the recon-

struction of a metabolic model, the user assumes that the metabolism of the modelled cell can

be reduced to the fulfilment of this task. This assumption might be valid for unicellular organisms

like Saccharomyces cerevisiae, Escherichia coli or for cancer cells, but cannot be applied to

pluricellular organisms that need to fulfil several tasks simultaneously. Further, pluricellular or-

ganisms are composed of specialized cells that allow a division of the tasks or functions among

the different cell types. Therefore if a unique function is required, the latter should be considered

at the whole organism level.
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The GIMME-like family comprises GIMME (Becker and Palsson, 2008), GIMMEp (Bordbar

et al., 2012) and GIM3E (Schmidt et al., 2013). GIMME optimizes for a Require Metabolic

Function (RMF) while penalizing reactions with expression levels below a user-defined thresh-

old. GIM3E and GIMMEp are variants of GIMME for the integration of metabolic and proteomic

data, respectively. GIM3E forces a non-zero flux through reactions implicated in the conversion

or the transit of metabolites experimentally shown to be present in the context of interest. Fur-

ther, GIM3E penalizes all the genes associated reactions of the model. Reactions with lower

expression values being more penalized than reactions associated with high expression lev-

els. Another notable difference is the optimization strategy: Mixed Integer Linear Programming

(MILP) instead of Linear Programming (LP) for GIMME and GIMMEp.

iMAT-like family The iMAT-like family of algorithms maximizes for the consistency between

the flux distribution and the data. The iMAT-like family that comprises iMAT, INIT (Agren et al.,

2012) and tINIT (Agren et al., 2014), do not require optimizing for a biological function. But, the

drawback of these approaches is their high computational demand.

iMAT maximizes the number of reactions that carry a flux consistent with the expression data

(high flux rates associated with high expression values or low flux rates with low expression).

In practice, iMAT uses Flux Variance Analysis (FVA) (Mahadevan and Schilling, 2003) to force

reactions to carry a flux then to be inactive and evaluate for each case the similarity of the

flux distribution to the data in order to determine the activity state of each reaction. The main

differences between iMAT and INIT is that INIT uses weights based on expression or arbitrary

values to favour the inclusion of reactions that are most supported by the data instead using hard

discretization thresholds. Further, INIT imposes a net positive flux through reactions responsible

for the production of some metabolites by imposing non-zero bounds (b>0). tINIT uses an

additional input, which is the function task that a model must be able to fulfil.

MBA-like family The MBA-like family of algorithms takes as input a core reaction set, defined

as set of reactions that have a high confidence level to be expressed in the context of interest.

This family searches for a compact consistent model that includes all or most of the core re-

actions that are complemented with a minimum number of non-core reactions, reactions that

are not supported by the data. The concept of core reactions allows the integration of several

data types and multiple datasets. The MBA-like family comprises MBA (Model building algo-

rithm) (Jerby et al., 2010), mCADRE (Wang et al., 2012) and the FASTCORE family (Vlassis
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et al., 2014; Pires Pacheco et al., 2015a) (that are part of this thesis). MBA takes as input two

core sets: a core high (CH) and core medium (CM) set in function of the confidence level of the

reactions. MBA tests one by one the remaining reactions, called core light (CL). If the removal

of the latter does not prevent the high core reactions and a fraction of the medium core reactions

to carry a flux, the CL is pruned out with the CM and CL reactions that are no longer able to

carry a flux. As the pruning order has a non-negligible impact on the output model, the process

is repeated thousand times. In order to speed up this computationally demanding process (2

hours per pruning step), mCADRE uses connectivity and confidence level scores besides ex-

pression to not only form the core set but also to determine the pruning order. Reactions with

an overall lower confidence level based on the before-mentioned scores are the first tested.

Figure 1.3. (Figure adapted from (Estévez and Nikoloski, 2014) The 3 families of
context-specific reconstruction algorithms use different strategies to build models that
uniquely contain reactions that are active in the context of interest. Context-specific
reconstruction algorithms are clustered into three families: a) The GIMME-like family that
maximizes a required metabolic function (RMF), b) the iMAT-like that maximizes for the
consistency between the data and the flux distribution and c) MBA-like family that maximizes
the consistency of the core set. In green and red, the algorithm with low and high
computational demands, respectively.
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Strategies Drawbacks
Maximization of a required - not convenient for pluricellular organism
metabolic function - should be considered at the whole organism level

- required function might differ strongly among cell types
Maximization of the consistency - higher computational demands
between the flux and the data model
Maximization of consistency - the quality of the model is dependent of the
of a core set core reactions set

Table 1.1. The strategies used by the different families of algorithms and the respective
drawbacks.

1.5.2 LP versus ILP

Context-specific model building algorithms can be further classified in function of the optimiza-

tion framework. Most algorithms use real linear programming (LP). LP, which is the simplest

constraint-based optimization framework, is used to solve optimization (maximization or min-

imization) problems defined as a linear objective, described by polynomes of degree 0 or 1,

with unknown decision variables. Note that in this framework, absolute values, square roots

or multiplication of decision variables are not allowed. The decision variables are further sub-

jected to some equalities or inequality constraints that limit the space of possible solutions. The

optimization of an objective function allows finding the optimal solution(s) corresponding to a

flux distribution in the polyhedron of possible solutions (Figure 1.4), in blue) delimited by in-

equality constraints. Convex or concave objective functions are of particular interest as they

have a unique optimal solution when the objective function is minimized, respectively maxi-

mized (Smith).

Integer Linear programming, is a special case of LP, where all the decision variables are

integers. And therefore the solution space is a Z-polyhedron (represented by black dots in

the space of solutions, Figure 1.4) in opposition to (Real) LP where the decision variables can

be any real number (blue space, Figure 1.4). Whereas, for MILP only some of the decision

variables are constrained to be integers. (Real) LP is more efficient in terms of computational

demands as solvable in polynomial time (nconstant), where n is the number of variables, whereas

the computational time for ILP and MILP is more often non polynomial (2n) (Smith). Among the

above described algorithms, the FASTCORE family and GIMME are LP-based whereas the

others algorithms use MILP.
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Figure 1.4. Linear Programming optimization framework is commonly used in
Constraint-based modelling to find the optimal flux distribution(s) or to reconstruct
models. The space of solution(s) is constrained by inequality equations that impose the
solution (value of the decision variables) to be found in a given space (blue space). As the
system is undetermined, a unique solution can only be found when optimizing for a given
function (red line). The blue space represents the solution obtained by real linear programming
whereas the black dots illustrate the values that decision values can take in ILP.
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1.5.3 Integration of omics data

1.5.3.1 A trade-off between robustness and resolution power

Data obtained from high-throughput technologies like RNA-sequencing (RNA-seq) or protein

arrays can be used to constraint generic metabolic models, to extract context-specific models,

or to determine what part of the network is active in a given context. The type of data and the

choice of the dataset(s) is crucial and should be coherent with the purpose of the model. If

the objective is to build a generic tissue or cell-specific reconstruction that is able to simulate

the cell or the tissue in all potential conditions and contexts, the inclusion of literature-based

evidences from different studies or the inclusion of other types of omics data e.g. transcriptomics

or proteomics data gathered from diverse datasets is recommended.

The obtained model can mimic the cell in all possible contexts by adapting the bounds of

the model reactions. Further, the inclusion of information on the functionalities of the cell and

the medium composition allows increasing the knowledge on the potentialities of the cell and

therefore the predictive power.

The drawback of this approach is that the integration of arrays from different contexts re-

duces the resolution power, defined as the ability to capture small but significant variations

between different contexts. Generic tissue-specific models might not capture fine differences

between different context like healthy versus disease or different cells of a same tissue with a

slightly different phenotype. Furthermore, inducible reactions, such as reactions of the nitric

oxide synthesis pathway that are only active in stress conditions or in presence of pathogens

might not be included in the model because they are only expressed in a small fraction of the

input data.

If the aim is to obtain a snapshot of the metabolism of a cell for a given context, the inclusion

of a single dataset is more appropriate as it allows obtaining a greater resolution than the generic

counterparts (Figure 1.5). But the use of a unique dataset increases the risk of over-fitting

the dataset. Noise might wrongly be interpreted as real meaningful biological variations and

further the integration of a single array does not allow obtaining a complete model that is able

to simulate the metabolism of a given cell or tissue for all potential contexts.
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Figure 1.5. Building context-specific metabolic models requires a trade-off between
robustness and resolution power: The integration of bibliomics data and data from different
datasets allows getting more generic and robust data whereas the integration of one single
dataset produce a context-specific, sensitive models with a high resolution power that allow
distinguishing similar though different metabolic pattern. Further, the second approach allows
also speeding up the building process.
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1.5.3.2 Different types of omics data

Different types of omics data i.e. genomics, transcriptomics, proteomics and metabolomics can

be considered as input for context-specific building algorithms. Transcriptomic data does not

completely correlate with the activity of enzymes. The expression of a gene does not guarantee

the presence of a protein or that the protein if present is in an active conformation. Further,

a high concentration does not necessary imply a high flux rate. Nevertheless, to this date,

transcriptomics is the most used omics data type in metabolic modelling as it is relatively cheap

and allows high-throughput acquisition of data. Transcriptomic data is followed by proteomic

data in the rank of the most used omics data type. Proteomics data was mainly used as input

by the INIT algorithm (Agren et al., 2012) and the main source of high-throughput proteomic

data are tissue arrays used within the Human Protein Atlas (HPA) project (Uhlen et al., 2010).

In this database, the proteomic data has more a qualitative value and is categorized in high,

medium or low confidence level, or as undetected.

Some attempts were done using metabolomics or fluxometrics data as input data to con-

strain metabolic models. Fluoxometrics is the only layer that allows acquiring directly data on

the flux distribution using e.g. carbon 13 labelled molecules (C13). Elementary metabolite units

(EMU) that computes the minimal information required to simulate the flux distribution of the

labelled atoms was introduced to cope with the large number of isotopomers due the labelled

atoms on (Antoniewicz et al., 2007). Although fluxometrics allows measuring directly flux distri-

bution, labelling experiments are mainly available for the central carbon metabolism, explaining

why this source of information is not more intensively used. Only very few datasets in Es-

cherichia coli and Saccharomyces cerevisiae cover other pathways. Therefore, at the moment,

the usage of metabolic data is restricted to uptake and secretion rate of key metabolites that are

used to fix the bounds of the metabolic models (Figure 1.6).

RNA-Sequencing (RNA-seq): messenger RNA-seq and microarray assays are the most pop-

ular sources of transcriptomic data. A messenger RNA-seq starts by enriching for messenger

RNAs (mRNA) using poly-T tagged beads or by depleting the sample of ribosomal RNA (rRNA).

Once purified the mRNAs are used as template to synthesise a complementary strand of DNA,

called complementary DNA or cDNA. The cDNA is then sequenced using a deep-sequencing

approach that produces short reads (fragments) of a few nucleotides. These short reads are

finally mapped to a reference genome. The level of expression of a gene or abundance is given
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Figure 1.6. Metabolomics integrate the genome information background and nutrition.
The enzymes and transporters that are the main actors of the metabolism are coded by genes
and therefore mutations in the open reading frame or in the regulation regions have an impact
on the metabolism. Another important component is the nutrition, which is a provider of
metabolites. The excess of metabolites causes a shift of the equilibrium of metabolic reactions.

in fragments per kilobase of exon per million fragments mapped (FPKM) also called reads per

kilobase of exon per million reads mapped (RPKM).

DNA microarray assay: In a microarray experiment, the transcripts are coupled with a dye

and then hybridized to short complementary sequences, called probes, that are immobilized on

a solid surface. The strength of the hybridization depends on the temperature, the number of

perfect matches between the probes and the mRNAs and the base composition of the probes.

Guanine-cytosine bounds are more solid that the ones formed by adenine and thymine. Non-

specific hybridization, that are characterized by weaker bounds are mostly eliminated by the

washing process. Nevertheless, for each probe set, a non-negligible number of probes will be

engaged in a non-specific binding. As the strength of the binding depends on the base compo-

sition of the probes, the associated noise strongly varies within probe-sets. This non negligible

background, so called probe-effect, affects the probe sets differently, and prevents the use of

absolute intensity level to quantify gene expression in the frame of microarray experiments.

RNA-seq technology is getting more popular than microarrays as it provides an unbiased

measurement of the whole transcriptome, including alternative splicing, non-coding RNAs and

unknown transcripts. Whereas microarray assays are limited to the probes present on the solid
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surface. Moreover, unlike microarrays, RNA-seq is not prone to hybridization saturation and

background noise that grants RNA-seq technology with a larger dynamic range and a higher

sensitivity.

Moreover, RNA-seq requires less input material and correlates better to protein expres-

sion (Van Vliet, 2010; Wang et al., 2009). RNA-seq has also some drawbacks like the large

amount of ribosomal RNA (rRNA) in the data, less base accuracy, and variation of read density

along the length of the transcript, posing a challenge for this high-throughput method. Although

microarray data is getting less popular than RNA-seq, the availability of repository of millions

arrays turns microarray data into an extremely valuable resources for modelling purposes.

1.5.3.3 What does expression mean?

The microarray technology is subjected to an unnegligible noise amount that affects probe sets

differently and does not allow direct comparison the intensity levels between probe-sets. Probe

effects turns questionable the direct integration of transcriptomics into metabolic models using

the absolute values of intensity levels. The use of the Barcode (McCall et al., 2011; Zilliox and

Irizarry, 2007) a method for discretization of microarray data, allows overcoming this hurdle, by

correcting for the noise affecting the different probes. Barcode uses previous knowledge over

thousands of conditions to determine for each probe set the distribution of intensities for an un-

expressed condition. To determine if a probe set is expressed for a given array, the intensity of

the latter is compared to the intensity distribution established by the Barcode project for genes in

unexpressed state across thousands of arrays and conditions. Genes are associated with inten-

sity values that are 5 standard deviations apart from the unexpressed intensity distribution mode

are considered as expressed. A very conservative threshold allows excluding false positives in

the identification process of expressed genes. Nevertheless, if required to form a consistent

model, reactions associated with expression levels below this threshold, are included.

Although RNA-seq data is not subjected to probe effects, the question at which level of

intensity or number of reads a gene can be considered as expressed is not easy to answer. Is

a single molecule of messenger RNA sufficient to consider a gene to be expressed or a simple

erratic phenomena that has no impact on the phenotype or metabolism is not solved. And if

the latter is true then at how many copy numbers a gene should be considered as expressed?

Moreover, in how many cells a gene must be expressed to have an impact on the tissue or

the population to which it belongs? The question of the threshold is crucial for the building
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of context-specific models because, if the former is too conservative active pathways might

be excluded in the output models whereas if the threshold was set too low inactive pathways

might be included in the context-specific models. Obviously the prediction power is radically

affected by the expression threshold(s). A good example are knock-out assays: in the first

scenario, the essential reactions will be over-estimated whereas in the second their number will

be underestimated.

1.6 Metabolic modelling and personalized medicine

One of the future challenges for the next five to ten years, is to apply metabolic modelling to

biomedical engineering and medicine. The metabolic layer, which is directly affected by the

nutrition and which stands under the genetic control through the expression of enzymes and

transporters, constitute an ideal layer for the study of metabolic diseases as this layer allows

integrating and monitoring all aspects contributing to the appearance of a metabolic disease

(Figure 1.6).

Metabolic modelling that was already applied with success for bioengineering e.g. for the

designing of novel strains of micro-organisms that are able to synthesize chemicals of interest,

is one of the most promising field in systems biology that could be applied for precision or

personalized medicine. The applications of CBM in biotechnology were reviewed in (Fondi and

Liò, 2015) and (Price et al., 2003).

In personalized medicine, metabolic medicine have numerous potential applications reach-

ing from prediction of drugs targets (Folger et al., 2011; Frezza et al., 2011; Kim et al., 2010;

Agren et al., 2014), identification of biomarkers (Shlomi et al., 2009) (or reporter metabolites

that are often associated to cancer (Patil and Nielsen, 2005)), and anti-metabolites (Agren

et al., 2014) (chemical compounds that bind to enzymes and prevent the usage of endoge-

nous metabolites) to a routine integration and analysis of high-throughput patient omics data

using metabolic models as scaffold for the understanding of the underlying process leading to

the appearance of diseases (Mardinoglu et al., 2013, 2014a).

1.6.1 Metabolic modelling and cancer

The main focus in metabolic modelling of diseases is set on cancer as in humans, cancer cells

are the unique cells that justify the optimization of growth, which allows using knock-out and



1.6. Metabolic modelling and personalized medicine 21

minimal adjustment assays. In this frame, metabolic modelling was mainly used to understand

how cancer cells modify their metabolism to increase their proliferation or resistance to hypoxia

e.g. by the Warburg effect (Resendis-Antonio et al., 2010; Vazquez et al., 2010; Shlomi et al.,

2011; Yizhak et al., 2014b).

Further, several algorithms dedicated specifically to cancer like MPA (Jerby et al., 2012)

and PRIME (Yizhak et al., 2014a) were published. MPA uses an approach that is based on

MOMA (Segre et al., 2002) to capture phenotype changes between healthy and cancer patients

or between patients with different phenotypes using the respective transcriptome or proteome

as input. MPA computes a score that translate the consistency between the flux distribution

required to optimize for a metabolic task and the expression data. A high consistency score

translates to a high likelihood that the function actually takes place in the studied cell. Notably,

MPA predicted that several pathways were different between estrogen receptor positive (ER+)

and negative (ER-) patients. In turn PRIME is a cancer-specific context-building algorithm that

promises predicting the phenotype in an individual-specific manner. PRIME uses as input ex-

pression data and growth rates to change the bounds of the input model. Though PRIME was

validated only with cancer cell lines and the requirement of growth rates and the difficulty to

obtain them for patient limits the application of PRIME for personalized medicine (Yizhak et al.,

2014a).

Other more generic context-specific metabolic reconstruction algorithms were also applied

for the building of cancer models. The latter were used for the comparison to MBA (Jerby

et al., 2010) that allowed determining cytostastics genes, mCADRE (Wang et al., 2012) and

INIT (Agren et al., 2012) or pathways that differ between cancer patients and healthy donors.

Further, models of cell lines that express different levels of p53 due to the silencing with shRNA

constructions targeting p53 and the incubation with Nutlin-3a that activates p53, were recon-

structed with iMAT (Zur et al., 2010). The iMAT algorithm predicted that p53 promotes gluco-

neogenesis and generally decreases the flux through the glycolysis and the pentose phosphate

pathways by favouring the consumption of glucose by other metabolic processes explaining to

some extent the tumour-suppressor effect of p53 (Goldstein et al., 2013). Another, very popu-

lar algorithm in the context of cancer is INIT, that was among others, used to build 46 patient-

specific reconstruction suffering from hepatocellular carcinoma (Agren et al., 2014). The models

were then employed to predict anti-metabolites. The same approach revealed that the transcript

variant ACSS1 is associated with tumour growth and malignancy under hypoxic conditions in
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human HCC, whereas ACSS2 is linked to a less severe phenotype (Björnson et al., 2015). Be-

side the numerous draft reconstructions built by the above mentioned algorithms, a population

based functional semi-manual genome reconstruction was built using RNA-seq and proteomic

data from human colon carcinoma tumours (iHCC2578) (Björnson et al., 2015).

1.6.2 Metabolic modelling and metabolic diseases

The second promising application area are diseases that result from the metabolic syndrome,

such as obesity, diabetes and cardiovascular diseases. The mapping of omics data on me-

tabolic reconstruction is a key tool in the identification of disease-related pathways. Among

others the catabolism of branched amino acids was predicted to be decreased in obese by

iAdipocyte1809 model (Mardinoglu et al., 2014b). The same model was used as scaffold

for the integration of transcriptomic data and uptake rates of glucose and fatty acids of lean

versus obese people. Disease-enriched pathways were then identified through random sam-

pling (Mardinoglu et al., 2013). Further, a semi-manual liver reconstruction based on HMR 2.0

(iHepatocytes2322) (Mardinoglu et al., 2014a) and tINIT (Agren et al., 2014) allowed the identifi-

cation of increased blood levels of chondroitin sulphates (CS) and blood decreased level of hep-

aran sulphates (HS) as potential biomarkers for the non-alcoholic fatty liver disease (NAFLD).

The same study demonstrated that branched chain amino-acid transaminase 1 (BCAT1) was

up-regulated in tissue-samples of patients suffering of NAFLD.

Metabolic modelling was successfully used in numerous studies and existing algorithms

contributed to unravel disease-specific subpathways. Nevertheless, the whole field has to in-

crease in predictability and accuracy to allow the tools, strategies and approaches to be applied

in a high-throughput and standardized manner outside the lab. Models still require manually

curation, algorithms are too slow, lack accuracy or are often unable to differentiate between the

metabolism of related but distinct cells or tissues (Pires Pacheco et al., 2015b).

1.7 Improving the quality of automated reconstructions

1.7.1 Better models call for better algorithms

An important aspect for the reconstruction of metabolic models is time. A manually curated

generic model that was obtained after months or years of testing and corrections is expected to

be of higher quality than automatic reconstructions. But the time necessary to build a curated
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model of quality turns their use impracticable for numerous applications like the integration or

analysis of patient data that require a more high-throughput approach. Further, automatic recon-

structions are getting more popular and are even used to speed up the manual reconstruction

process. For example (Becker and Palsson, 2008) was used for the building of subnetworks that

were then manually assembled in a macrophage model (Bordbar et al., 2010, 2012). Context-

specific algorithms like FASTCORE (Vlassis et al., 2014) (fastgapfill (Thiele et al., 2014)) and

MBA (Jerby et al., 2010) (Mirage (Vitkin and Shlomi, 2012)) were slightly modified and applied

for gap-filling purposes in the frame of manually curated reconstructions.

Nevertheless, to be used in a high-throughput manner in the frame of diagnosis purposes,

the quality of draft reconstructions has to be improved. The required improvements call obvi-

ously for better algorithms and inputs models. But also for unbiased and thorough validation

methods that allows assessing the quality of algorithms and models and eventually to correct

flaws. Two benchmarks evaluating flux prediction algorithms in Saccharomyces cerevisiae and

Escherichia coli (Machado and Herrgård, 2014) and context-specific building algorithms in hu-

man cells respectively, (Pires Pacheco et al., 2015a) (the latter was published by ourselves).

1.7.2 Towards functional correct models

Concerns about the ability of draft metabolic models to simulate known metabolic tasks like

gluconeogenesis or the conversion of valine into glucose were first raised by (Gille et al., 2010)

that tested the functional capacity of a draft liver model built by the iMAT algorithm and realized

that the draft model failed in a great number of cases. This negative result led the authors

to build the first manually curated liver model, based on experimental evidences (proteomic

and transcriptomic level), databases and bibliography. The obtained model was intensively

tested for the functional capacity and modified accordingly. HepatoNet1 distinguishes itself from

other manually curated model not only by the fact that HepatoNet1 was the first tissue-specific

manually curated model but more importantly, HepatoNet1 is functions-and reactions-oriented.

This means that the starting point of the models was not the annotated transcripts but the parts

of the reactome supported by omics data and the metabolic task (functions) expected to take

place in the liver. As a consequence the chosen reactions among the all possible reaction

combinations that allow the fulfilment of a biological function might not be the ones expressed

in liver cells.

In order to build of a functionally correct macrophage model, (Bordbar et al., 2010, 2012),
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Bordbar et al. created for each metabolic task a sub-network with GIMME. The sub-networks

were then manually assembled. The process is faster than the building of manually curated

models but could still not be applied in a high-throughput manner. Further, the optimization of

several tasks is not so straightforward. The optimization of a function is often only possible at

the expense of another. Some flux distributions may be mutual exclusive as requiring too much

energy or resources.

Finally, tINIT (Agren et al., 2014), a variant of the INIT algorithm that takes as input metabolic

tasks besides transcriptomic and proteomic data, was published recently, offering the possibility

to build more correct models. tINIT has nevertheless a serious drawback as it is unable to

capture metabolic variations between different tissues (Uhlen et al., 2010). Note also that the

identification of the functions that take place in a given cell type is a fastidious process that

requires an intensive bibliographic research and as the gene expression changes continuously

to cope with external stimuli, the metabolic functions is also expected to vary.

1.8 The metabolic identity and epigenetic control

One possibility to assign the quality of models is to determine the percentage of the reactions

that are shown to be active in the context of interest. A reaction that is under gene control

is assumed to be active when the associated genes are expressed. But as discussed in the

chapter "What does expression mean?", the set of expressed genes in a cell is far from being

clearly defined and therefore it is impossible with the current knowledge to identify completely

the set of reactions that actually take place in a given tissue.

The identification of the reactome of a cell is an aspect of a wider problematic about cell

identity: What defines the different cell types? What are the key elements that make a progeny

cell differentiate into a liver or a muscle cell? The first question can be answered in numer-

ous ways. The different cell types distinguish among themselves by their morphologies, their

functions and the set of expressed genes and therefore by their transcriptome, proteome and

metabolome. Further a resident macrophage and a pathogens fighting macrophage have a

different transcriptome and metabolome but both remain macrophages and will never become

liver cells. Calling for the next question: Why do progenitors cells have the potential to give rise

to every cell type whereas differentiated cells lose this ability?
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1.8.1 Enhancers and cell identity

Epigenetics and the study of gene regulation might deliver some initial responses to these

questions. One of the main characteristics of Metazoa is the subdivision in cell types with dif-

ferent expression patterns, functions and morphologies, which calls for a regulation of the gene

expression. Since their unicellular ancestors, Metozoa have a complex network of genes re-

sponsible for transcriptional regulation of genes linked to specific functions (Sebé-Pedrós et al.,

2016), advocating for a highly conserved gene expression regulation system. The different ex-

pression patterns are under the control of the condensation level of the DNA molecules and of

one or a combination of multiple types of transcription factors (Adams and Workman, 1995) that

bind to cis-and-trans regulating elements of target genes, called enhancers. Whereas unicel-

lular organisms are characterized by small regulatory regions that are mainly proximal to the

target gene advocating for the hypothesis that the combinatory binding of transcription factors

and the chromatin loop formation is restricted to metazoa.

1.8.1.1 Regulation of the gene expression by the chromatin condensation level and the

transcription network

The DNA strands are wrapped around basic proteins, called histones (H3, H4, H2A, H2B and

H1), forming a nucleosome, the building block of eucaryotic chromatin fibres (Luger and Rich-

mond, 1998; Van Holde, 2012). The chromatin can be in a different state of relaxation or con-

densation. Genes located for example in a highly condensed hetero-chromatin regions are not

translated into messenger RNA because the transcription machinery cannot access the pro-

moter of these genes. The level of condensation of the chromatin depends on the affinity of

the basic histone tails to the negatively charged DNA strands. This charge can be masked by

the addition of covalent modifications such as acetyl-residues to the lysines or neutralized by

phosphorylation, causing a relaxation of the chromatin structure (Wolffe and Hayes, 1999).

The level of condensation of the chromatin is a dynamic process that depends on a large

number of possible modifications (phosphorylation, methylation, ubiquitination, sumoylation,

ADP ribosylation, glycosylation, biotinylation and carbonylation). The complexity of histone

modifications and their action on the chromatin structure led to the formulation of the histone

code (Strahl and Allis, 2000) Hypothesis that the combination of various modifications allows

amplifying the read-out of upstream signalling pathways, causing a larger and more controlled
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impact on the chromatin condensation state (Strahl and Allis, 2000).

In summary, the layer of regulation of the cell identity depends on the binding sites (enhan-

cers) that are accessible to transcription factors, that allow the binding of transcription factors.

These binding sites, for most of them of few hundred base pairs in length (Carey, 1998), are

characterized by a depletion of histones (Bernstein et al., 2002; Lee et al., 2004) due among

others on a enrichment of histone acetylation (H3K9ac, H3K27ac) and methylation (H3K4me1)

of the histones tails in this area. Enhancers harbour usually multiple binding sites that in some

cases only allow a stable binding of a complex of transcription factors.

The binding of transcription factors permits the fixation of co-activators, that, unlike tran-

scription factors, do not bind to a specific sequence. Co-activators cause covalent modifications

such as methylation or acetylation state of the DNA and histones through the recruitment of

p300, a covactor that is also a histone acetyltransferase, that increases the accessibility of the

DNA binding sites to the RNA polymerase II (Lelli et al., 2012).

1.8.1.2 Cell-specific expression patterns depend on the activity of enhancers

Cell-specific expression patterns that define the cell identity are less related to the expression

a cell-specific transcription factor, as most transcription factors were shown to be ubiquitously

expressed (Uhlén et al., 2015) than to an unique combination of transcription factors that bind

together in a stable manner to large regions of more than 50 kilobases containing several clus-

ter of enhancers, called super-enhancer, that are active in a cell-specific manner (Bulger and

Groudine, 2011).

Conformingly, the activity of super-enhancers and enhancers in general were shown to be

largely cell-type specific (Consortium et al., 2012; Heintzman et al., 2009), as shown by large

studies focusing on histones marks like H3K27ac and H3K4me1 (Creyghton et al., 2010; Rada-

Iglesias et al., 2011; Heintzman et al., 2009), the binding of p300 (Visel et al., 2009), and DNAse

hypersensibility (Consortium et al., 2012; Hnisz et al., 2013) that act as surrogate for enhancers.

Moreover, gene ontology analysis showed that super-enhancer are largely associated with

process linked with cell identity (Hnisz et al., 2013), association studies showed that super-

enhancers are linked to genes enriched for diseases and that single nucleotide polymorphism

(SNP) are often localized within super-enhancer regions of disease-relevant cells types, (Hnisz

et al., 2013; Lovén et al., 2013; Chapuy et al., 2013), suggesting that super-enhancers marks

and regulate cell-specific genes like master transcription factor or genes implicated in the iden-
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tity of the cell and that any small variation in the regulation of these central genes is likely to

cause the appearance of diseases.

1.8.2 Enhancers and macrophages differentiation

Each cell type contains a different set of enhancers (Heintzman et al., 2009) to which transcrip-

tion factors can bind, after being activated by an external or internal stimuli, and initiate the

expression of the target genes. This predefined set of enhancers prevents the transformation of

a cell type into a very different one as the required enhancers for the expression of another set

of genes are simply missing. Nevertheless, several cells types demonstrate a certain level of

plasticity like the cells of myeloid lineage can differentiate into a different subtype in function of

the stimuli. Turning this lineage into an ideal model for the study of enhancers and cell identity.

Histones marks are often used as surrogate for large cluster of active enhancers. Enhancers

are also found in a latent or inactive state that are not enriched in H3K27ac histones marks or

to which transcription factors do not bind unless the cell are submitted to the right stimuli. In

the similar way, when submitted to a given stimuli, active enhancer can lose the associated

histones marks (Ostuni et al., 2013). This latent enhancers are characterised by only presence

of H3K4me1 histone marks. Interestingly, during development, H3K4me1 was shown to be a

mark of early stage of enhancer formation that precedes nucleosome depletion and H3K27ac

histone marks (Creyghton et al., 2010; Rada-Iglesias et al., 2011), supporting the idea that the

latent enhancers allow the cells to acquire new functionalities in order to cope with unexpected

stimuli like i.e. (lipopolysaccharide) LPS (Ostuni et al., 2013).





Scope and aims

The first aim of this work is the implementation of a family of algorithms that allow the automated

reconstruction of high quality metabolic models that could be used in a high-throughput man-

ner. To achieve this aim, the algorithms must fulfil a certain number of criteria. The reactions

included in the model must be supported by independent data with a high confidence level.

The reconstruction algorithms must be robust in order to avoid modelling noise but neverthe-

less be able to capture significant metabolic variations between different cell types, tissues and

contexts. Further, algorithms must also have reduced computational demands and be devoid

of free parameters to allow their use in high-throughput framework. Finally, metabolic models

must be able to predict, among others, the key flux distributions, essential genes, drug targets

or secretions rates that could subsequently be validated in vitro.

The second aim is to establish benchmarking procedures to assign the quality of context-

specific algorithms and validate metabolic models. Unbiased validation procedures allow iden-

tifying caveats of the respective approaches in order to permit a correction in the next versions.

Furthermore, a benchmarking using the same input data allows selecting among the alternative

strategies proposed by the existing algorithms the most efficient ones, so that the more efficient

strategy could be incorporated in the next generation of algorithms and by such guarantee that

the every newly published algorithm outperforms its predecessors.

The last aim of this thesis was to understand how gene regulatory network and epigenetics

define the metabolic identity of monocyte-derived macrophages by enhancing the expression of

a set of key target genes. Previous studied showed that the number of enhancers associated

with a gene was related with the cell-specificity of its expression. Therefore, the integration

of epigenetic data in context-specific models should allow identifying key control points in the

metabolic network that regulate the establishment of the macrophage metabolic identity.
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3.1 Summary and contributions

The idea of Prof. Thomas Sauter to create a fast context-specific reconstruction algorithm stems

from the fact that although several algorithms were already published to fulfil this specific task,

none of them could practically be used in high-throughput way for the building of human me-

tabolic models. Indeed most algorithms have too high computational demands as using Mixed

Integer linear Programming (MILP), require the setting of arbitrary thresholds or/and optimize

for a biological function. Free parameters should be avoided when designing an algorithm as

they call for computationally demanding parameter tuning that should be ideally repeated for

each input model and dataset. Whereas the optimization of a biological function is a strategy

developed for unicellular organism that assume that the metabolism of a cell can be reduced to

the fulfilment of one single task (the optimization of more than one task is not straightforward

due to the pareto effect). For humans, this category of algorithms can only be applied for the

modelling of cancer cells, the other cell types usually do not divide.

The philosophy behind FASTCORE (Vlassis et al., 2014), for which I share the first co-

authorship (shared contributions) with Dr. Nikos Vlassis and for which Prof. Thomas Sauter

is the last author, was to create a context-specific reconstruction algorithm devoid of arbitrary

thresholds and with building times in the scale of seconds. The low computational demands

of FASTCORE open a whole range of new possibilities like cross-validation assays that are

practically not doable with most algorithms. Leave-out cross-validation assays allow assigning

a confidence score to each reaction of the output model, which facilitates manual curation and

eventually the high-throughput building of models for e.g. diagnosis purposes.

FASTCORE requires as input a set of core reactions, reactions, known to be expressed

in context-specific of interest (e.g. obtained from data mining), and a generic genome-wide

reconstruction (such as Recon X (Duarte et al., 2007; Thiele et al., 2013), HMR (Agren et al.,

2012), HMR 2.0 (Mardinoglu et al., 2014a), etc).

FASTCORE, is based on the idea of Dr. Vlassis, who developed the mathematical concepts

of FASTCORE with the precious help of Prof. Thomas Sauter, to approximate the cardinality

function by the minimum of two linear functions. As this approximation is concave for positive

flux values, the function can be maximized using linear programming (LP). The maximization of

an approximation of the cardinality of the flux v that flow through the core reactions forces the

latter to carry a non-zero flux. Further, to obtain compact context-specific models, the inclusion
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of non-core reactions are penalized using an L1-minimization, therefore only a minimal set

of non-core reactions are added to the core reactions in order to obtain a consistent model

(Figure 3.1).

Figure 3.1. Principle of FASTCORE: 1) Maximization of an approximation of the cardinality
function and 2) minimization of the flux through non-core reactions. a) Toy network were the
circles represent the metabolites and the arrows the reactions b) illustrations of the
maximization of the cardinality of the flux carried by the core reaction and of penalization of
non-core reactions through L1-normalization c) equation describing both processes.

The experiments performed to validate the FASTCORE namely the reconstruction of a

liver and a model macrophage model, the comparison of the performance of FASTCORE to

MBA (Jerby et al., 2010) and GIMME (Becker and Palsson, 2008), 2 competitors algorithms,

the cross-validation assays, the functional analysis of the FASTCORE liver model and the simu-

lation of the flux distribution in the context of liver disorders affecting three enzymes arginosuc-

cinate synthetase (ASS), arginosuccinate lyase (ASL) and ornithine transcarbanylase (OTC)

(Figure 3.6) through random sampling and the comparison to the in vivo fluxes as described in

the paper were mainly performed by me under the guidance and help of Prof. Thomas Sauter

and Dr. Nikos Vlassis. Figure 3.4 and Table 3.2 and 3.1 and the supplementary data were

mainly created by me with the help of Prof. Sauter and Dr. Vlassis. Whereas Dr. Vlassis,
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developed the mathematical concepts with help of Prof. Thomas Sauter, wrote box 1 and 2,

draw Figure 3.3 and 3.5. He also run the simulation for 3.3. The manuscript was written and

the development of the tool was done by all three authors (see for contribution section of the

original paper for more details).

Figure 3.2. Simulation of the flux distribution in the context of diseases linked to
mutations in the urea cycle: Several disorders are due to mutations in 3 genes:
arginosuccinate synthetase (ASS), arginosuccinate lyase (ASL) and ornithine
transcarbanylase (OTC). The flux distributions were simulated in silico to validate the
FASTCORE liver model by random sampling and were then compared to the flux distributions
determined by labeled 15-N glutamine in the study of Lee et al.
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3.2 Abstract

Systemic approaches to the study of a biological cell or tissue rely increasingly on the use

of context-specific metabolic network models. The reconstruction of such a model from high-

throughput data can routinely involve large numbers of tests under different conditions and

extensive parameter tuning, which calls for fast algorithms. We present , a generic algorithm

for reconstructing context-specific metabolic network models from global genome-wide meta-

bolic network models such as Recon X. FASTCORE takes as input a core set of reactions that

are known to be active in the context of interest (e.g., cell or tissue), and it searches for a flux

consistent subnetwork of the global network that contains all reactions from the core set and a

minimal set of additional reactions. Our key observation is that a minimal consistent reconstruc-

tion can be defined via a set of sparse modes of the global network, and FASTCORE iteratively

computes such a set via a series of linear programs. Experiments on liver data demonstrate

speedups of several orders of magnitude, and significantly more compact reconstructions, over

a rival method. Given its simplicity and its excellent performance, FASTCORE can form the

backbone of many future metabolic network reconstruction algorithms.

3.3 Introduction

Cell metabolism is known to play a key role in the pathogenesis of various diseases (DeBer-

ardinis and Thompson, 2012) such as Parkinson’s disease (Pourfar et al., 2013) and cancer

(Hiller and Metallo, 2013). The study of human metabolism has been greatly advanced by the

development of computational models of metabolism, such as Recon 1 (Duarte et al., 2007),

the Edinburgh human metabolic network (Hao et al., 2010), and Recon 2 (Thiele et al., 2013).

These are genome-scale metabolic network models that have been reconstructed by combin-

ing various sources of ’omics’ and literature data, and they involve a large set of biochemical

reactions that can be active in different contexts, e.g., different cell types or tissues (Thiele and

Palsson, 2010).

To maximize the predictive power of a metabolic model when conditioning on a specific

context, for instance the energy metabolism of a neuron or the metabolism of liver, recent ef-

forts go into the development of context-specific metabolic models (Becker and Palsson, 2008;

Christian et al., 2009; Jerby et al., 2010; Chang et al., 2010; Lewis et al., 2010b; Agren et al.,
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2012). These are network models that are derived from global models like Recon 1, but they

only contain a subset of reactions, namely, those reactions that are active in the given context.

Such context-specific metabolic models are known to exhibit superior explanatory and predic-

tive power than their global counterparts (Jerby et al., 2010; Folger et al., 2011; Bordbar et al.,

2012).

Most algorithms for context-specific metabolic network reconstruction (see Section 3.4.5 for

a short overview) first identify a relevant subset of reactions according to some ’omics’ informa-

tion (typically expression data and bibliomics), and then search for a subnetwork of the global

network that satisfies some mathematical requirements and contains all (or most of) these re-

actions (Becker and Palsson, 2008; Shlomi et al., 2008; Jerby et al., 2010; Chandrasekaran and

Price, 2010; Jensen and Papin, 2011; Agren et al., 2012). The mathematical requirements are

typically imposed via flux balance analysis, which characterizes the steady-state distribution of

fluxes in a metabolic network via linear constraints that are derived from the stoichiometry of the

network and physical conservation laws (Schuster and Hilgetag, 1994; Stephanopoulos et al.,

1998; Price et al., 2004; Gagneur and Klamt, 2004; Fleming et al., 2012). The search problem

may target the optimization of a specific functionality of the model (e.g., biomass production) or

some other objective (Blazier and Papin, 2012), and it may involve repeated tests under differ-

ent conditions and parameter tuning (Becker and Palsson, 2008; Folger et al., 2011; Orth et al.,

2011; Wang et al., 2012). The latter calls for fast algorithms.

We present FASTCORE, a generic algorithm for context-specific metabolic network recon-

struction. FASTCORE takes as input a core set of reactions that are supported by strong evi-

dence to be active in the context of interest. Then it searches for a flux consistent subnetwork of

the global network that contains all reactions from the core set and a minimal set of additional

reactions. Flux consistency implies that each reaction of the network is active (i.e., has nonzero

flux) in at least one feasible flux distribution (Schuster and Hilgetag, 1994; Acuña et al., 2009).

An attractive feature of FASTCORE is its generality: As it only relies on a preselected set of

reactions and a simple mathematical objective (flux consistency), it can be applied in different

contexts and it allows the integration of different pieces of evidence (‘multi-omics’) into a single

model.

Computing a minimal consistent reconstruction from a subset of reactions of a global net-

work is, however, an NP-hard problem (Acuña et al., 2009), and hence some approximation is

in order. Our key observation is that a minimal consistent reconstruction can be defined via a
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set of sparse modes of the global network, and FASTCORE is designed to compute a minimal

such set. Every iteration of the algorithm computes a new sparse mode via two linear programs

that aim at maximizing the support of the mode inside the core set while minimizing that quantity

outside the core set. FASTCORE’s search strategy is in marked contrast to related approaches,

in which the search for a minimal consistent reconstruction involves, for instance, incremental

network pruning (Jerby et al., 2010). FASTCORE is simple, devoid of free parameters, and its

performance is excellent in practice: As we demonstrate on experiments with liver data, FAST-

CORE is several orders of magnitude faster, and produces much more compact reconstructions,

than the main competing algorithm MBA (Jerby et al., 2010).

3.4 Methods

3.4.1 Background

A metabolic network of m metabolites and n reactions is represented by an m×n stoichiometric

matrix S, where each entry Sij contains the stoichiometric coefficient of metabolite i in reaction

j. A flux vector v ∈ Rn is a tuple of reaction rates, v = (v1, . . . , vn), where vi is the rate of

reaction i in the network. Reactions are grouped into reversible ones (R) and irreversible ones

(I). For a reaction i ∈ I it holds that vi ≥ 0; this and other imposed flux bounds, e.g., lower and

upper bounds per reaction, are collectively denoted by B (which defines a convex set). A flux

vector is called feasible or a mode if it satisfies a set of steady-state mass-balance constraints

that can be compactly expressed as:

Sv = 0, v ∈ B . (3.1)

An elementary mode is a feasible flux vector v 6= 0 with minimal support, that is, there is no other

feasible flux vector w 6= 0 with supp(w) ⊂ supp(v), where supp(v) =
{
j ∈ {1, 2, . . . , n} : vj 6= 0

}
is the support (i.e., the set of nonzero entries) of v (Schuster and Hilgetag, 1994; Gagneur and

Klamt, 2004). A reaction i is called blocked if it cannot be active under any mode, that is, there

exists no mode v ∈ Rn such that vi 6= 0 (in practice |vi| ≥ ε, for some small positive threshold

ε). A metabolic network model that contains no blocked reactions is called (flux) consistent

(Schuster and Hilgetag, 1994; Acuña et al., 2009).
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Figure 3.3. Consistency testing allows identifying and removing reactions that cannot
carry a flux due to the existence of gaps or dead-ends: A metabolic network with one
blocked reaction (A↔B). Note that A appears with stoichiometric coefficient 2 in the boundary
reaction→2A.

3.4.2 Network consistency testing

Given a metabolic network model with stoichiometric matrix S, a problem of interest is to test

whether the network is consistent or not. Additionally, if the network is inconsistent, it would be

desirable to have a method that detects all blocked reactions.

It has been suggested that network consistency can be detected by a single linear program

(LP) (Acuña et al., 2009). The idea is to first convert each reversible reaction into two irreversible

reactions (and define a reversible flux as the difference of two irreversible fluxes), and then test

if the minimum feasible flux on the new set J of irreversible-only reactions is strictly positive (in

practice, at least ε). This is equivalent to testing if the following LP is feasible:

max
v,z

z

s.t. z ≥ ε z ∈ R

vi ≥ z ∀i ∈ J

Sv = 0 v ∈ B .

(LP-3.2)

This test of consistency, however, can produce spurious solutions. In Figure 3.3 we show a

toy metabolic network comprising four metabolites (A,B,C,D) and six reactions annotated with

corresponding fluxes v1, . . . , v6. Fluxes are bounded as 0 ≤ vi ≤ 3 for i 6= 2, and |v2| ≤ 3. All

stoichiometric coefficients are equal to one, except for the reaction→2A. The only reversible re-

action is A↔B, which is a dead-end reaction and therefore blocked, whereas all other reactions

are irreversible and unblocked. After converting A↔B to a pair of irreversible reactions, LP-3.2

achieves optimal value z∗ = 1.5, which implies (wrongly) that the network is consistent. The test

here fails because the two irreversible copies of A↔B have equal flux at the solution, thereby
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nullifying the actual net flux of A↔B.

A straightforward solution to the problem would involve iterating through all reactions, com-

puting the maximum and minimum feasible flux of each reaction via an LP that satisfies the con-

straints in (3.1). Reactions with minimum and maximum flux zero would then be blocked. This

is the idea behind the FVA (Flux Variability Analysis) algorithm and the reduceModel function of

the COBRA toolbox (Mahadevan and Schilling, 2003; Schellenberger et al., 2011a). However,

iterating through all reactions can be inefficient. A faster variant is fastFVA (Gudmundsson and

Thiele, 2010), which achieves acceleration over FVA via LP warm-starts. Another fast algorithm

is CMC (CheckModelConsistency) (Jerby et al., 2010), which involves a series of LPs, where

each LP maximizes the sum of fluxes over a subset J of reactions:

max
v

∑
j∈J

vj

s.t. Sv = 0 v ∈ B .
(LP-3.3)

The set J is initialized by J = R ∪ I (all reactions in the network), and it is updated after

each run of LP-3.3 so that it contains the reactions whose consistency has not been estab-

lished yet. When J cannot be reduced any further, we can reverse the signs of the columns

of S corresponding to the reversible reactions in J and resume the iterations. Eventually, all

remaining reactions may have to be tested one by one for consistency, as in FVA. Such an

iterative scheme is complete, in the sense that it will always report consistency if the network is

consistent, and if not, it will reveal the set of blocked reactions. However, as we will clarify in the

next section, LP-3.3 is not optimizing the ‘correct’ function, which may result in unnecessarily

many iterations. For example, when applied to the network of Figure 3.3, LP-3.3 will pick up the

elementary mode that corresponds to the pathway A→C→D (because this pathway achieves

maximum sum of fluxes v1 + v4 + v5 + v6 = 1.5 + 3 + 3 + 3), and it will set v3 = 0. To establish

the consistency of the reaction A→D, an additional run of LP-3.3 would be needed, where the

set J would only involve the reactions A↔B and A→D. Hence, an iterative algorithm like CMC

that relies on LP-3.3 would need two iterations to detect the consistent part of this network.

However, one LP suffices to detect the consistent subnetwork in this example, as we explain in

the next section. In more general problems involving larger and more realistic networks, CMC

may involve unnecessarily many iterations, as we demonstrate in the experiments.
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3.4.3 Fast consistency testing

In most problems of interest there will be no single mode that renders the whole network con-

sistent, and an iterative algorithm like the one described in the previous section must be used.

For performance reasons it would therefore be desirable to be able to establish the consistency

of as many reactions as possible in each iteration of the algorithm.

Since consistency implies nonzero fluxes, it is sufficient to optimize a function that just

‘pushes’ all fluxes away from zero. Formally, this amounts to searching for modes v whose

cardinality—denoted by card(v) and defined as card(v) = #supp(v), i.e., the number of nonzero

entries of v—is as large as possible. Directly maximizing card(v) is, however, not straightfor-

ward, for the following reasons: First, the card function is quasiconcave only for v ∈ Rn
+ (the

nonnegative orthant), and it is nonconvex for general v ∈ Rn (Boyd and Vandenberghe, 2004).

Second, even if we restrict attention to nonnegative fluxes in each iteration (which we can do

without loss of generality by flipping the signs of the corresponding columns of S), it is not obvi-

ous how to efficiently maximize the quasiconcave card(v). Third, in practice consistency implies

fluxes that are ε-distant from zero, in which case some adaptation of the card function is in order.

Here we propose an approach to approximately maximize card(v) over a nonnegative flux

subspace indexed by a set of reactions J . First note that the cardinality function can be ex-

pressed as

card(v) =
∑
i∈J

θ(vi) , (3.4)

where θ : R→ {0, 1} is a step function:

θ(vi) =

 0 if vi = 0

1 if vi > 0 .
(3.5)

The key idea is to approximate the function θ by a concave function that is the minimum of a

linear function and a constant function:

θ(vi) ≈ min{vi
ε
, 1} , (3.6)

where ε is the flux threshold. The problem of approximately maximizing card(v) can then be cast

as an LP: We introduce an auxiliary variable zi ∈ R+ for each flux variable vi, for i ∈ J , and take

epigraphs (Boyd and Vandenberghe, 2004), in which case maximizing card(v) =
∑

i∈J θ(vi) can
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be expressed as

max
v,z

∑
i∈J

zi

s.t. zi ≤ θ(vi) ∀i ∈ J , zi ∈ R+

vi ≥ 0 ∀i ∈ J

Sv = 0 v ∈ B .

Using (3.6) and assuming constant ε, this simplifies to

max
v,z

∑
i∈J

zi

s.t. zi ∈ [0, ε] ∀i ∈ J , zi ∈ R+

vi ≥ zi ∀i ∈ J

Sv = 0 v ∈ B .

(LP-3.7)

Note that LP-3.7 tries to maximize the number of feasible fluxes in J whose value is at least ε

(contrast this with LP-3.2).

Returning to the network of Figure 3.3, if J comprises all network reactions, then note that

the flux vector [v1, v2, v3, v4, v5, v6] = [ε, 0, ε, ε, ε, 2ε] is an optimal solution of LP-3.7. Hence, a

single run of the latter can detect all unblocked reactions of that network. More generally, a sin-

gle run of LP-3.7 on an arbitrary subset J of a given network will typically detect all unblocked

irreversible reactions of J . The intuition is that LP-3.7 prefers flux ‘splitting’ over flux ‘concen-

trating’ in order to maximize the number of participating reactions in the solution, which, in the

case of irreversible reactions, corresponds to flux cardinality maximization.

By construction, the above approximation of the cardinality function applies only to nonneg-

ative fluxes. In order to deal with reversible reactions that can also take negative fluxes, we can

embed LP-3.7 in an iterative algorithm (as in the previous section), in which reversible reactions

are first considered for positive flux via LP-3.7, and then they are considered for negative flux.

The latter is possible by flipping the signs of the columns of the stoichiometric matrix that cor-

respond to the reversible reactions under testing, in which case the fluxes of the transformed

model are again all nonnegative, and the above approximation of the cardinality function can be

used. This gives rise to an algorithm for detecting the consistent part of a network that we call

FASTCC (for fast consistency check). Since FASTCC is just a variant of FASTCORE, we defer

its detailed description until the next section.
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Independently to this work, a similar approach to network consistency testing was recently

proposed, called OnePrune (Dreyfuss, 2014). OnePrune first converts each reversible reaction

into two irreversible reactions, forming an augmented set J of irreversible-only reactions (as in

LP-3.2 above), and then it employs an LP that coincides with LP-3.7 for the above choice of J

and ε = 1. However, such an approach is prone to the same drawback as LP-3.2, namely, that

the two irreversible copies of a blocked reaction can carry equal positive flux at the solution of

LP-3.7 due to the presence of cycles introduced by the transformation. The authors acknowl-

edge this problem but they do not fully resolve it. In our case, we avoid this problem by working

with the original reactions and a series of LPs with appropriate sign flips of the stoichiometric

matrix, thereby guaranteeing the completeness of the algorithm.

3.4.4 Context-specific network reconstruction

The reconstruction problem involves computing a minimal consistent network from a global net-

work and a ’core’ set of reactions that are known to be active in a given context. Formally, given

(i) a consistent global network {N , SN } with reaction set N = {1, 2, . . . , n} and stoichiometric

matrix SN , and (ii) a set C ⊂ N , the problem is to find the smallest set A ⊆ N such that C ⊆ A

and the subnetwork {A, SA} induced by the reaction set A is consistent. (By SA we denote

the submatrix of SN that contains only the columns indexed by A.) This problem is known to

be NP-complete (Acuña et al., 2009), suggesting that a practical solution should entail some

approximation. (We note that Acuña et al. (Acuña et al., 2009) prove NP-completeness of this

problem by noting that a special case involves C being the empty set, in which case the prob-

lem comes down to finding the smallest elementary mode of the global network, which, as the

authors show, is NP-complete. However, this leaves open the case of a nonempty core set C,

since a solution to the minimal reconstruction problem need not constitute an elementary mode.

We conjecture that the problem remains NP-hard when C is nonempty, but we are not pursuing

this question here.)

Our approach hinges on the observation that a consistent induced subnetwork of the global

network can be defined via a set of modes of the latter:

Theorem 1. Let V be a set of modes of the global network {N , SN }, and let A = ∪v∈V supp(v)

be the union of the supports of these modes. The induced subnetwork {A, SA} is consistent.

Proof. For each v ∈ V, let vA be the ‘truncated’ v after dropping all dimensions not indexed byA.
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Clearly, SAvA = 0, therefore each vA is a mode in the reduced model {A, SA}. By construction

of A, each reaction in A is in the support of some v ∈ V, and hence also in the support of some

mode vA of the reduced model.

This simple result allows one to cast the reconstruction problem as a search problem over

sets of modes of the global network:

min
V

card(A)

s.t. A =
⋃
v∈V

supp(v)

C ⊆ A

∀v ∈ V : SN v = 0, v ∈ B .

(NLP-3.8)

Note that this optimization problem involves searching for a set V of modes of {N , SN }, such

that the union of the support of these modes (the setA) is a minimal-cardinality set that contains

the core set C. In order to practically make use of this theorem, one has to define a search

strategy over modes. Next we discuss two possibilities. The first gives rise to an exact algorithm,

but this algorithm does not scale to large networks. The second is a scalable greedy approach

that gives rise to FASTCORE.

Exact reconstruction via mixed integer linear programming

Note that, without loss of generality, in NLP-3.8 we can restrict the search for V over all elemen-

tary modes of the global network, since the union of their supports covers the whole set N . As

we show next, if all elementary modes are available, NLP-3.8 can be cast as a mixed integer

linear program (MILP) and solved exactly. This MILP is defined as follows. Let r be the number

of elementary modes, and {m1, . . . ,mr} be a set of length-n binary vectors, where each vector

mj captures the support of elementary mode j (so, its ith entry is 1 if reaction i is included in

elementary mode j, and 0 otherwise). Also, let c = (c1, . . . , cn) be a length-n binary vector with

ci = 1 if reaction i is included in the core set C, and ci = 0 otherwise. The decision variables of

the MILP are a length-n binary vector x = (x1, . . . , xn) and a length-r real vector y = (y1, . . . , yr).

At an optimal solution of the MILP, the set A is defined as A = {i ∈ N : x∗i = 1}.

Theorem 2. When all elementary modes are available, the following MILP-3.9 solves NLP-3.8
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exactly.

min
x,y

∑
i

xi

s.t. x ≥ 1

r

∑
j

mjyj

c ≤
∑
j

mjyj

y ∈ [0, 1]

x ∈ {0, 1} .

(MILP-3.9)

Proof. By definition, x∗i = 1 implies that reaction i will be included in the reconstructionA, hence

the objective minimizes the cardinality of A. The sum
∑

j mjy
∗
j is a vector whose support is the

union of the supports of all selected elementary modes at the solution, where an elementary

mode j is selected when y∗j > 0. The first constraint x ≥ 1
r

∑
j mjyj therefore imposes that

the set A must contain the union of the supports of the selected elementary modes at the

solution. (The factor 1
r ensures that 1

r

∑
j mjyj ≤ 1). Since superfluous reactions are removed

by the minimization of
∑

i xi in the objective, the above implies that A is precisely the union

of the supports of the selected elementary modes at the solution. The second constraint c ≤∑
j mjyj imposes that the core set must be included in the union of the supports of the selected

elementary modes at the solution, and hence the core set must be included in A. Therefore,

all constraints of NLP-3.8 are satisfied at the optimal solution of MILP-3.9, and since the two

programs minimize the same objective, an optimal solution of MILP-3.9 must be an optimal

solution of NLP-3.8.

Note, however, that MILP-3.9 does not scale to large networks, for the following reasons:

First, it requires computing all elementary modes of the global network, which can be a very

large number (Gagneur and Klamt, 2004). Second, the binary decision variables xi index all re-

actions of the global network, and therefore MILP-3.9 needs to search over a binary hypercube

of dimension n, which can be prohibitive for large n. Nonetheless, it is reassuring to know that

an exact solution to the context-specific network reconstruction problem is possible, albeit with

high complexity. Next we describe FASTCORE, an approximate greedy algorithm that scales

much better to large networks, and we compare it to MILP-3.9 in the Results section.
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Algorithm 1 The FASTCORE algorithm
Input: A consistent metabolic network model {N , SN } and a reaction set C ⊂ N .
Output: A consistent induced subnetwork {A, SA} of {N , SN } such that C ⊆ A.

1: function FASTCORE(N , C )
2: J ← C ∩ I, P ← N \ C
3: flipped← False, singleton← False
4: A ← FindSparseMode(J ,P, singleton )
5: J ← C \ A
6: while J 6= ∅ do
7: P ← P \ A
8: A ← A∪ FindSparseMode(J ,P, singleton )
9: if J ∩ A 6= ∅ then

10: J ← J \ A, flipped← False
11: else
12: if flipped then
13: flipped← False, singleton← True
14: else
15: flipped← True
16: if singleton then
17: J̃ ← J (1) (the first element of J )
18: else
19: J̃ ← J
20: end if
21: for each i ∈ J̃ \ I do
22: flip the sign of the i’th column of SN and
23: swap the upper and lower bounds of vi
24: end for
25: end if
26: end if
27: end while
28: return A
29: end function

Greedy approximation and the FASTCORE algorithm

An alternative search strategy for computing V in NLP-3.8 is a greedy approach, reminiscent of

greedy heuristics for the related set covering problem (Chvátal, 1979). This is the idea behind

the proposed FASTCORE algorithm: We build up the set V in a greedy fashion, by computing

in each iteration a new mode of the global network. Further, as a means to approximately

minimize card(A), each added mode is constrained to have sparse support outside C. This

is implemented via L1-norm minimization, which is a standard approach to computing sparse

solutions to (convex) optimization problems (Boyd and Vandenberghe, 2004; Julius et al., 2008).

The overall FASTCORE algorithm is shown in Algorithm 1. The algorithm maintains a set

J ⊆ C that is initialized with the irreversible reactions in C, and a ‘penalty’ set P = (N \ C) \ A

that contains all reactions outside C that have not been added yet to the set A. Each iteration
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Algorithm 2 The FINDSPARSEMODE function
Input: A set J ⊆ C, a penalty set P ⊆ N \ C, and the singleton flag.
Output: The support of a mode that is dense in J and sparse in P.

1: function FindSparseMode(J ,P, singleton )
2: if J = ∅ then
3: return ∅
4: end if
5: if singleton then
6: v∗ ← LP-3.7 on set J (1)
7: else
8: v∗ ← LP-3.7 on set J
9: end if

10: K ← {i ∈ J : v∗i ≥ ε}
11: if K = ∅ then
12: return ∅
13: end if
14: v∗ ← LP-3.10 on sets K,P
15: return {i ∈ N : |v∗i | ≥ ε}
16: end function

adds to the set A the support of a mode that is dense in J (i.e., contains as many nonzero

fluxes in J as possible) and sparse in P (i.e., contains as many zero fluxes in P as possible),

computed by the function FINDSPARSEMODE (Algorithm 2). This function first applies an LP-3.7

to compute an active subset K of J , and then it applies the following L1-norm minimization LP

constrained by the set K:

min
v,z

∑
i∈P

zi

s.t. vi ∈ [−zi, zi] ∀i ∈ P, zi ∈ R+

vi ≥ ε ∀i ∈ K

SN v = 0 v ∈ B .

(LP-3.10)

The LP-3.10 minimizes
∑

i∈P |vi|, the L1 norm of fluxes in the penalty set P (expressed via

epigraphs), subject to a minimum flux constraint on the set K. However, some care is needed

to preempt false negative solutions arising from the minimization of L1 norm in LP-3.10. For

example, suppose in the network of Figure 3.3 that the global network comprises all reactions

except A↔B, and C = J = K = {6} and P = {1, 3, 4, 5}. In this case, LP-3.10 could settle to a

solution [v1, v3, v4, v5, v6] = [ ε2 , ε, 0, 0, ε]. The flux v1, being below ε, would be treated as zero by

FINDSPARSEMODE, in which case the reaction →2A would be erroneously excluded from the

reconstruction. A simple way to avoid this is to use a scaled version of ε (we used 105ε) in the
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second constraint of LP-3.10, with an equal scaling of all flux bounds in B.

The FASTCORE algorithm first goes through the I ∩ C reactions (step 2), and then through

the R∩C ones (and eventually through each individual reversible reaction in the core set; when

singleton = True). The flipped variable ensures that a reversible reaction is tested in both

the forward and negative direction. The algorithm terminates when all reactions in C have been

added to A, which is guaranteed since in the main loop the set J never expands (step 10) and

the global network is consistent. Note that FASTCORE has no free parameters besides the flux

threshold ε.

The FASTCC algorithm for detecting the consistent part of an input network (see previous

section) can be viewed as a variant of FASTCORE(N ,N ) in which the steps 10–14 of FIND-

SPARSEMODE are omitted (and there is no P set). It is easy to verify that FASTCC is complete,

in the sense that it will always report consistency if the network is consistent, and if not, it will

reveal the set of blocked reactions.

3.4.5 Related work

Table 3.1. Summary of the main characteristics of GIMME (Becker and Palsson, 2008), MBA
(Jerby et al., 2010), iMAT (Zur et al., 2010), mCADRE (Wang et al., 2012), INIT (Agren et al.,
2012), and FASTCORE (this paper) reconstruction algorithms.

GIMME MBA iMAT mCADRE INIT FASTCORE
Optimization LP MILP MILP MILP MILP LP
Computational cost low high high high high low
Function required yes no no yes yes no
Omics required yes optional yes yes yes no
Code available yes yes yes yes no yes

Several algorithms have been published in the last years for extracting condition-specific

models from generic genome-wide models like Recon 1. Among them, mCADRE (Wang et al.,

2012), INIT (Agren et al., 2012), iMAT (Zur et al., 2010), MBA (Jerby et al., 2010) and GIMME

(Becker and Palsson, 2008) are the most commonly used (see Table 3.1 for an overview). Here

we provide a short outline of the different algorithms, and refer to (Blazier and Papin, 2012)

for a more extensive overview. For GIMME, iMAT, and MBA, we briefly discuss some notable

differences to FASTCORE.

GIMME (Becker and Palsson, 2008) takes as input microarray data and a biological function
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to optimize for, such as biomass production. GIMME starts by removing reactions with asso-

ciated expression levels below a user-defined threshold, and then it optimizes for the specified

biological function using linear programming. In case the pruning steps compromise the input

biological function, GIMME reintroduces some previously removed reactions that are in minimal

disagreement with the expression data. Since GIMME has not been designed to include all core

reactions in the solution (as FASTCORE does), the reconstructions obtained by GIMME and

FASTCORE can differ significantly: Running the createTissueSpecific function of the COBRA

toolbox on a set of liver core reactions (see Section 3.5) treating them as expressed reactions

(and adding a biomass reaction (Wang et al., 2012) and a sink reaction for glycogen to be used

as optimization function), only about 50% of the core reactions of the GIMME model were con-

sistent at the solution. A fairer comparison would require adapting FASTCORE to explicitly deal

with omics data, which is outside the scope of the current work.

iMAT (Zur et al., 2010) was originally designed for the integration of transcriptomic data.

iMAT optimizes for the consistency between the experimental data and the activity state of the

model reactions. iMAT tries to include modes composed of reactions associated to genes with

high expression value, and therefore a threshold needs to be chosen to segregate between low,

medium, and highly expressed genes. The computational demands of iMAT are high due to

the repeated use of mixed integer linear programming. As with GIMME, direct comparison of

iMAT to FASTCORE is problematic. Nevertheless, we applied iMAT (own implementation) on

the liver problem (see Section 3.5), by setting the liver core reactions to RH (reaction high) and

all non-core reactions to RL (reaction low). iMAT determined 549 core reactions as active, while

182 and 338 reactions were classified as undetermined and inactive, respectively. This means

that about 50% of the core reactions were lost during iMAT model building. As with GIMME,

this demonstrates the difficulty of directly comparing FASTCORE to algorithms that optimize

different objectives.

mCADRE (Wang et al., 2012) is similar to MBA, except that the pruning order is not random,

but it depends on the tissue-specific expression evidence and weighted connectivity to other

reactions of the network. Reactions that are associated to genes that are never tagged as

expressed and which are not connected to reactions associated to highly expressed genes are

first evaluated in the pruning step. Reactions are effectively removed if the removal does not

impair core reactions and metabolic functions to carry a flux (mCADRE removes core reactions if

the core/non-core reaction ratio is below a user-given threshold). mCADRE uses mixed integer
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linear programming and therefore it does not scale up to large networks (but it is in general

faster than MBA).

INIT (Agren et al., 2012) uses data retrieved from public databases in order to assess the

presence of a certain reaction-respective metabolites in the cell type of interest. INIT uses mixed

integer linear programming to build a model in which all reactions can carry a flux. Contrary to

other algorithms, INIT does not rely on the assumption of a steady state, but it allows small net

accumulation of all metabolites of the model.

The closest algorithm to FASTCORE is the MBA algorithm of Jerby et al. (Jerby et al., 2010).

MBA takes as input two core sets of reactions, and it searches for a consistent network that

contains all reactions from the first set, a maximum number of reactions from the second set

(for a given tradeoff), and a minimal number of reactions from the global network. (FASTCORE

can be easily adapted to work with multiple core sets, by introducing a set of weights that

reflect the confidence of each reaction to be active in the given context, and adding appropriate

regularization terms in the objective functions of LP-3.7 and LP-3.10 that capture the given

tradeoff. We will address this variant in future work.) Both FASTCORE and MBA involve a

search for a minimal consistent subnetwork, however the search strategy of FASTCORE is very

different to MBA: Whereas FASTCORE iteratively expands the active set A starting with A = ∅,

MBA starts with A = N and iteratively prunes the set A by checking whether the removal of

each individual reaction (selected in random order) compromises network consistency. As the

pruning order affects the output model, this step of MBA is repeated multiple times. MBA builds

a final model by adding one by one non-core reactions with the highest presence rate over all

pruning runs, and it stops when a consistent final model is obtained. Due to the multiple pruning

runs, MBA has very high computational demands. Consistency testing in MBA is carried out

with the CMC algorithm that is based on LP-3.3, as explained earlier. Hence, FASTCORE’s

search strategy differs to MBA in two key aspects: First, consistency testing in FASTCORE

involves the maximization of flux cardinality (LP-3.7) instead of sum of fluxes (LP-3.3), which

results in fewer LP iterations. Second, the search for compact solutions in FASTCORE involves

L1-norm minimization instead of pruning. The advantage of the former is that it can be encoded

by a single LP, resulting in significant overall speedups (see Section 3.5).
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Figure 3.4. Fastcore pipeline: Flowchart of the overall pipeline for generating consistent
context-specific models.

3.5 Results

Generic metabolic reconstructions like Recon 2 are inconsistent models as they contain reac-

tions that are not able to carry nonzero flux due to gaps in the network (see next section).

The first step towards obtaining a consistent context-specific reconstruction is therefore to ex-

tract the consistent part of a global generic model. This can be achieved by FASTCC or other

similar methods (see Section 3.4.2). The consistent global model serves then as input for the

context-specific reconstruction with FASTCORE. In Figure 3.4 we show a flowchart of the overall

pipeline.

We report results on two sets of problems, the first involving consistency verification of an

input model, and the second involving the reconstruction of a context-specific model from an

input model and a core set of reactions. The FASTCORE algorithm was implemented in the

COBRA toolbox (Schellenberger et al., 2011a), using Matlab 2013a and the IBM CPLEX solver

(version 12.5.0.0). Test runs were performed on a standard 1.8 GHz Intel Core i7 laptop with

4 GB RAM running Mac OS X 10.7.5. In all experiments we used flux threshold ε =1e-4. The

software is available from bio.uni.lu/systems_biology/software/
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Table 3.2. Comparing FASTCC to fastFVA (Gudmundsson and Thiele, 2010) and CMC (Jerby
et al., 2010) on four input models.

c-Yeast c-Ecoli c-Recon1 c-Recon2
# LPs time∗ # LPs time # LPs time # LPs time

fastFVA 2408 3 3436 3 4938 9 11668 207
CMC 18 0.5 25 1 49 2 42 11
FASTCC 7 0.1 2 0.2 9 0.4 19 5
∗in seconds

3.5.1 Consistency testing

In the first set of experiments we applied FASTCC, the consistency testing variant of FAST-

CORE, for consistency verification of four input models, and compared it against the FastFVA

algorithm of Gudmundsson and Thiele (Gudmundsson and Thiele, 2010), and an own imple-

mentation (based on FASTCC but with LP-3.3 replacing LP-3.7) of the CMC algorithm of Jerby

et al. (Jerby et al., 2010). We also tested the FVA algorithm of the reduceModel function of the

COBRA toolbox (Schellenberger et al., 2011a), and the MIRAGE algorithm of Vitkin and Shlomi

(Vitkin and Shlomi, 2012), but we do not include them in the results as they performed worse

than the reported ones. The input models were the following:

• c-Yeast (#N = 1204), the consistent part of a yeast model (Zomorrodi and Maranas,

2010).

• c-Ecoli (#N = 1718), the consistent part of an E. coli model (Orth et al., 2011). (Here

we set to 1000 the upper bounds of all fluxes that were fixed to zero, and we multiplied all

bounds by 1000 to avoid numerical issues.)

• c-Recon1 (#N = 2469), the consistent part of Recon 1 (Duarte et al., 2007). (Recon 1

was found to contain 1273 blocked reactions.)

• c-Recon2 (#N = 5834), the consistent part of Recon 2 (Thiele et al., 2013). (Recon 2 was

found to contain 1606 blocked reactions.)

The results are shown in Table 3.2. FASTCC is faster and it uses much fewer LPs than the

other two algorithms. We note that fastFVA is based on an optimized Matlab/C++ implementa-

tion with LP warm-starts, while FASTCC is based on standard Matlab. These results confirm
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Table 3.3. Comparing FASTCORE to MBA (Jerby et al., 2010) on liver model reconstruction
from c-Recon1.

liver core set (C=1069) strict liver core set (C=1083)
A IR LPs time A IR LPs time

MBA 1826 1573 72279 7383 1888 1630 71546 6730
FASTCORE 1746 1546 20 1 1818 1627 20 1

the appropriateness of flux cardinality (LP-3.7) as a metric for network consistency testing, in

agreement with the theoretical analysis and the discussions above.

3.5.2 Reconstruction of a liver model

In the second set of experiments, we used the FASTCORE algorithm to reconstruct a liver

specific metabolic network model from the consistent part of Recon 1 (c-Recon1, #N = 2469),

and we compared against an own implementation of the MBA algorithm of Jerby et al. (Jerby

et al., 2010). We applied the two algorithms in two settings. The first setting involves the liver

specific input reaction set of Jerby et al. (Jerby et al., 2010), which is based on 779 ‘high’ core

and 290 ‘medium’ core reactions (the latter set is supported by weaker biological evidence than

the former). To allow a comparison with FASTCORE, we defined a single core set as the union

of the high and medium core reaction sets, and we applied the two algorithms on this core

set. The second setting uses the ’strict’ liver model of Jerby et al. (Jerby et al., 2010), which

contains 1083 high core reactions and no medium core reactions, and therefore allows a direct

comparison with FASTCORE.

The results for the two settings are shown in Table 3.3. We note that for MBA, the reported

number of LPs and the runtime refer to a single pruning iteration of the algorithm, whereas

the size of each reconstruction refers to the final model after 1000 pruning iterations. In both

settings, FASTCORE is several orders of magnitude faster than MBA, achieving a full recon-

struction of a liver specific model in about one second, using a much smaller number of LPs.

As MBA employs a greedy pruning strategy for optimization, the number of LPs that it uses and

its total runtime can be very high, as also indicated by Wang et al. (Wang et al., 2012) who

reported runtime of a single pruning pass of MBA in the order of 10 hours on a 2.34 GHz CPU

computer.

The reconstructed models by FASTCORE are also more compact than those obtained by
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MBA, with a difference of 70-80 non-core reactions. For the standard liver model, 1687 out of the

1746 reactions (96%) of the FASTCORE reconstruction appear also in the MBA reconstruction,

whereas for the strict liver model the common reactions are 1739 out of 1818 (95%). The

two algorithms turned out to use alternative transporters to connect the core reactions: In the

standard liver model, 46 out of 59 reactions that are present exclusively in the FASTCORE

reconstruction are transporter reactions or other reactions which are not associated to a specific

gene and thus are not sufficiently supported in the core set, whereas in MBA the corresponding

numbers are 116 out of 139 reactions. Note that both MBA and FASTCORE try to minimize

the number of added non-core reactions in order to obtain a compact consistent model. The

above difference in the number of added non-core reactions between MBA and FASTCORE is

the result of the different optimization approaches taken by the two algorithms, and no biological

relevance should be attributed to each reconstruction other than the one implied by the makeup

of the core set. From this point of view, FASTCORE performs in general better than MBA, as it

tends to add fewer unnecessary reactions.

We also compared the solutions of FASTCORE to those of MILP-3.9, using core sets that

are randomly generated from a consistent subset of E. coli core (Orth et al., 2010). This is a

small model with #N = 53 and 414 elementary modes (unfortunately, the dependence of the

MILP-3.9 solver to the number of elementary modes did not allow testing larger models). In

Figure 3.5 we show the size of the reconstructed models (mean values) obtained with the exact

MILP solver vs. FASTCORE, as a function of the size of the core set. FASTCORE is capable of

obtaining very good approximations to the optimal solutions, which improve with the size of the

core set.

To evaluate FASTCORE’s performance in correctly identifying liver reactions, we performed

repeated random sub-sampling validation in which FASTCORE was used to reconstruct the liver

metabolism based on a reduced, randomly selected ‘subcore’ set of 80% of the original core

reactions. As in (Jerby et al., 2010), we wanted to test whether FASTCORE is able to recover

a significant number of the 20% left-out core reactions. To test for the enrichment of the left-out

core reactions in the reconstructed model, we used a hypergeometric test, in which the total

population is defined by all non-subcore reactions in the global network, the number of draws is

defined as the number of non-subcore reactions included in the reconstruction, and the left-out

core reactions are the ‘successes’. Under the null-hypothesis that there is no enrichment for

the left-out core reactions when reconstructing the liver model based on the subcore set, we
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Figure 3.5. Comparing FASTCORE to an exact MILP solver on a small E. coli model (Orth
et al., 2010). Shown are mean values of sizes of reconstructed models (over 50 repetitions for
each core set; standard deviations were small and are omitted to avoid clutter) as a function of
the size of the core set. FASTCORE computes near-optimal reconstructions, which improve
with the size of the core set.



3.5. Results 55

can compute a p-value for including at least the number of observed left-out core reactions in

the reconstruction. We repeated this random sub-sampling procedure 500 times and computed

the corresponding p-values. The median of these p-values was 0.0025, indicating the ability of

FASTCORE to capture liver-specific reactions that were included in the original core set.

As argued above, the reconstructions obtained by FASTCORE need not optimize for cellular

functions other than the ones implied by the composition of the input core set, and it is an inter-

esting research question how to modify FASTCORE so that it can explicitly capture functional

requirements in its reconstructions. Nevertheless, it is of interest to test whether the current

version of FASTCORE can produce reconstructions that are functionally relevant, perhaps for

slight variations of the core set. To this end, as in (Jerby et al., 2010), we checked whether

the (standard) liver model reconstructed by FASTCORE can perform gluconeogenesis from

glucogenic amino acids, glycerol, and lactate (altogether 21 metabolites). If not yet included,

transporters from the extracellular medium to the cytosol were added to the model (glycerol, glu-

tamate, glycine, glutamine, and serine). This was necessary as the transport reactions were not

sufficiently supported in the core set. This ‘extended’ liver model was able to convert 17/21 me-

tabolites (vs 12/21 metabolites of the non-extended model). The extended liver model was then

used to simulate the liver disorders hyperammonemia and hyperglutamenia, which affect the

capacity to metabolize dietary amino acids into urea (Jerby et al., 2010). Loss of function mu-

tations of three enzyme-coding genes, argininosuccinate synthetase (ASS), argininosuccinate

lyase (ASL), and ornithine transcarbamylase (OTC) were identified in patients suffering from

these disorders. The rates of the reactions controlled by the three genes were fixed to 500,

250, or zero, to mimic the healthy homozygote (no mutation), heterozygote (loss of one allele),

and the complete loss of function, respectively. To allow for a comparison with the experimental

study of Lee et al. (Lee et al., 2000) where labeled 15N-glutamine was administrated to patients

suffering from inborn errors affecting the three genes, we explicitly shut down the influx of other

potential nitrogen sources in the liver model, thereby simulating only the uptake and metabolism

of glutamine. By allowing the influx of only one nitrogen source, the fate of the latter could be

determined exactly in the model. The ratio of urea secretion level over glutamine absorption

was computed by sampling over the feasible space (Price et al., 2004). In accordance with the

wet lab observations (Lee et al., 2000), the severity of the disorders, characterized by the mean

urea over glutamine ratio, increased with the level of loss of function of the three genes ASS,

ASL, and OTC (see Figure 3.6). Null patients showed no native production of urea. Overall, the
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Figure 3.6. Mean urea/glutamine ratio in the extended liver model obtained by FASTCORE.
Healthy (normal homozygote), partial (heterozygote) and full knock-out cases. See text for
details.

ratios predicted by the FASTCORE model faithfully match the experimentally observed ones

(Lee et al., 2000). (The corresponding ratios reported by Jerby et al. when using the MBA algo-

rithm (Jerby et al., 2010) matched less well the experimental observations, probably because of

the cross-feeding of nitrogen to urea from multiple nitrogen sources. By running the above pro-

cedure on the MBA model, we noticed that both models attained comparable urea / glutamine

flux ratios.) To summarize, the above experiments demonstrate that, by an informed choice of

the core set and influx bounds, FASTCORE can indeed give rise to functionally relevant models.

3.5.3 Reconstruction of a murine macrophage model

We also used the FASTCORE algorithm to build a cell-type specific murine macrophage model

from the consistent part of Recon1bio (comprising #N = 2474 reactions). Recon1bio (#N =

3745) is a modified Recon 1 model that contains three extra reactions (biomass, NADPOX, and

a sink reaction to balance the glycogenin self-glucosylation reaction) (Bordbar et al., 2012).

We used a core set comprising 300 (out of 382) proteomics derived Raw264.7 macrophage

reactions, as described by Bordbar et al. (Bordbar et al., 2012). (The remaining 82 reactions

could not be added to the core set as they are situated in an inconsistent region of Recon 1 and

therefore carry a permanent zero net flux.) For their macrophage reconstruction, Bordbar et al.

used, among other methods, GIMMEp—a variant of the GIMME algorithm (Becker and Palsson,

2008) that is similar to the MBA algorithm—and they obtained a network model containing 1026

intracellular reactions. Our main interest was to investigate whether FASTCORE can obtain a

functional network that is at least as compact as the one obtained with GIMMEp. FASTCORE

generated (in about one second and using 11 LPs) a consistent network model of 953 reactions,
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831 of which are intracellular reactions. This is a much more compact model than the one

obtained with GIMMEp.

3.6 Discussion

FASTCORE is a generic algorithm for context-specific metabolic network reconstruction from

genome-wide metabolic models, and it was motivated by requirements of fast computation and

compactness of the output model.

The key advantage of having a fast reconstruction algorithm is that it permits the execution of

multiple runs in order to optimize for extra parameters or test different core sets extracted from

the input data (Folger et al., 2011; Wang et al., 2012). For example, when working with gene

expression data, the definition of the core set may depend on the threshold used to segregate

between high expression genes (core reactions) and low expression genes (non-core reactions)

(Becker and Palsson, 2008). As the choice of threshold is rather arbitrary, a practical approach

could involve evaluating the robustness of the output model as a function of the chosen thresh-

old. FASTCORE can perform this analysis in a few minutes, whereas for the same problem

other algorithms would need hours or days. (Algorithms like GIMME or GIMMEp that require

manual curation and assembly of subnetworks, would also fail in this kind of task.) Another

example where fast computation is imperative is cross-validation. In the current study (see Sec-

tion 3.5) we ran a random sub-sampling validation procedure 500 times, an operation that took

a few minutes with FASTCORE but that would barely be manageable with other reconstruction

algorithms. Other examples where fast computation is important are time-course experiments

or experiments involving different patients or conditions (Jerby and Ruppin, 2012). There FAST-

CORE could more easily identify differential models over time and/or input conditions.

Compactness is a key concept in various research areas of biology, such as the minimal

genome (Morowitz, 1984; Maniloff, 1996). Notwithstanding, the requirement of model compact-

ness seems to be in disagreement with the observation that biological systems are fairly redun-

dant and this redundancy serves a specific purpose, namely, the fast adaptation to changes in

the environment. Alternative pathways that perform similar functions are known to be expressed

in different environmental conditions, allowing for instance to metabolize another type of sugar

when glucose is not available (Suckow et al., 1996). At any rate, the pursuit of compactness in

metabolic network reconstruction need not be in conflict with the notion of redundancy. Alter-
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native pathways will be included in a reconstructed model as long as ’redundant’ reactions that

are supported by biological evidence are included in the core set.



FASTCORMICS

The following chapter has been originally published as supplementary file of the Integrated

metabolic modelling reveals cell-type specific epigenetic control points of the

macrophage metabolic network paper. The text was slightly modified and some tables and

figures were removed to form a coherent chapter.
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4.1 Summary and contributions

FASTCORMICS is a version of FASTCORE for context-specific model building via the inte-

gration of microarray data. The FASTCORMICS workflow (Pires Pacheco and Sauter, 2014;

Pires Pacheco et al., 2015a) was developed by me with the help of Professor Sauter to address

the problem of probe effects, non-negligible amounts of noise that affect in different propor-

tions each probe set and that do not allow an direct comparison of the absolute intensity values

within probe sets in a microarray experiment. FASTCORMICS shares the specifications of

FASTCORE, with the exception that FASTCORMICS does not require a set of core reactions as

input. The establishment of a core set is automatically performed by the FASTCOMICS workflow
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(Figure ??) based on previous knowledge on the intensity distribution for each probe set across

thousands of different conditions obtained fron the BARCODE discretization workflow (Zilliox

and Irizarry, 2007; McCall et al., 2011). Genes in the context of interest with intensities of ex-

pression 5 standard deviations (Z − score > 5) apart from the lowest intensity mode observed

for the same genes (corresponding to a non-expressed state), are considered as expressed.

Whereas genes with intensities values below the median intensity level are considered as not

expressed. The z-scores were mapped to the reactions according to the Gene-Protein-Reaction

(GPR) rules. Reactions controlled by expressed genes form the core set whereas the bounds of

reactions controlled by unexpressed genes are set to zero. Transporter reactions are removed

from the core set as the genes controlling this types of reactions tend to be more promiscuous

but are not penalized during the reconstruction. The designing of the FASTCORMICS workflow

and the redaction of the supplementary files were performed by me and Prof. Sauter. The

implementation of the workflow, the experiments performed to validate the workflow and the

figures 4.2 and 4.3, the tables 4.1, 4.2, 4.3 and 4.4 were made by me under the supervision of

Prof. Sauter.
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Figure 4.1. FASTCORMICS workflow. The FASTCORMICS workflow uses Barcode as
preprocessing step. Barcode considers the intensity distribution across thousands of arrays to
identify the mode associated to the lowest expression values. The median (red line) of this
mode (corresponding to a z-score of 0) determines the unexpression threshold. Expression
values below this threshold are assigned a value of -1. Expression values that are 5 z-scores
higher than the unexpression threshold are associated with a z-score of 1. Expression in
between of these two thresholds are assigned a value of 0. These discretized values are then
mapped to the network. The user can defined a limited number of reactions such as the
biomass reaction that have to be included in the output model. A modified version of
FASTCORE that include beside the core reactions set, the non-core reactions set, and a third
set of reactions corresponding to the unpenalized set is run. The biomass reaction (or required
exchange reactions) is set as core whereas the reactions that are associated with a score of 1
(z-score >5) are set to the unpenalized set. The rational is to choose among alternative
pathways the one that contains more core reactions, and by such the one that is the best
supported by the data. The output of the modified version of FASTCORE contains the indices
of the reactions that are required for the biomass reaction to carry a flux. These reactions are
added to the core set composed of reaction with discretization score of 1. If among these
reactions, reactions were previously associated with a score of -1, this score is changed to 1.
So that they are no longer considered as inactive.
In the next step, the bounds of reactions with a score of -1 are set to zero. FASTCC is run to
remove these reactions along with reactions that are no longer able to carry a flux due to the
change of the bounds. A new consistent model is build. The modified version of FASTCORE is
run with as core set, the reactions associated with a score 1. Transporter reactions that are
associated to a score of 1 are moved to the unpenalized set as controlled to promiscuous
genes. The red and green squares represent expression intensity levels that are considered as
active and inactive, respectively. The red arrows symbolize inactive and the green ones stand
for active reactions.

4.2 Introduction

The prospect of studying cell-type specific metabolism under numerous conditions or for ex-

ample patient-specific metabolism in a diagnostic setting requires the capacity for fast creation

of high-quality and robust metabolic models based on available data such as gene expression

data. Recently we proposed an algorithm for the fast reconstruction of compact context-specific

metabolic networks (FASTCORE) that reduces the reconstruction time of context-specific net-

works to the order of seconds (Vlassis et al., 2014). In order to adapt FASTCORE for the

integration of transcriptomics data from microarrays, we have developed a new workflow named

FASTCORMICS.
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4.3 Methods and Results

As inputs FASTCORMICS (Figure 4.2) requires microarray data and a GENRE of the organ-

ism of interest. Like FASTCORE, FASTCORMICS is devoid of arbitrary parameter settings

and has a low computational demand with overall building times in the order of a few minutes.

FASTCORMICS pre-processes microarray data with the discretization tool Barcode (Zilliox and

Irizarry, 2007). Barcode uses prior knowledge on the intensity distribution of each probe set for a

given microarray platform to segregate between expressed and non-expressed genes. The pre-

processing step with Barcode allows circumventing setting an arbitrary expression threshold to

segregate between expressed and non-expressed genes, which is still commonly done (Becker

and Palsson, 2008; Zur et al., 2010; Folger et al., 2011). As such a threshold is arbitrary and

critical for the output metabolic models since due to this threshold complete branches, alter-

native pathways, or subsystems might be included or excluded, thereby significantly changing

the functionalities of the model. Furthermore, Barcode shows a better correlation between pre-

dicted expression and protein expression than competing discretization methods and decreases

batch and lab-effects that affect measurements (Zilliox and Irizarry, 2007).

4.3.1 Validation 1: In silico Knock-out experiments

To validate FASTCORMICS we performed an essentiality assay on two generic cancer models

that are based on Recon 1 and Recon 2 (cancer1 and cancer2, respectively) and generated

by the FASTCORMICS workflow using existing microarray expression data from 59 cancer cell

lines (Shankavaram et al., 2009; Pfister et al., 2009). The first model (cancer1) is composed of

810 reactions and is therefore bigger than the cancer model previously derived by Folger et al.

(772 reactions) (Folger et al., 2011). The second model (cancer2) is composed of 1322 reac-

tions. All reconstructed models are available in SBML format (Additional File S6 of the original

paper). The assays performed on cancer1 and cancer2 predict 183 and 78 genes essential

for cell growth, respectively (Table 4.1). The predicted essential genes were compared to a

list of 8000 genes ranked for essentiality by Luo et al. using a shRNA knock down screen in

several different cancer cell lines (Luo et al., 2008) to assess the predictive power of the FAST-

CORMICS models. In general, metabolic genes are slightly overrepresented in the top of the list

as shown by Folger et al (Folger et al., 2011; Luo et al., 2008), suggesting that metabolic genes

are more essential than non metabolic genes on average. As expected, the Recon 1 and Recon
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Figure 4.2. FASTCORMICS workflow. Microarray data are discretized with Barcode in
expressed (z-score > 5) and unexpressed genes (z-score < 0) that are mapped to the input
model according to the Gene-Protein-Reactions rules. The FASTCORE core set is composed
of reactions under the control of Barcode supported genes. Optionally, the model can be
constrained in function of the medium composition and a biomass function or the requirement
to produce given metabolites can be added to the model. A modified version of FASTCORE,
that allows the definition of a set of non-penalized reactions (in this study: Barcode-supported
core reactions) is run. The modified version of FASTCORE forces the biomass function to
carry a non-zero flux while penalizing the inclusion of non-core reactions. The output of the
modified FASTCORE is then added to the core set and the modified FASTCORE is run again,
now forcing all core reactions to carry a flux while penalizing non-core reactions. Transporters
are removed from the core set, but are not penalized as explained in the main text. Finally a
left-out cross-validation experiment can optionally be run to assign a confidence score to each
reaction of the context specific output model.
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Output
model

Generic
model

Contextualization
method

Time Size Essential
genes

KS test
p-value

Permutation
p-value

Recon 1 Recon 1 None 2471 14 0.7623 0.7212
Recon2 Recon 2 None 5317 4 0.0231 0.0210
Medium
con-
strained
Recon1

Recon 1 Medium con-
strained

1922 78 0.1908 0.1444

Medium
con-
strained
Recon 2

Recon 2 Medium con-
strained

4246 32 0.8260 0.7919

GIMME
cancer
model

Recon 1 GIMME 2497
sec

1749 69 0.0814 0.0465

PRIME
cancer
models

Recon 1 PRIME 3788 112 0.0286 0.0152

mCADRE
cancer
model

Recon1 mCADRE 26356
sec

1037 169 0.1248 0.0228

MBA can-
cer model

Recon 1 MBA 2000
hours

772 178* 0.0284 0.0060

cancer1 Recon 1 FASTCORMICS 184 810 183 0.0314 0.0063
cancer2 Recon 2 FASTCORMICS 184 1322 78 0.0502 0.0351

Table 4.1. Essentiality testing of different cancer models. Comparison of the number of
essential genes found by an in silico essentiality assay to a ranked gene list established by Luo
et al. based on the effect of shRNA knock-downs on the proliferation of cancer cells (Luo
et al., 2008). In Folger et al. (Folger et al., 2011) a gene is considered as essential if its
knock-down results in a decrease of the growth rate of at least 1%. To allow for a comparison
of the different methods the 1% criteria was applied here as well. *The number of essential
genes was taken from Additional Table 3 Cancer Cytostatic Genes column KO Growth Rate
(relative to WT) of (Luo et al., 2008).

2 models, even when further constrained by the medium composition (Additional Table S2 of

the original paper, medium composition sheet), allowed identification of only a smaller set of es-

sential genes and their distribution along the ranked list of essential genes was not significantly

different from the distribution of all metabolic genes (Table 4.1). Therefore, the predictive power

of the reconstructed context-specific models is much better than either of the original GENREs.

In contrast, the distribution of essential genes in the FASTCORMICS cancer models is different

from the remaining metabolic genes and shifted towards the top of the ranked list as shown by a

one-side KS-test (p-value=0.0314 for cancer1 and p-value=0.0502 for cancer2), demonstrating

that FASTCORMICS predictions are much more coherent with the experimental data.
Moreover, comparison of the p-values to those obtained previously using the MBA algorithm
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(p-value=0.0284) (Folger et al., 2011; Jerby et al., 2010) suggests that FASTCORMICS per-

forms with similar accuracy but with significantly lower running time (Table 4.1) Consistently, a

permutation test showed that the likelihood of finding a gene set of the same size with a better

KS-score by chance is low (p-value=0.0063 for cancer1 and pvalue= 0.0351 for cancer2). In

order to benchmark our workflow we also built cancer models using GIMME (Becker and Pals-

son, 2008), iMAT (Zur et al., 2010) and mCADRE (Wang et al., 2012). For GIMME and iMAT,

the implementation of the Cobra toolbox (Schellenberger et al., 2011a) was run using as thresh-

olds respectively the 75 and the 25 percentile for high and low expressed genes. For mCADRE

the data was first discretized using Barcode (McCall et al., 2011) and then the implementa-

tion provided in the supplementary files of (Wang et al., 2012) was run. We also compared

our workflow to PRIME (Yizhak et al., 2014a). PRIME uses microarray data and respective

growth rate information to adapt the bounds of the input generic reconstruction. Thus it does

not extract a context-specific sub-network from a general reconstruction and thereby differs from

FASTCORMICS and the others algorithms discussed in this paper. Building a generic cancer

model using PRIME was not possible as there is no generic growth rate. Instead the 32 models

built by (Yizhak et al., 2014b), were used to perform KO assays. 112 genes were essential in at

least 90% of the 32 models (in fact these 112 genes were essential in all models). Out of the

112 genes, 81 were found in the ranked list of essential genes by (Luo et al., 2008) and used

for p-value calculation.

We also tested iMat (Zur et al., 2010), but the algorithm does not guarantee that the biomass

function is included in the model and therefore the knockout experiment could not be performed

here. In general, (Table 4.1), more compact models, i.e. mCADRE cancer model, MBA cancer

model, and cancer1 generated with FASTCORMICS, tend to predict a higher number of essen-

tial genes, respectively 169, 178 and 183, compared to models with a larger number of reaction,

i.e. the GIMME cancer model that includes twice as many reactions as cancer1 and only 69

predicted essential genes. The aforementioned models also tend to perform better in the KO

assay with the exception of mCADRE that identifies essential with a lower rank in the ranked

essentiality list of Luo et al (Luo et al., 2008).

4.3.2 Validation 2: Prediction of the secretion rate of lactate

Context-specific models were built for the 59 cell lines integrating Recon1 and the cell line spe-

cific expression data with the FASTCORMICS workflow. The medium composition was used to
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constrain the inputs of the models (only input reactions for metabolites present in the medium

were allowed to carry a flux). To obtain lactate secretion rates predictions in fmol/cell/h, the

biomass coefficients were multiplied by 550 as described in (Gatto et al., 2015). Further, the

bounds of the obtained models were multiplied with 1.5 to obtain a flux range consistent with the

measured lactate rate. In order to guarantee lactate, glucose, oxygen and glutamine exchanges,

the respective exchange reactions were added to the core set. To allow quantitative predictions

for each context-specific models, the bounds of the inputs reactions of glucose and glutamine

were fixed to match the experimental data. Additionally, the maximal uptake respectively pro-

duction rate of alanine, serine, leucine, lysine, isoleucine, valine, arginine, threonine, tyrosine,

phenylalanine, methionine, asparagine, choline, glycine, and tryptophan were constrained ac-

cording to the experimental data. The uptake rates of cysteine, histidine, and myo-Inositol,

which were not reported in the table, were set to zero. Random sampling was performed while

optimizing for biomass production. A solution could not be found for 7 cancer models, with these

settings. For the other models a R2 value of 0.7 was obtained, indicating a good correlation of

context specific predicted and measured lactate secretion rates.

As a second quality control step, a hypergeometric test showed that the neoplasia associated

genes retrieved from the DisGeNet database (Queralt-Rosinach and Furlong, 2013) are over-

represented in the essential genes of both FASTCORMICS models (Table 4.2). This indicates

that FASTCORMICS can help to identify medically relevant genes. Further, among essen-

tial genes predicted in cancer1 and cancer 2 130 (71%) and 46 (59%) were known to be

associated to cancer, respectively (DisGeNET (Queralt-Rosinach and Furlong, 2013), CCGD

database (Starr et al.)) or to be already predicted as essential by the generic model from which

they were extracted. Taken together, FASTCORMICS outperforms competing algorithms in

speed and therefore allows generating robust high-quality models in a high-throughput manner.

This will enable the use of metabolic modelling as a routine process for the analysis of large

microarray data sets across different cell types and contexts.

4.3.3 Confidence levels of the reactions of the macrophage model

We compared the reactions of the macrophage model built with the FASTCORMICS workflow

to a table (Table 4.3) established by (Bordbar et al., 2010) that assigned confidence levels to

the reactions of Recon1 in function of the evidence of expression in macrophage. 759 reactions

of our model were found in the supplementary data 7 of (Bordbar et al., 2010), with 595 having
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Figure 4.3. Prediction power of FASTCORMICS: Correlation plot of the predicted lactate
secretion rates by context-specific cancer cell models and the lactate secretion rates
measured by (Jain et al., 2012).
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Output model Essential
genes (EG)

EG in
Dis-
GeNet

Genes in
the generic
models (GG)

GG in Dis-
GeNet

p-value

Recon1 (unconstrained) 14 6 1168 377 0.2792
Recon 2 (unconstrained) 4 1 1599 433 0.7176
Medium constrained Re-
con 1 + biomass

78 33 1168 377 0.0350

Medium constrained Re-
con 2 + biomass

32 14 1599 433 0.0299

GIMME cancer model 69 32 1168 377 0.0083
PRIME cancer models 124 50 1496 449 4.69 e-4
mCADRE cancer model 169 73 1168 2635 2.474e-4
MBA cancer model 178 84 1168 449 4.63e-6
cancer1 183 86 1168 377 4.28e-6
cancer2 106 45 1599 433 0.0295

Table 4.2. Hypergeometric test quantifying the enrichment of neoplasia-related genes
retrieved from DisGeNet (Queralt-Rosinach and Furlong, 2013), a database of
disease-gene associations, in the set of essential genes of the different cancer models. In
(Folger et al., 2011), a gene is considered essential if its knock-downs resulted in a decrease
of the growth rate of at least 1%. To allow, a comparison with (Folger et al., 2011), the 1%
criteria was applied as well.

Model reactions metabolites genes Core
reactions

Inactive
reactions

Day 2 model 978 858 614 462 806
Day 4 model 1055 918 594 605 759
Day 7 model 1202 1034 706 671 646
Day 11 model 1149 993 689 623 656

Table 4.3. Summary of the monocyte-macrophage models

a confidence level assigned. The remaining 410 reactions of our model not being listed in the

Bordbar table (Bordbar et al., 2010) are due to a different annotation of Recon1 and Recon2 that

was taken as input for our macrophage model. Of the 595 reactions with confidence information,

485 (82%) were assigned a high or medium confidence level by (Bordbar et al., 2010), 16 had

a low and 94 are Exchanges / Transports added for modelling purposes, disassociations or

spontaneous reactions to which no specific confidence level was assigned. No reactions were

added that were shown not to be expressed in macrophages. Overall, this indicates a high

confidence level for our reconstructed macrophage model (Table 4.4).
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Confidence levels
high moderate weak High Weak

Day 2 model 306 387 285 721 85
Day 4 model 391 491 173 667 96
Day 7 model 490 540 172 563 83
Day 11 model 441 507 201 593 63

Table 4.4. Confidence level of the included and excluded reactions of the monocytes
macrophage models determined through the cross-validation step. Reactions with a high
level of confidence are supported by at least two core reactions. Reactions with moderate
confidence level are reactions only supported by barcode. Reactions with a weak confidence
level are not supported by barcode, but needed to generate a consistent network model.
Excluded reactions with a high confidence score were never included in any simulations
suggesting the presence of other excluded reactions in the branch. Excluded reactions with a
low confidence level were removed only due to their low expression level.
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This chapter was originally published as Integrated metabolic modelling reveals cell-type

specific epigenetic control points of the macrophage metabolic network in October 2015
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5.1 Summary and contributions

FASTCORMICS was used in the paper "Integrated metabolic modelling reveals cell-type

specific epigenetic control points of the macrophage metabolic network" Pires Pacheco

et al. (2015a) to create models over hundred samples of different cell types. The wet lab exper-

iments were performed by Doctor Elisabeth John (under the supervision of Dr. Lasse Sinkko-

nen), with whom I share the first co-authorship. I performed the in silico experiments and the

integration of the data under the guidance of Prof. Thomas Sauter and Dr. Lasse Sinkkonen,

except for the ones clearly stated in the contribution section of the paper to have been performed

by another co-author. Figure 5.2, 5.4, 5.5 panel D and E, 5.6, 5.7 and 5.8 were produced by

myself under the guidance and the help of Prof. Thomas Sauter and Dr. Lasse Sinkkonen.

The FASTCORMICS workflow was used to capture the variations in metabolism across 156

models corresponding to 63 primary cell types (Figure 5.2). The models were clustered in func-

tion of the Jaccard Similarity Index showing that a) the workflow is able to capture small but

significant metabolic variations and b) that each model shares at least 30 % of the reactions
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with every other model. Further, the fraction of activation of the pathways across the mod-

els was computed (Figure 5.2) to determine the level of variance across the models and by

such illustrate the cell-specificity of the pathway. The FASTCORMICS workflow was further

used to reveal epigenetic control points in the metabolic network of macrophage. Therefore

the expression levels and the specificity of expression in macrophages of high-regulatory load

genes defined as the set of genes with the top 10% highest number of enhancers was com-

pared to remaining metabolic gene set. Finally, strategic positions in the network controlled by

high-regulatory genes, namely transporters and entry points, were identified (Figure 5.1).

Figure 5.1. Entry points and transporters are under tight regulation: Entry points are
defined as the first gene-associated reaction of a system or the first reaction after a pathway
change. The different pathways of the network are represented in green, blue and red. Entry
points are marked in red.
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5.2 Abstract

5.2.1 Introduction

The reconstruction of context-specific metabolic models from easily and reliably measurable

features such as transcriptomics data will be increasingly important in research and medicine.

Current reconstruction methods suffer from high computational effort and arbitrary threshold

setting. Moreover, understanding the underlying epigenetic regulation might allow the identifi-

cation of putative intervention points within metabolic networks. Genes under high regulatory

load from multiple enhancers or super-enhancers are known key genes for disease and cell

identity. However, their role in regulation of metabolism and their placement within the metabo-

lic networks has not been studied.

5.2.2 Methods

Here we present FASTCORMICS, a fast and robust workflow for the creation of high-quality

metabolic models from transcriptomics data. FASTCORMICS is devoid of arbitrary parameter

settings and due to its low computational demand allows cross-validation assays. Applying

FASTCORMICS, we have generated models for 63 primary human cell types from microarray

data, revealing significant differences in their metabolic networks.

5.2.3 Results

To understand the cell type-specific regulation of the alternative metabolic pathways we built

multiple models during differentiation of primary human monocytes to macrophages and per-

formed ChIP-Seq experiments for histone H3 K27 acetylation (H3K27ac) to map the active

enhancers in macrophages. Focusing on the metabolic genes under high regulatory load from

multiple enhancers or super-enhancers, we found these genes to show the most cell type-

restricted and abundant expression profiles within their respective pathways. Importantly, the

high regulatory load genes are associated to reactions enriched for transport reactions and

other pathway entry points, suggesting that they are critical regulatory control points for cell

type-specific metabolism.
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Conclusions

By integrating metabolic modelling and epigenomic analysis we have identified high regulatory

load as a common feature of metabolic genes at pathway entry points such as transporters

within the macrophage metabolic network. Analysis of these control points through further

integration of metabolic and gene regulatory networks in various contexts could be beneficial in

multiple fields from identification of disease intervention strategies to cellular reprogramming.

5.3 Introduction

Metabolism is a highly regulated dynamic process that involves transport and chemical reac-

tions of thousands of metabolites to fulfill hundreds of metabolic functions. Metabolic dysfunc-

tion is a major contributor to many diseases which have become prevalent in human population

in the last decades, e.g. cardiovascular diseases (Gluckman et al., 2009), neurodegenerative

diseases (Lin and Beal, 2006) and cancer (Cairns et al., 2011) amongst many others. Alter-

native pathways and branches are continuously activated or shut down to maximize metabolic

efficiency in a specific context (Lewis et al., 2010a), resulting in disease and patient-specific

alterations.

Metabolism is regulated at multiple-levels with abundance and expression of the metabolic en-

zymes being one of the most decisive mechanisms. Gene expression control has to integrate

multiple signals both at transcriptional and post-transcriptional levels. At the epigenetic level

the availability of various transcription factor (TF) binding sites through chromatin deconden-

sation at context-specific enhancers is regulated by the interplay of TFs and post-translational

histone modifications deposited by the recruited co-activators (Maston et al., 2012). Enhancers

adhere to unique chromatin states defined by features such as deposition of histone variants,

presence of coactivators and monomethylation of histone H3 at lysine 4 (H3K4me1) (Calo and

Wysocka, 2013). More recently, acetylation of histone H3 at lysine 27 (H3K27ac) was de-

scribed to specifically mark active enhancers engaged in regulation of RNA polymerase activity

through chromatin looping (Rada-Iglesias et al., 2011; Creyghton et al., 2010). Recent work

on genome-wide analysis of active enhancers has revealed that important genes determin-

ing cellular identity, such as TFs, are often controlled by large and strong clusters of multiple

enhancers called super-enhancers or stretch-enhancers that are active in a cell type-specific

manner (Whyte et al., 2013; Parker et al., 2013; Hnisz et al., 2013). Moreover, these enhancer
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clusters usually reside in insulated chromatin loops or domains and often overlap with so called

TF hotspots, suggesting that their target genes are under high regulatory load from multiple

TFs and enhancers, integrating numerous different signals to promote proper cellular pheno-

type, including the appropriate metabolic network (Dowen et al., 2014; Siersbæk et al., 2014).

However, the role of high regulatory load genes in the metabolic networks has not been studied

previously.

Metabolic networks are highly complex and can hardly be understood without using mathemat-

ical representations. The most comprehensive descriptions of metabolism are genome-scale

reconstructions (GENREs). There are several human reconstructions available, like Recon 1

and Recon 2 (Duarte et al., 2007; Thiele et al., 2013) or the Edinburgh Human Metabolic Net-

work (Ma et al., 2007). Alongside with these reconstructions extensive reaction databases were

developed, like HMR (Agren et al., 2012, 2014) or HumanCyc (Caspi et al., 2010; Romero

et al., 2005), which collect additional information to refine the available models. Mathematical

models derived from GENREs were successfully used to understand how perturbations in the

metabolism lead to severe pathologies (Agren et al., 2014; Folger et al., 2011; Mardinoglu et al.,

2014a).

GENREs are usually generic representations of a cell or organism comprising all reactions that

can potentially become active regardless of the specific environment and cell type. Therefore

they do not cover the fact that the set of expressed genes and thereby the set of active re-

actions vary significantly in function of the cellular context. The generation of context-specific

models that include only pathways predicted to be active in the given context is highly desir-

able and has lead to the development of various algorithms like GIMME (Becker and Palsson,

2008), IMAT (Zur et al., 2010), MADE (Jensen and Papin, 2011), mCADRE (Wang et al., 2012),

INIT (Agren et al., 2012) or MBA (Jerby et al., 2010) that use omics data for building of context-

specific model. While allowing the generation of models with higher predictive power than the

GENREs from which they were derived from (Becker and Palsson, 2008; Jerby et al., 2010),

these algorithms suffer from high computational demands due to the application of mixed inte-

ger linear programming, and/or the required setting of one or several expression thresholds.

Recently we proposed an LP-based algorithm for the fast reconstruction of compact context

specific metabolic networks (FASTCORE) that allowed decreasing the reconstruction time of

context-specific networks to the order of seconds, using as input a GENRE and a set of core

reactions being active in the context of interest (Vlassis et al., 2014). FASTCORE identifies a
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close to minimal set of non-core reactions from the input model, to be added to the core set in

order to obtain a consistent model.

To adapt FASTCORE for the direct integration of microarray data, we propose here a new work-

flow: FASTCORMICS pre-processes microarray data with the discretization tool Barcode (Mc-

Call et al., 2011; Zilliox and Irizarry, 2007), is devoid of arbitrary parameter settings and has

a low computational demand with overall context-specific model building times in the order of

a few minutes. We use FASTCORMICS to generate multiple metabolic models across tens of

primary cell types and analyze the cell-type-specific usage of the alternative branches in meta-

bolic networks. To address the question of epigenetic regulation of metabolism in different cell

types we performed genomewide mapping of active enhancers in primary human macrophages

and integrated these data with metabolic models of monocyte-to-macrophage differentiation to

expose the metabolic genes under high regulatory load by multiple enhancers. We show that

high regulatory load genes have a cell type-selective expression profile within any metabolic

pathway and a specific positioning of many of these genes at transport or entry point reactions

of pathways.

5.4 Results

5.4.1 Cell type-specific metabolic networks of primary cells

In order to adapt FASTCORE for the integration of transcriptomics data from microarrays, we

developed a new workflow named FASTCORMICS (Additional file 1: Figure 4.2), requiring as

inputs microarray data, which are first pre-processed with the discretization tool Barcode (Zil-

liox and Irizarry, 2007), and a GENRE of the organism of interest. Like FASTCORE, FAST-

CORMICS is devoid of arbitrary parameter settings and has a low computational demand with

overall building times in the order of a few minutes.

To validate FASTCORMICS, we first performed an essentiality assay on two generic cancer

models based on Recon 1 and Recon 2 and existing microarray expression data from 59 can-

cer cell lines (Shankavaram et al., 2009; Pfister et al., 2009) (for full description, please see

Additional file 1). Comparison to a ranked gene list based on an shRNA essentiality screen in

several different cancer cell lines (Luo et al., 2008) shows the significant predictive power of

the FASTCORMICS models (Additional file 1: Table S1). Benchmarking against similar algo-

rithms shows that FASTCORMICS clearly outperforms competitors in speed, while predicting
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the highest number of essential genes and achieving best significance levels among other al-

gorithms (for results and medium composition, see Additional file 1: Table S1 and Additional file

2: Table S2, respectively). A hypergeometric test also showed that the neoplasia-associated

genes retrieved from the DisGeNet database (Queralt-Rosinach and Furlong, 2013) are over-

represented in the essential genes of both FASTCORMICS models (Additional file 1: Table

S3). Finally, predicted lactate secretion rates based on cancer cell line specific reconstructions

showed a good correlation with measured rates indicating the capability of FASTCORMICS to

also generate context specific reconstructions (Additional file 1: Figure 4.3).

In order to identify cell type-specific differences in the usage of the human metabolic network

and to further validate the FASTCORMICS workflow, we generated context-specific metabolic

models based on Recon 2 for different cell types across most human lineages. From an existing

collection of 745 microarrays (Mabbott et al., 2013), we selected a subset of 156 microarrays

(Additional file 3: Table S4), corresponding to 63 primary human cell types at their resting states,

and took advantage of the low computational demands of FASTCORMICS to generate a model

for each microarray. All reconstructed models are available in SBML format (Additional file 4).

Interestingly, clustering the different models according to their active reactions allowed clear

separation between the cell types largely along their developmental origin or cellular function,

suggesting significant differences in the metabolism across cell types (Figure 5.2). The most

unique metabolism was predicted for the gametocytes, oocytes and spermatocytes, which at

lowest showed only around 30% similarity to other cell types. Some of the largest clusters

were formed by the different blood cells that clustered together with their progenitors as well as

CD34+ hematopoietic stem cells, suggesting many shared features in their metabolism.

To investigate how much the different pathways contribute to the differential metabolism between

the cell types, and what are the most unique pathways in different cell types, we looked into the

activity state of all reactions according to the pathways they belong to. Figure 5.2b lists all the

Recon 2 pathways consisting of more than one reaction, ordered by their combined median

activity in all analyzed cell types with the first pathways (from left to right) showing no activity

in almost none of the analyzed cell types and the last pathways being fully active in almost

all cell types. The distribution of these values indicates the variation in the number of active

reactions for each pathway between cell types and, for example, the usage of additional or

alternative branches of the pathways. By focusing on the most deviant values of any pathway

one can identify the cell types that show very high or very low number of active reactions for that
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pathway compared to other cell types, and can thereby identify the cell type-specific branches

of those pathways.
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Figure 5.2. Cell type-specific metabolic pathways in primary human cells. a 156
metabolic models based on an equal number of microarrays and corresponding to 63 primary
human cell types were built using the FASTCORMICS workflow and microarray collection from
Primary Cell Atlas (GSE49910). The level of similarity between the different model pairs was
determined via the Jaccard index. The Jaccard index matrix was then clustered in function of
the similarity level. b For each pathway, the level of activity, given as percentage of reactions of
the consistent version of Recon 2 (5317 reactions) that are present in each context-specific
model was computed. The distribution of the activity levels of each pathway across the 156
models are shown as box plots and sorted according to the median value across the pathways.
Pathways that contain less than 4 reactions were not included. Mean percentage of active
reactions across macrophage and monocyte samples are depicted by black asterisk (*) and
green cross (x), respectively

Altogether, as expected, the different cell types exhibit differential usage of their metabolic pa-

thways, ranging from ubiquitous to cell-type specific. This variation can be captured by FAST-

CORMICS and allows clustering of the cell types according to their functions and developmental

origins.

5.4.2 Metabolic modelling of primary monocyte-to macrophage differentiation

One of the cell types with particularly high proportion of active reactions compared to other

cell types across many metabolic pathways are macrophages. This is true when comparing to

the median of all cell types as well as when comparing to the immediate precursor cells, the

monocytes (Figure 5.2b, Additional file 1: Figure S3). To gain more detailed understanding of

the differential usage and regulation of the metabolic pathways in macrophages, we chose to

generate our own expression data with sampling at multiple time points during differentiation of

primary human monocytes to macrophages as well as regulatory data from macrophages by

mapping active enhancer regions (Figure 5.3). This was done in multiple biological replicates

to stringently focus on regulatory regions that are active in most healthy individuals (please see

next chapter for details).

For the expression profiling we chose to isolate primary human monocytes from blood samples

of four healthy donors and to differentiate those to adherent mature macrophages over a time

course of 11 days (Figure 5.3a). Total RNA was collected at four time points, 2, 4, 7 and 11

days after isolation, and used for gene expression profiling by microarrays (Figure 5.3b). Time

points before 2 days were not considered as the cells at these early stages are affected by

the stress from the collection and isolation. During the differentiation (comparing day 11 to

day 2), a total of 882 genes were significantly upregulated (FDR < 0.05, log2 fold change
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1) while 519 were down-regulated (Figure 5.3c, Additional file 5: Table S5). Most expression

changes occurred already early in the differentiation and were not too dynamic, as most genes

that changed significantly during the differentiation (day 4 or day 7), also remained differentially

expressed in day 11 macrophages (Figure 5.3c). Gene Ontology (GO) and KEGG Pathway

analysis of the differentially expressed genes revealed enrichment for many categories and

pathways related to macrophage function, suggesting the differentiation had been successful

(Figure 5.3d). The differentially expressed genes included also 57 TFs. Among the highest

expressed TFs in macrophages we found CEBP-family factors (CEBPB, CEBPA, CEBPD and

CEBPG), EGR2, SPI1 (also known as PU.1), SREBF2, and FLI1, most of which are known

regulators of macrophage differentiation and phenotype (Huber et al., 2014; Pham et al., 2012;

Najafi-Shoushtari et al., 2010; Suzuki et al., 2013). RREB1 was the only factor among the 20

highest expressed TFs for which we did not find any previously described role in macrophages.

Finally, 164 metabolic genes became differentially expressed with a log2 fold change 1 (FDR <

0.05) during the differentiation, most of which were up-regulated (Figure 5.3e).

The microarray data was used as an input for FASTCORMICS to generate four metabolic mod-

els that correspond to each tested time point of macrophage differentiation (Figure 5.4). All

reconstructed models are available in SBML format (Additional file 4). Out of 5317 reactions

in the consistent Recon 2 (version 3), 660 reactions were predicted to be active in each time

point of macrophage differentiation (Additional file 1: Table S6). The complete size of the day 2

monocyte model was 978 active reactions (corresponding to 64 pathways), which increased to

1149 active reactions (67 pathways) in day 11 macrophages, suggesting that many inactive al-

ternative branches become active during differentiation. Many of the newly activated reactions

were turned on already early on day 4 of differentiation with most of the remaining reactions

becoming active by day 7. The number of reactions that became inactive in macrophages is

smaller with only one pathway decreasing its overall number of active reactions.

Among the pathways with highest relative number of active reactions in macrophages were

several fairly ubiquitously active pathways such as hyaluronan metabolism, chondroitin sulfate

degradation, and N-glycan degradation (Figs. 5.2 and 5.4). However, most of these, as well

as many other pathways with steady overall number of active reactions (such as triacylglycerol

synthesis and cholesterol metabolism) still showed a significant increase in the expression of
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Figure 5.3. Transcriptomic profiling of primary human monocyte-to-macrophage
differentiation. a-b Primary human monocytes isolated from donated blood samples were
differentiated into monocyte-derived macrophages in vitro, and microarrays were performed
with total RNA extracted on time points day 2, day 4, day 7 and day 11. In addition chromatin
was isolated for Chip-seq experiments from day 11 macrophages. c Relative expression levels
of differentially expressed genes during monocyte-to-macrophage differentiation selected with
a FDR cut-off of 0.05 and absolute fold change greater or equal to 2 were clustered and
represented as a heatmap. Genes with a positive Z-score are represented in red and negative
in green. On the right of the heatmap, the time points where the differentially expressed genes
show significant changes are indicated for a comparison between D2 and the remaining time
points in different shades of the blue, between D4 and D7 or D11 in yellow or green and
between D7 and D11 in red, indicating that most significant expression changes occur already
at early time points. d. A Gene ontology analysis for enriched biological processes and KEGG
pathways was performed on the differentially expressed genes using DAVID (Huang et al.,
2009). The top ten gene ontology terms for the biological processes and the top five KEGG
pathways are listed. e Relative expression levels of Recon 2 genes with differential expression
(absolute fold change greater or equal to 2 and FDR < 0.05) during monocyte-to-macrophage
differentiation are represented as a heatmap as in panel c

the genes corresponding to their active reactions, suggesting a further increased flux for these

pathways in macrophages (Figure 5.4). The total of 42 subsystems that showed an increase in

the expression of genes controlling them, are listed in Figure 5.4, together with the 2 subsystems

showing decreased activity. Cross-validation based determination of confidence levels of the

included model reactions (Additional file 1: Table S7) show high or moderate confidence for

approx. 80% of the reactions, indicating that only approx. 20% of the reactions did not have

expression based support, i.e. were added by FASTCORMICS to generate a consistent network

model. And approx. 88% of the excluded reactions had multiple evidences (reactions with low

expression) for not being included.

Next we aimed to find out which subsystems are particularly active in macrophages when

compared to other cell types, including monocytes, and therefore possibly under macrophage-

specific regulation. Since our own data were generated with more recent Affymetrix arrays

(Human Gene 1.0 ST platform) where limited possibilities for comparisons to public data ex-

ist, we focused here also on the macrophage samples from the Primary Cell Atlas (Mabbott

et al., 2013). Results are depicted in Figure 5.2b and Additional file 1: Figure S3. Among

the interesting subsystems, for example, more than 60% of reactions in tryptophan metabolism

are predicted active in macrophages while the median value across cell types is 30%. This

is consistent with the models of monocyte-to-macrophage differentiation from our own data,

which suggest over 3-fold increase in active tryptophan metabolism reactions over the time
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course (Figure 5.4). Similarly, approximately 80% of reactions in cholesterol metabolism are

predicted active in macrophages, compared to a median of 45%. Also here there is a compa-

rable 2-fold increase in active reactions from day 2 monocytes to day 11 macrophages in the

models based on our own microarrays. Consistently with increased cholesterol metabolism,

also bile acid synthesis, a major cholesterol catabolism pathway, is predicted to have more

active reaction in macrophages (>50%) than the median across other cell types (29%), Other

interesting pathways with particularly high numbers of reactions in macrophages include tria-

cylglycerol synthesis and valine, leucine and isoleucine metabolism, both of which show further

increase in expression during differentiation from monocytes to macrophages. Overall these re-

sults suggest that some alternative branches of the above-mentioned pathways could be under

cell type-specific regulation in macrophages.

Taken together, time course analysis of metabolic models during macrophage differentiation

predicts changed activities for hundreds of reactions, many of which occur already at early time

points and, in contrast to what could be assumed from transcriptome-wide expression level

changes, consist largely of increased reaction activities, especially in alternative branches of

already active pathways.

5.4.3 Metabolic genes under high regulatory load in macrophages

Recent work has shown that active enhancers directly involved in transcriptional activation via

chromatin looping are marked by specific chromatin modifications such as acetylation of lysine

27 of histone H3 (H3K27ac) (Rada-Iglesias et al., 2011; Creyghton et al., 2010). Moreover,

we and others have shown that genes under high regulatory load from multiple TFs are of-

ten disease-associated and acting as cell type-specific key regulators of cellular identity (Hnisz

et al., 2013; Galhardo et al., 2014; Pasquali et al., 2014). Importantly, these genes are marked

by a high number of strong enhancers, collectively also called super-enhancers or stretch-

enhancers (Whyte et al., 2013; Parker et al., 2013), allowing their identification using epigenomic

mapping of active enhancers.

In order to identify metabolic genes under high regulatory load in macrophages, we performed

chromatin immunoprecipitation coupled to high throughput sequencing (ChIP-Seq) with an an-

tibody against H3K27ac in primary human macrophages derived from additional three donors

different on top of the donors used for the microarray analysis. Analysis of the obtained se-

quencing data identified approximately 27,000-28,000 active enhancer regions in macrophages,
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depending on the sample, with 16,290 regions detected in all three samples (Figure 5.5a).
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Figure 5.4. Monocyte-to-macrophage differentiation is accompanied by activation of
alternative metabolic branches and increased activity of already active pathways. For
each pathway, the level of activity (percentage of reactions in the input model that are present
in the context-specific model) was computed for each time point (left panel). Each column
represents the model built by the FASTCORMICS workflow for the given time point whereas
each line stands for a different pathway. The fraction of active reactions ranges from 0 to 1 and
is represented in shades of gray for low, yellow for intermediate and red for high number of
active reactions per pathway. Additionally, (right panel) the significantly differentially expressed
genes (FDR <0.05 and absolute log2 fold change > 1) were mapped to the models via the GPR
rules. The percentage of up-regulated reactions in a pathway was computed after summing up
the significantly up-regulated reactions. The number of significantly down-regulated reactions
was then removed from this sum and the total was then normalized by the number of reactions
in the pathway. The fraction of reactions associated with differentially expressed genes ranges
between 0.7 for down-regulated pathways in blue and 0.9 for unregulated pathways in red.
Only pathways that show a differential expression over time are represented.

The reproducibly identified enhancers in proximity of induced genes correspond to binding sites

of known macrophage TFs such as SREBF2, FLI1, CEBP-family and SPI1, as suggested by

the de novo motif analysis of the underlying sequences for enriched motifs (Figure 5.5b, see

Additional file 1: Figure S4 for the complete list).

When assigning the enhancer regions to their putative target genes (see Materials and Meth-

ods; Generation of enhancer-to-gene associations), we observed that almost 8000 genes were

associated with at least one active enhancer in macrophages, despite our stringent selection

(Figure 5.5c). Ranking the genes according to their regulatory load (number of associated en-

hancers) revealed that the number of enhancers per gene ranged from 1 up to 59 with only the

top 10% of the associated genes having 7 or more enhancers. Among these top genes were

numerous TFs, many of which were already identified as highly expressed and enriched for their

binding site motifs, including CEBP-family members, SPI1, and FLI1. As an example of a high

regulatory load gene, the genomic locus of SPI1 the well-known pioneering factor and key reg-

ulator of macrophage differentiation with two large clusters of multiple enhancers, is depicted

in Figure 5.5c. In contrast another abundantly expressed macrophage gene, CD4, is using only

one intragenic enhancer region. Interestingly, RREB1, which we had previously noticed among

highly expressed TFs in our microarray data, but for which no role in macrophages has been

described, was the gene with third highest enhancer load of all genes in our experiments, sug-

gesting that RREB1 might play an important role in macrophages or their differentiation. Finally,

analysis of the expression levels of the top genes with 7 associated enhancers confirmed them

to be on average significantly higher expressed than the genes with fewer enhancers (KS-test,
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p-value = 4.63e-38; Figure 5.5d).

Next we focused on the identification of the metabolic genes under high regulatory load. In

total there are 689 metabolic genes expressed in the macrophages that are consistent with

our metabolic model and 55 of them belong to genes under high regulatory load of 7 or more

enhancers in our data set (based on manual curation of the enhancer to gene association,

see Materials and Methods). Importantly, the expression of the metabolic genes under high

regulatory load is even more shifted towards high expression levels when compared with other

expressed metabolic genes (KS-test, p-value = 1.8537e-11; Figure 5.5e).

In summary, we reproducibly identified over 16,000 active enhancers in primary human macro-

phages, a large proportion of which could be associated to the top 10% of genes with high

regulatory load. These genes are expressed at high levels and include many of the known key

regulators of macrophage phenotype as well as 55 metabolic genes.

5.4.4 Genes under high regulatory load control monocyte-derived macrophages

specific control points of metabolic pathways

Given that genes with high regulatory load are important for the cell identity and often expressed

in a cell type specific manner, we decided to analyze the expression levels of the macrophage

metabolic model genes across numerous different cell types. To this end, we again used the

microarray data collection from Mabbott et al. (Mabbott et al., 2013), this time taking advantage

of all 756 arrays corresponding to a total of 188 different cell types and conditions, and analyzed

the expression level of each metabolic gene across the 188 conditions and ranked it according

to its average level in the monocyte-derived-macrophage samples contained in the data set.

Figure 5.6 depicts these ranks for all genes of the macrophage-specific metabolic model that

belong to a subsystem containing at least one high regulatory load gene. Analysis of the distri-

bution of the expression ranks along the cell types and subsystems reveals that; 1) the genes

under high regulatory load (marked in orange) show an overall shift towards the upper ranks of

macrophage metabolic genes, arguing they are generally expressed in a macrophage-specific

manner, and 2) they are the more selectively expressed genes within each metabolic subsys-

tem (Figure 5.6). At the same time the other genes contained in the macrophage model show

an even distribution across the ranks, suggesting a more ubiquitous expression between cell

types.
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Figure 5.5. Identification of high-regulatory load genes in human macrophages. a Active
enhancer regions were identified via chromatin immunoprecipitation coupled to high
throughput sequencing (ChIP-Seq) with an antibody against H3K27ac using chromatin from
monocyte-derived day 11 macrophages from 3 anonymous donors. Enhancer regions were
considered reproducibly detectable when their genomic coordinates overlapped by at least one
nucleotide in all biological replicates. b Selected enriched sequence motifs located within the
identified active enhancer regions associated to upregulated genes in macrophages and
corresponding to known transcription factor binding sites are shown. See full list in Additional
file 1: Figure S4. c Genes associated with at least one active enhancer region were ranked in
function of the number of active enhancer regions. A threshold (blue line) corresponding to the
top 10% and at least 7 active enhancer regions was set to segregate between high regulatory
load genes and the remaining expressed genes (please see Discussion for details on the
threshold selection). 105 kb genomic regions surrounding SPI1 and CD4 loci, mapped reads
indicating H3K27ac enrichment from the three donor samples, and called reproducible peaks
are shown as examples of high regulatory load and low regulatory load genes, respectively. d
The distribution of the expression levels of the high regulatory load genes was compared to
genes that have a number of enhancers below the threshold of seven enhancers but that are
associated to at least one enhancer (KS-test, p-value = 4.63e-38). e The enhancer load of the
metabolic genes present in the consistent version of Recon2 was determined and then
manually curated to minimize false peaks-to-gene assignments allowing identification of 74
high-regulatory load genes (7 enhancers), 55 of which mapped to the macrophage model. The
distribution of expression levels of these metabolic high regulatory load genes was compared
to the distribution of expression of the remaining metabolic genes of the macrophage model
(KS-test, p-value = 1.8537e-11)

Since most of the metabolic genes with high regulatory load in macrophages are preferentially

expressed in macrophages, and are usually the most abundantly expressed genes within their

respective pathway, we asked in addition whether the positioning of the reactions they control

within the macrophage metabolic network is also different from other reactions. Indeed, we

could observe clear differences when focusing on the genes associated to transporters or entry

points of the pathways predicted active in the macrophage model (Figure 5.7).

While 53.1% of all gene-associated reactions in our macrophage metabolic model are transport

or entry point reactions, this fraction increases significantly to 67.1% when focusing on reactions

associated to high regulatory load genes (KS-test, p-value = 9.0e-5). Furthermore, when look-

ing only on transport reactions that constitute 17.4% of all macrophage reactions, we observe

an even more significant enrichment (KS-test, p-value = 1.8e-7) to 32.9% of the reactions asso-

ciated with high regulatory load. Finally, when excluding the transport reactions and focusing on

the reactions corresponding to the remaining entry points of the different pathways (44.7% of all

macrophage reactions) we also see an enrichment for the high regulatory load genes (51.6% of

high regulatory load reactions), although with clearly higher p-value (KS-test, p-value = 0.0839).
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Importantly, similar results could not be obtained using a generic metabolic
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Figure 5.6. High-regulatory load genes show macrophage specific expression and are
the highest expressed genes in their respective pathways. The normalized expression
values of the 745 arrays of Primary Cells Atlas were downloaded from the Gene Expression
Omnibus repository (GSE49910). The 745 arrays are subdivided in 188 separate cellular
contexts. For each reactions-related gene of a pathway, the normalized expression value was
retrieved and for each gene, the 188 conditions were ranked from the highest expressed to the
lowest expression level with the ImpAvRank function from (Baumuratova et al., 2013). For
each pathway, the genes are plotted in function of the rank of the monocyte-derived
macrophages among the 188 conditions. Each rank position is represented as a box along the
y-axis. High-regulatory load genes are mapped along this axis in function of their rank and
depicted in orange, whereas the remaining genes in the pathway are depicted in dark gray

reconstruction such as Recon2 (data not shown), further highlighting the importance of using

context-specific models and cell type-specific epigenomic data.

Taken together, genes associated to reactions at important control points of the macrophage

metabolic network such as transporters or other pathway entry points are particularly enriched

for high regulatory load, and exhibit abundant and cell type-specific expression patterns, possi-

ble enabling cell type-specific control of the downstream pathways.

5.4.5 Entry to alternative bile acid synthesis pathway via CYP27A1 is under high

regulatory load and depends on multiple transcription factors

An interesting example among pathways with differential activity in macrophages is the bile

acid synthesis pathway, which also serves as the major cholesterol catabolism pathway. Con-

sequently, it also produces intermediates like oxysterols that serve as regulators of gene ex-

pression through their role as endogenous ligands for transcription factors like liver X receptors

(LXRs). The bile acid synthesis pathway has two genes with high regulatory load in macropha-

ges, CYP27A1 and ACP2, which are also the highest expressed genes of the pathway through-

out the differentiation from monocytes to macrophages (Fig. 5.8a). Both genes are the most

macrophage-specifically expressed genes of the pathway (Fig. 5.8b) and CYP27A1 shows the

most abundant expression in different macrophage cells and selected dendritic cells (Fig. 5.8c).

CYP27A1 is known to be involved in catalyzing the mitochondrial reactions of the classic, or

neutral, bile acid synthesis pathway in the liver (Pasquali et al., 2014; Björkhem, 1992). In ad-

dition, CYP27A1 is also responsible for the first reaction of the alternative, or acidic, pathway

to hydroxylate cholesterol directly in the mitochondria to 27-hydroxycholesterol in extrahepatic

tissues, in particular in macrophages (Fig. 5.8d) (Björkhem et al., 1994). Therefore CYP27A1 is

a prime example of a high regulatory load gene potentially integrating multiple signals to control
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Figure 5.7. High regulatory load genes control transport and entry point reactions in
macrophages. The enrichment of transport reactions and other entry point reactions under
high-regulatory load among the gene-regulated reactions of the macrophage model was
computed using hypergeometric test. An entry point is defined as the first reaction of a pathway
change when considering the flux direction. In addition, the transport reactions and entry point
reactions were tested separately to estimate their contributions to the observed enrichment
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an entry point reaction of an alternative pathway.

Finally, to test which transcription factors could be responsible for the high regulatory load of

CYP27A1, we analyzed microarray data from the FANTOM consortium for knock-down exper-

iments of 53 transcriptional regulators in THP1 monocytes (Fig. 5.8e) (Suzuki et al., 2009).

Interestingly, almost half of the tested knock-downs affected CYP27A1 expression directly or

indirectly with 18 TFs showing significant downregulation after transfection and additional 4 reg-

ulators causing a significant upregulation (Fig. 5.8e). Among the TFs causing significant change

in CYP27A1 expression upon knock-down were many known myeloid regulators that were also

predicted as key TFs based on our de novo motif analysis (Additional file 1: Figure S4), including

CEBPfamily members, Forkhead-family members, and FLI1. Moreover, CEBPB and SREBF1

knock-downs both led to decreased expression levels just above the significance cut-off with

p-values of 0.055 and 0.054, respectively, altogether indicating that CYP27A1 expression is

controlled by multiple transcription factors in monocyte-derived macrophages.

5.5 Discussion

Here we present a novel workflow, FASTCORMICS, for the fast, robust and accurate gener-

ation of metabolic models based on transcriptomics data generated by microarrays and use

FASTCORMICS to generate multiple metabolic models across tens of primary cell types. This

analysis reveals a cell type-specific usage of the alternative branches in metabolic networks and

raises the question about the epigenetic regulation of metabolism in different cell types. To ad-

dress this question we performed genome-wide mapping of active enhancers in primary human

macrophages and integrated these data with metabolic models of monocyte-to-macrophage

differentiation to expose the metabolic genes under high regulatory load in macrophages and

general features of these genes within metabolic networks. Interestingly, the high regulatory

load genes show the most abundant and cell type-selective expression profiles of the genes

within any metabolic pathway and control in particular the different transport and entry point

reactions of the pathways.
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Figure 5.8. The alternative pathway of bile acid synthesis is controlled by high
regulatory load on CYP27A1 gene. a The mean normalized expression values of the genes
implicated in the bile acid synthesis pathway based on the microarray data across the four
differentiation time points are depicted. High regulatory load genes (CYP27A1 and ACP2) are
presented in different shades of orange and with a thicker line than other genes of the pathway.
b For each gene of the bile acid synthesis pathway, the rank of the expression level in the
macrophage samples among the 188 conditions and cell types of the Primary Cell Atlas are
shown by an orange or gray star (*) for high regulatory load genes and genes that are not
under high regulatory load, respectively. Genes in the top ranks are situated in the top of the
figure. c The expression profile for CYP27A1 across all 188 conditions and cell types from
Primary Cell Atlas as arbitrary expression units. Macrophage samples are depicted in red. d
The alternative pathway of bile acid synthesis was visualized in Cytoscape. To allow the
alternative pathway to carry a flux, an exchange reaction was added, enabling the export of the
last metabolite from the cell. Reactions predicted active in this modified macrophage model
(day 11) are depicted as filled black circles or filled orange circles for reactions under control of
high-regulatory load genes. The size of the nodes correlates with the number of associated
enhancers. The reaction names correspond to reaction-identifiers of Recon 2. e The
normalized expression levels of CYP27A1 in microarray analysis of THP-1 monocytes in a
series of knock-down experiments for 53 different transcription factors or regulators and three
unspecific control siRNAs retrieved from the FANTOM consortium database. Expression
values were normalized to the first control siRNA (siNC) and represent the mean expression
values SD (n 3). Student′s t-test determined the significance of changes in response to
siRNA transfection (*, p <0.05; **, p <0.01)

An interesting example of a metabolic enzyme controlling an entry point of an alternative path-

way is CYP27A1, which is encoded by one of the 55 metabolic genes under high regulatory

load in macrophages. The alternative bile acid synthesis, which is initiated by CYP27A1 in mi-

tochondria, is also the major cholesterol catabolism pathway in macrophages. Therefore the

regulation of CYP27A1 can be used to control cholesterol homeostasis in macrophages, and

other extra-hepatic cell types, on one hand through initiating cholesterol catabolism, and on

the other hand due to production of intermediate oxysterols that indirectly influence cholesterol

efflux and biosynthesis (Escher et al., 2003). CYP27A1 has therefore many implications to the

development of atherosclerosis and cardiovascular disease. Moreover, a mutation of CYP27A1

in humans causes a disease called cerebrotendinous xanthomatosis (CTX), which leads to

accumulation of cholesterol in brain and tendons and is accompanied by neurological dysfunc-

tions, including parkinsonism, as well as increased rate of atherosclerosis (Cali et al., 1991;

Shanahan et al., 2001).

The disease-association of CYP27A1 is consistent with previous findings from us and others

that genes under high regulatory load, or controlled by so called superenhancers, are often as-

sociated with disease (Galhardo et al., 2014; Hnisz et al., 2013). Indeed, our current findings
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suggest that within any cell type the top 10th percentile of highest regulated genes are signifi-

cantly enriched for disease-association (which is also the reasoning behind the applied cut-off

for high regulatory load in this study) (Galhardo et al.). This is possibly due to their central roles

as network hubs within gene regulatory networks, forming integration points for multiple signals.

While this combinatorial regulation can be robust, it might also increase the likelihood of be-

ing affected by alterations such as single nucleotide polymorphisms (SNPs) in the regulatory

regions. This would be consistent with the experiments of Siersbaek et al. who showed that

omission of one TFs activity, that of glucocorticoid receptor (GR), in early adipocyte differen-

tiation had more potent effect on super-enhancer activity than on activity of more isolated GR

binding sites (Siersbæk et al., 2014).

Integrating gene regulatory networks with metabolic networks is an important and necessary

step for truly global understanding of metabolism and its regulation. However, the role of high

regulatory load genes in control of metabolism has not been previously specifically addressed.

We find that high regulatory load genes, the central hubs of the gene regulatory networks, are

significantly enriched for controlling transport reactions or other entry points of pathways, like in

the case of CYP27A1, with almost 70% of such reactions located at transporters/entry points

(Figure 5.7). They are the most abundantly expressed genes within the pathways and show

most variation between cell types, suggesting they are used as the control points for cell type-

specific metabolism. This is consistent with the findings in metabolic control analysis that for

linear pathways with similar individual kinetics assigned to the different enzymes the flux control

exerted at the upper part of the pathway and especially at the first step is much higher than in

the lower part (Klipp et al., 2008).

While most high regulatory load genes do control entry point reactions, there remains a large

proportion of them that do not. An interesting question is what other network positions are con-

trolled by high regulatory load and to which end. Among the non-entry point reactions associ-

ated to high regulatory load genes in macrophages many are situated immediately downstream

of branch points where a metabolite can follow two different fates within the pathway. For ex-

ample, kynurininase (KYNU) is a high regulatory load gene catalyzing branch point reactions

in tryptophan metabolism pathway to decide the faith of tryptophan metabolite kynurenine into

downstream metabolites with inflammatory and neuroactive functions (Schwarcz et al., 2012).

Similarly, UDPglucose ceramide glucosyltransferase (UGCG) is a macrophage high regulatory

load gene controlling the commitment of sphingolipids to glycosphingolipid branch (Ishibashi
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et al., 2013). Interestingly, the enzyme is also required for capture of HIV-1 viral particles into

dendritic cells and useful for the virus upon infection (Puryear et al., 2012). In addition to branch

point reactions, many high regulatory genes also control reactions along the metabolic path-

ways. Regulation at such positions might be important for example to control accumulation of

harmful or beneficial metabolic intermediates. However, it should also be pointed out that the

consistency of the current human GENREs like Recon 2 is only approximately 75% and many

branch or entry points might still remain unannotated.

In general the context-specific reconstruction of metabolic network models with FASTCORMICS

as presented here might be severely influenced by the quality of the used GENRE, especially

when applying automated annotation pipelines. As the overall runtime of FASTCORMICS is

very low, it allows performing cross-validation studies as described earlier and thereby detecting

high-confidence reactions with multiple evidence for their presence in the context-specific model

of interest. In general, with run-times in the order of seconds FASTCORMICS clearly out-

performs competing algorithms and might serve as an important corner stone of many future

applications.

We’ve used FASTCORMICS to generate metabolic models of hundreds of human cell types,

including a time-course of monocyte-to-macrophage differentiation. As discussed above, the

cholesterol metabolism was predicted to be increased between day 2 and day 11 of the differ-

entiation (Figure 5.4), consistent with the ability of healthy resident macrophages to uptake and

release lipids, as part of their generic cleaning role or in a targeted way through low density

lipoproteins (LDLs) (Brown and Goldstein, 1985; Ross, 1999). This may also be correlated to

the observed increase in the active reactions in phospholipid (more precisely glycerophospho-

lipids in Figure 5.4) metabolism or overall increase in expression of genes associated to reac-

tions in triacylglycerol synthesis, the two other main lipid families that constitute LDLs. Also,

the differentiation process between day 2 and 11 predicts an increase in the metabolism of the

essential amino acid tryptophan, in particular with respect to its kynurenin metabolite (Halaris,

2013). In addition, also the metabolism of other relevant metabolites like the eicosanoids, an-

other important signaling family (Norris and Dennis, 2014), or glutamate (Gras et al., 2006),

were increased, as well as pathways with fewer specific implications for macrophage biology

like inositol phosphate, pyruvate and propanoate metabolisms. FASTCORMICS is therefore

able to contextualize a qualitative and quantitative difference between monocytes and macro-

phages.
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More detailed analysis of pathophysiologic states of monocyte-to-macrophage differentiation

in inflammatory conditions could be another informative application of the predictive efficacy

of FASTCORMICS. Indeed, inflammation of the vascular wall is for example disturbing the

uptake and release equilibrium of lipids by macrophages, making them become lipid-loaded

foam cells by mechanisms involving oxidized LDL, and thus participate to the development of

atherosclerosis (Ross, 1999). Also, inflamed microglia (the resident brain macrophages) have

been shown to produce enhanced quantities of quinolinic acid, a metabolite of the tryptophan-

derived kynurenin, which can become toxic to the brain and could participate to the develop-

ment of various neurodegenerative processes among which Alzheimer’s and Parkinson’s dis-

eases (Schwarcz et al., 2012; Tan and Yu, 2012).

FASTCORMICS allows in a modular fashion to use medium information and/or a biomass func-

tion for improved contextualization. This would allow generating more accurate context specific

network models. However, it might be challenging to obtain specific medium and biomass in-

formation for reconstructing a cell’s metabolism residing within a multi-cellular context. In the

presented work a general biomass function was used. Future progress in the respective analyt-

ical methods will therefore help to further improve the contextualization via FASTCORMICS by

providing more accurate specific medium and biomass information.

FASTCORMICS is based on the discretization of the expression data with Barcode, which to our

knowledge currently is the most robust and reliable discretization method. The pre-processing

step with Barcode allows circumventing the need of setting an arbitrary expression threshold

that segregates between expressed and non-expressed genes as e.g. in (Folger et al., 2011;

Becker and Palsson, 2008; Zur et al., 2010). As such a threshold is arbitrary and critical for the

output metabolic models as in response to this threshold complete branches, alternative path-

ways, or subsystems might be included or excluded, thereby heavily changing the functionalities

of the model. Further, Barcode shows a better correlation between predicted expression and

protein expression than competing discretization methods for the segregation of gene expres-

sion and allows reducing batch and lab-effects that affect measurements (Zilliox and Irizarry,

2007).

An interesting future research question is if better context-specific reconstruction could be ob-

tained by applying continuous weights instead of discrete core assignments or by a combination

of the two approaches. While in general continuous weights might be able to better capture the

continuous distribution of expression values, this would require the setting of arbitrary parame-
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ters to convert expression values into optimization weights, thus rendering this approach biased

to arbitrary settings as also stated by Machado et al. (Machado and Herrgård, 2014). Thus the

overall performance of such approach needs to be investigated in more detail in future work.

FASTCORE can form a valuable building block here as well. Such continuous approach might

also be suitable to treat genes with reactions associated in multiple pathways (like the discussed

CYP27A1 example) more efficiently, where a stringent including of core reactions without inte-

gration of the expression context of the remaining reactions in the pathway might not be the best

approach.

Furthermore FASTCORMICS can easily be adapted for the integration of other omics types, like

data from next generation sequencing methods such as RNA-seq, while special attention has

to be paid to the data type specific discretization step.

5.6 Conclusion

FASTCORMICS allows obtaining high-quality, robust models in a high-throughput manner. This

allows the use of metabolic modelling as routine process for the analysis of expression data.

Further integration with gene regulatory network data opens possibilities for better understand-

ing of the upstream events and identification of novel drug targets such as the genes under

high regulatory load which we here find to control entry points of pathways in the macrophage

metabolic network.

5.7 Methods

5.7.1 The FASTCORMICS workflow

The general workflow of FASTCORMICS (Additional file 1: Figure 4.2) contains a discretization

step with Barcode to obtain for each gene a z-score which indicates the number of standard

deviations of the gene of the considered array above the mean expression value of the same

probe set in an unexpressed context measured across thousands of arrays. Genes with a z-

score equal or below zero, corresponding to the mean of the distribution of the non-expressed

genes, are considered as inactive and are associated with a discretization score of âĹŠ1. Genes

with z-score above 5, corresponding to the threshold value benchmarked by Zilliox et al. (Zil-

liox and Irizarry, 2007), are considered as expressed and get a discretization score equal to
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1. Genes with z-score larger than 0 but smaller than 5 form the undetermined gene set and

get a discretization score of zero. The discretization score 1 is then mapped to the consistent

generic model via the model’s Gene-Protein-Reactions Rules (GPR) to obtain a list of active

reactions (core reactions). For reactions that are under the control of one gene only, the dis-

cretized gene score is directly mapped to the reaction. If more genes are associated to a

reaction, the relationship between the genes and the reaction is given by Boolean Rules. A

Boolean AND means that all the genes have to be expressed to activate the reaction, which is

typically the case when a reaction is controlled by a complex of proteins. Therefore the min-

imum of the discretization score is mapped to the reaction. A Boolean OR signifies that only

one gene has to be expressed. The maximal discretization score value is then mapped to the

reaction. Boolean ANDs and ORs can be combined inside the same rule, e.g. ((A AND B)

OR C), in this example the minimal value D is computed of A and B, and then the maximum

between D and C is matched to the reaction. Reactions associated to a discretization score

of -1, are considered as inactive and removed from the model by setting their bounds to zero.

Reactions with a discretization score of 1, form the set of core reactions that are fed into a

modified version of FASTCORE (mFC) that allows leaving a set of reactions non-penalized be-

sides defining core and non-core reactions. The inclusion of non-penalized reactions is, unlike

core reactions, not forced, but only preferred over the inclusion of penalized non-core reactions.

Barcode-supported transporters are put to the set of non-penalized reactions. Transport reac-

tions are generally under the control of promiscuous genes (in the consistent version of Recon

2 e.g. the gene SLC7A6 controls 294 reactions) and therefore transporters are not included

into the core set as otherwise whole subsystems would be included in the output model due to

one gene. Nevertheless, the inclusion of Barcode-supported genes should be preferred over

non-core reactions (which are not supported) and therefore Barcode-supported transporters are

not penalized. For more details on FASTCORE see the original paper (Vlassis et al., 2014). A

MATLAB implementation of the FASTCORE and FASTCORMICS algorithms will be available

for download from bio.uni.lu/systemsbiology/software. Three optional steps can be included

in the workflow. The first one allows further constraining the model with respect to the medium

composition, if this information is available. Uptake reactions for metabolites not being present

in the medium are shut down and FASTCC (Vlassis et al., 2014) is run to remove reactions

that cannot carry a flux due to these additional constraints. The second optional step allows

adding a biomass function or of production reactions of specific metabolites to the model. FAST-
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CORMICS forces the biomass function or/and the corresponding exchange reactions to carry

a flux while penalizing the inclusion of non-core reactions (Additional file 1: Figure 4.2). Core

reactions, including core transporters, are not penalized in order to find, within the different al-

ternatives sets of reactions that allow the production of biomass or required metabolites, the

one that contain the highest number of core reactions. The output reactions of the modified

FASTCORE are then added to the core set and the modified FASTCORE is run a second time

to now force all the core reactions to carry a flux while penalizing the non-core reactions. Trans-

port reactions are removed from the core set, but are not penalized during the reconstruction

to favor Barcode-supported transporters over non-core reactions that are not supported. If no

biomass function is added, FASTCORMICS is only run once. Finally a cross-validation step

can be performed to assign a confidence score to the reactions included in the model. For the

latter, the building process is repeated multiple times, leaving at each run one core reaction

out. Reactions (core and non-core reactions) present in all the runs are supported by at least

2 core reactions and therefore are assigned a high confidence score, whereas core reactions

that were not recovered during their left-out run are supported by the expression value of their

own gene(s) only. The remaining non-core reactions have a low confidence score as they them-

selves are not supported by Barcode and their inclusion in the model depends on a single core

reaction only. The same process can also be repeated with the non-expressed reactions set in

order to estimate if a sub-branch of a pathway was removed from the model due to the presence

of a single unexpressed reaction or to multiple inactive reactions that interrupts the flux.

5.7.2 Reconstruction of generic cancer models

The NCI dataset composed of 174 Hgu133plus2 arrays corresponding to 59 cancer cell lines

was downloaded from the Cell miner web page (Shankavaram et al., 2009) and read in R version

2.15.1 using the affy package (1.36.1). The arrays were normalized with the frozen Robust Multi-

array Average package (fRMA version 1.14.0) (McCall et al., 2010) using the core target and

the median polish option. The normalized values were then processed with Barcode using the

hgu133plus2frmavrecs vector (version 1.1.12) into a list of probe sets IDs with the respective

z-score (Additional file 1: Figure 4.2). The list of probe sets was then converted in Entrez IDs via

the hgu133plus2.db package (Carlson M. R package version 3.0.0). The z-scores are converted

into discretization scores (1, 0, -1 ) using the above mentioned expression threshold of 5 and

non-expression threshold of 0. The ubiquity of expression (sum of the discretization score for
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a gene over all arrays) was computed for each gene and a list of genes Entrez IDs with their

respective score was then loaded in Matlab (version 2013a) and mapped via the Gene Protein

Reactions Rules (GPR) to the consistent version of Recon1 (consistRecon1, 2469 reactions)

and Recon2 (consistRecon2, 5317 reactions, the lower bound of the AATAI reaction was set to

zero to be consistent with the reversibility information of the model) obtained with FASTCC. To

be consistent with the experimental setup of Folger et al. (Folger et al., 2011) reactions tagged

as active in 90 174 arrays were included in the core set with the exception of Barcode-supported

transport reactions. Reactions with ubiquity of expression score equal below zero in 90% were

removed from the model as explained previously. To be comparable to the results of Folger

et al. and Luo et al. (Folger et al., 2011; Luo et al., 2008) the growth of the cancer cells was

simulated on RPMI medium, the uptake reactions of the consistent versions of Recon 1 and

Recon 2 were constrained with respect to the medium composition (Additional file 2: Table S2,

medium composition sheet). Uptake reactions for the metabolites present in the medium were

automatically added within FASTCORMICS if required by the biomass function taken from Wang

et al. or for the inclusion of a barcode-supported pathway. Beside a biomass function, a sink

reaction was added to Recon 1 to balance the glycogenin self-glucosylation reaction (Folger

et al., 2011; Luo et al., 2008). The exchange reaction of triacyglycerides in Recon 2 was left

unconstrained. FASTCC was run to remove reactions that are not able to carry a flux due to

these additional medium constraints (Additional file 1: Figure 4.2).

The modified FASTCORE was then run on the medium-constrained models forcing the biomass

function to carry a flux while penalizing the inclusion of non-core reactions. The reactions re-

quired to allow a biomass production were then added to the core set and the modified FAST-

CORE was run again now forcing the inclusion of all core reaction while penalizing the noncore

reactions with the exception of core transporters.

The pre-processing step with Barcode for large data sets was performed due to memory issues

on a Linux compute server with 3.0 GHz Intel Xeon CPU and 16 GB RAM and took 3 min. The

model reconstructions were performed on a standard 3.40 GHz Intel Core i5 computer with 4 GB

RAM in 38 and 288 s for cancer 1 and cancer 2 respectively, so that the overall computational

time of the FASTCORMICS workflow is below 5 min.
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5.7.3 Validation of the cancer models by comparison to an shRNA screen on

cancer cell lines

A in silico knock-out experiment was performed on the obtained cancer models as previously

described by Folger et al. applying Flux Balance Analysis (FBA) (Wang et al., 2012; Bordbar

et al., 2010). In Folger et al. a gene is considered essential if its knock-downs results in a

decrease of the growth rate of more below 1% of the maximum. To allow, a comparison with

Folger et al. the 1% criteria was kept. The lists of essential genes were compared to the

ranked list of 8000 genes established by Luo et al. based on an shRNA knockdown screen

on cancer cell lines. The rank of the essential metabolic genes were compared to the rank of

the remaining metabolic genes (set of genes associated to Recon2 minus the essential genes)

with a Kolmogorov-Smirnov test (KS-test). In addition 1,000,000 random sets of genes of the

same size were created and the respective KS-test was computed for evaluating the likelihood

to obtain the same or better KS-score by chance (Additional file 1: Table S1).

To further validate the predicted essential genes, a list of neoplasia-related genes was re-

trieved from DisGeNET, a database for gene-disease associations (Folger et al., 2011; Queralt-

Rosinach and Furlong, 2013). A hypergeometric test was performed to evaluate the enrichment

of neoplasia-related genes in the predicted essential genes (Additional file 1: Table S3).

5.7.4 Reconstruction of 156 context-specific models of selected primary cells

The Primary Cells Atlas (GSE49910) gathering 745 arrays of the HG-U133_Plus_2 platform

taken from 100 separate studies, corresponding to >180 different experimental conditions

in tens of primary cell types, was downloaded from the Gene Expression Omnibus reposi-

tory (Mabbott et al., 2013). 156 arrays corresponding to 63 cell types were selected favoring

control samples in order to derive undisturbed cell-specific metabolic pathways in resting cells

(see Additional file 3: Table S4 for the list of selected arrays). The arrays were normalized with

fRMA using the median polish and core target option and then discretized with the Barcode

package (as in Reconstruction of generic cancer models). The probe set IDs were converted to

Entrez IDs with the (hgu133plus2.db) package as above, which were mapped to the consistent

version of Recon2. 156 models (one model per array) were built using the previously described

FASTCORMICS workflow. The high efficiency of FASTCORMICS allowed to perform this task

within 4.5 h (5 min for the pre-processing with Barcode on 3.0 GHz Intel Xeon CPU and 4.5 h
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for the model reconstructions on a standard 3.40 GHz Intel Core i5 computer with 4 GB RAM).

The primary context-specific models were represented as a matrix of 5317 rows corresponding

to the reactions of the consistent Recon2 version and 156 columns for the number of models.

The presence of the reactions in the different models was indicated by ones and the absence by

zeros. The level of similarity between the different models pairs was determined via the Jaccard

index. The resulting Jaccard index matrix of size 156 times 156 was then clustered with the

MATLAB clustergram function (Figure 5.2a).

5.7.5 Isolation of primary human monocytes from blood

Primary human monocytes were extracted from the blood samples of anonymous healthy male

donors, donated by the blood transfer centre of the Luxembourgish Red Cross and were used

for diverse experiments in agreement with the convention between the Luxembourgish Red

Cross and the University of Luxembourg from 16.05.2011 and following the principles of Helsinki

Declaration.

The blood was diluted 1:1 with phosphate buffered saline (PBS) (Invitrogen, Life Technologies).

Afterwards the peripheral blood mononuclear cells (PBMC), were isolated by Ficoll density

gradient separation. Therefore the blood-PBS suspension was transferred to leucosep tubes

(Greiner Bio One,) containing 15 ml of ficoll (VWR). After a 10 min centrifugation (1000 x g,

room temperature, without break), the mixture separated into an upper phase of plasma, fol-

lowed by the white peripheral blood mononuclear cell (PBMC) layer, the separation gel ficoll and

erythrocytes in the bottom of a 50 ml tube. The PBMC layer was collected and washed twice

with ice-cold MACS buffer (PBS, pH 7.2; 0.5% bovine serum albumin (BSA) (Sigma-Aldrich,

Seelze, Germany) and 2 mM ethylenediaminetetraacetic acid (EDTA) (Sigma-Aldrich, Seelze,

Germany) at 4 °C for 10 min at 300g. From this step on cells were kept on ice. Following the

separation of the PBMCs the CD14+ cells (monocytes) were isolated from the total PBMC frac-

tion by using the MACS technology from Miltenyi Biotec. In this method, anti-CD14+-antibodies

are conjugated with superparamagnetic particles CD14 MicroBeads (Miltenyi Biotec) and bind

to the CD14 antigen on the cell surface of CD14+ cells. By using a magnet MACS separator

(Miltenyi Biotec) and LS Columns (Miltenyi Biotec) the CD14+ cells can be separated from the

rest of the PBMCs. Before the CD14+ cells were separated, the PBMCs of one blood preserva-

tion were mixed with 200µl of CD14 MicroBeads and incubated for 30 min at 4 °C on a rotating

wheel. Afterwards the cells were washed with MACS buffer and centrifuged at 300 g for 10



5.7. Methods 105

min at 4 °C. The cells were again suspended in MACS buffer and loaded on a pre-washed

LS-column which was put on a MACS separator, and contained a preseparation filter (Miltenyi

Biotec) on top, in order to avoid a blocking of the column. Subsequently the column with the

CD14+ cells was washed and the CD14+ cells were eluted from the column with MACS buffer,

after taking away the MACS separator.

5.7.6 Differentiation of primary human monocytes into macrophages

After the successful isolation of the CD14+ monocytes, the cells were counted and seeded in

a density of 2 x 10e6 cells/ml, either in a 10 cm2 plates (of about 20 x 10e6 cells) (Thermo

scientific) in order to perform ChIP experiments or in 6-well plates (of about 4 x 10e6 cells/well)

(Thermo scientific) to extract RNA. For culturing and differentiation of monocytes to macropha-

ges RPMI 1640 medium (VWR) was supplemented with 10% human serum off the clot, type

AB (A&E Scientific, PAA, Pasching, Austria, lot number: C02108-1021), 0.1 mg/ml streptomycin

(Invitrogen, Life Technologies), 100 U/ml penicillin (Invitrogen, Life Technologies) and 0.1 mM

Lglutamine (Invitrogen, Life Technologies). The cells were kept at 37 °C under a 5% CO2 atm.

The medium was changed, during the differentiation process of monocytes to macrophages, 4

and 7 days after seeding. For the RNA extraction and the subsequent array analysis, the cells

were extracted 2 days, 4 days, 7 days and 11 days after seeding (see Figure 5.3). In order to

perform ChIP experiments the chromatin of day 11 cells was cross-linked (see Figure 5.3).

5.7.7 Morphology of primary monocytes and macrophages by microscopy

The morphology of the monocytes and macrophages was visualized by using the microscope

Axiovert 40C (Zeiss) with a magnification between 10x and 20x, the camera AxioCAM MRC

(Zeiss) and the software Zen blue (Zeiss). Unstained cells were used to generate pictures of

the monocytes, macrophages and intermediate states (see Figure 5.3).

5.7.8 Total RNA extraction

The RNA was extracted by using TRI Reagent (Sigma- Aldrich). The cells in the 6-well plate

were lysed with 500 µl of TRI Reagent per well. Following complete lysis, 100 µl of chloroform

(Sigma-Aldrich) were added to the lysate, vortexed for 20 s and incubated at room temper-

ature for 3 min. These steps were followed by 15 min centrifugation at 4 °C with full speed,

during which the mixture separated into different phases, with the upper phase containing the
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RNA. This RNA containing phase was mixed with equal volume of ice-cold isopropanol (Sigma-

Aldrich) in order to precipitate the RNA overnight at 20 °C to recover also all small RNAs. The

pelleting of the RNA was done at full speed for 20 min at 4 °C. Then the RNA was washed

with 70% ice-cold ethanol (VWR) and centrifuged for 5 min at full speed and 4 °C . Finally, the

RNA pellet was dried and solved in RNase-free water. The concentration and the purity of the

RNA were measured with the NanoDrop 2000c (Thermo scientific). The quality of the RNA was

measured with the 2100 Bioanalyzer from Agilent Technologies and all the RNA samples had a

RIN number greater or equal to 8.

5.7.9 Data analysis of mRNA microarrays

One hundred ng of total RNA was used to process Affymetrix Human Gene 1.0st microarrays.

The Ambion WT Expression Kit was used to reverse transcribe the RNA into cDNA and to

purify it according to manufacturer’s instructions (The Ambion WT Expression Kit Protocol For

Affymetrix GeneChip Whole Transcript (WT) Expression Arrays Part Number 4425209 Rev.B

05/2009). Then the cDNA was fragmented, labeled and hybridized on the arrays according

to The GeneChip Whole Transcript (WT) Sense target Labeling Assay Manual Version 4 from

Affymetrix (P/N 701880 Rev.4). The arrays were washed and scanned after 16 h of hybridiza-

tion.

Microarray data were analyzed using Partek Genomics Suite, R Software (http://www.R-

project.org/). First, 15 CEL files containing raw probe intensities were imported into Partek

and data were preprocessed using the robust multi-array average (RMA) algorithm (Irizarry

et al., 2003). Preprocessing aims at estimating transcript cluster (gene) expression values from

probe signal intensities. Boxplot and relative log expression calculated on resulting gene ex-

pression values were then used to assess the quality of data; no outlier was found. Principal

component analysis (PCA) was then performed for data reduction and factor analysis. PCA

was able to separate data according to the time. According to this observation, the Linear

Models for Microarray (Limma) (Smyth) package was used to identify genes for which expres-

sion changed throughout the time. Gene expression values were imported into R, Limma was

applied and all times were compared to the gene expression values generated from D2 cells.

Resulting p-value was adjusted for multiple testing errors using false discovery rate (FDR) (Ben-

jamini and Hochberg, 1995). The microarray expression data can be found at ArrayExpress

(http://www.ebi.ac.uk/arrayexpress/) with accession number E-MTAB-3089.
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5.7.10 Reconstruction of the monocyte-macrophage models

The 15 microarrays of the Hugene.1.0.st.v1 platform were read into R version 2.15.2,

with the oligo package (1.22.0) and normalized with the fRMA package (1.14.0)and the

hugene.1.0.st.v1frmavecs (1.0.0) vector and then discretized with Barcode. The probe sets

were converted in Entrez ID via the hugene10sttranscriptcluster.db package (MacDonald JW.

R package version 8.2.0). The discretized values were then mapped to the consistent version

of Recon 2 (version 3, the lower bound of the AATAI reaction was set to zero to be consistent

with the reversibility information of the model). In order to minimize the effect of patient-specific

variation on the models, reactions tagged as active in the cells of 3 out of 4 donors for each

time point, respectively 2 out of 3 for time point D4 were included in the core set, with the ex-

ception of the core transporters that were removed from the core set, but not penalized during

the building process. Similarly, reactions tagged as inactive in 3 out of 4 or 2 out 3 donors were

removed from the models as explained previously. Cross-validation was used to determine the

confidence levels of the included and excluded reactions. Reactions with a high level of confi-

dence are supported by at least two core reactions. Reactions with moderate confidence level

are reactions only supported by barcode. Reactions with a weak confidence level are not sup-

ported by expression, but needed to generate a consistent network model. Excluded reactions

with a high confidence score were never included in any simulations suggesting the presence

of other excluded reactions in the branch. Whereas, inactive reactions with a low confidence

level were excluded only due to their low expression level.

5.7.11 Chromatin immunoprecipitation (ChIP)

The primary human macrophages (15.5-21 x 106 cells/ 10 cm2 dish) were fixed for 8 min

with 1% formaldehyde in PBS (Sigma-Aldrich) and were washed before with PBS. Then the

formaldehyde was quenched for 5 min with a final concentration of 125 mM of glycine (Sigma-

Aldrich). The fixed cells were washed twice with PBS, the PBS of the second washing step

contained protease inhibitor (PI, Roche Applied Sciences). This step was followed by scrap-

ing the primary human macrophages in the PBS-PI solution and spinning them down at 4 °C

for 5 min at 1300 rpm. The pellet was resuspended in 1500 µl of ice-cold lysis buffer (5 mM

1,4-piperazinediethanesulfonic acid (PIPES) pH 8.0 (Sigma-Aldrich); 85 mM potassium chlo-

ride (KCl) (Sigma-Aldrich); 0.5% NP-40 (VWR)) containing PI and incubated for 30 min on ice.
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Afterwards, the cell lysate was centrifuged at 5000 rpm for 10 min at 4 °C. The pellet was re-

suspended in 750 µl of ice-cold shearing buffer 50 mM Tris Base pH 8.1 (Sigma-Aldrich); 10

mM EDTA, disodium salt (Sigma-Aldrich); 0.1 sodium dodecyl sulfate (SDS) (Sigma-Aldrich);

0.5 sodium deoxycholate (Sigma-Aldrich,) into which fresh PI was added. After 30 min incuba-

tion on ice, the chromatin was sheared with a sonicator (BioruptorTM Next Gene, Diagenode)

during 30 cycles at high intensity (30 s off and 30 s on). The sheared chromatin samples were

then centrifuged at 15.000 rpm for 10 min at 4 °C in order to pellet the remaining cell debris.

The supernatant, which contains the chromatin, was transferred to a new tube.

Twenty-five µl of the sheared chromatin was purified to check the size of the sheared DNA

on an agarose gel. The concentration of the DNA was determined by the Qubit dsDNA HS

Assay Kit (Invitrogen) and the Qubit 2.0 Fluorometer (Invitrogen) according to the manufacturer’s

instructions.

For each immunoprecipitation 5 µg of sheared chromatin and 0.5 µg as input were used.

In order to preclean the chromatin, the sheared chromatin was diluted with modified RIPA

Buffer (140 mM NaCl; 10 mM Tris pH 7.5; 1 mM EDTA; 0.5 mM ethylene glycol-bis(2-

aminoethylether)−N,N,N’,N’-tetraacetic acid (EGTA) (Sigma-Aldrich); 1% Triton X-100 (Sigma-

Aldrich); 0.01% SDS; 0.1% sodium deoxycholate (Sigma-Aldrich) containing PI, up to 1200 µl,

and incubated for 30 min with 25 µl of protein A magnetic (PAM) beads (Millipore) at 4 °C on

a rotating wheel. Afterwards, the PAM beads were captured with a magnet and the super-

natant containing the pre-cleared chromatin was transferred to a new tube. This pre-cleared

chromatin was then incubated overnight with 5 µg of an antibody against the active enhancer

mark H3K27ac (Abcam, product No.: ab4729). On the next day the antibodies were captured

with 25 µl of PAM beads during 2 h on a rotating wheel at 4 °C. This step was followed by

pelleting the magnetic beads on the tube side by using a magnetic stand. The supernatant was

discarded and the PMA beads, linked with the antibodies and, due to this, to chromatin, were

washed twice with 800 µl of wash buffer 1 (20 mM Tris pH 8.1; 50 mM NaCl; 2 mM EDTA; 1%

TX-100 (Sigma-Aldrich); 0.1% SDS), once with 800 µl Wash Buffer 2 (10 mM Tris, pH 8.1; 150

mM NaCl; 1 mM EDTA; 1% NP40; 1% sodium deoxycholate (Sigma-Aldrich); 250 mM lithium

chloride (LiCl) (Sigma-Aldrich) and twice with 800 µl TE buffer (10 mM Tris pH 8.1; 1 mM EDTA

pH 8). All the washing steps were performed for 2 min on a rotating wheel at room temperature,

followed by pelleting the beads on a magnetic stand. In order to detach the chromatin from the

PMA beads and to get rid of the proteins, the washed beads as well as the input were incubated
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with 100 µl elution buffer (0.1 M sodium bicarbonate (NaHCO3) (Sigma-Aldrich); 1% SDS) and

10 µg RNase at 65 °C overnight on a shaking platform. 5 µg of proteinase K were added after

the overnight step for 90 min at 42 °C. Afterwards, the DNA was purified with a QIAquick PCR

clean-up kit. Again, the DNA concentration was measured by using the Qubit dsDNA HS Assay

Kit and the Qubit 2.0 Fluorometer according to the manufacturer’s instructions.

5.7.12 ChIP-Seq

ChIP-Seq was performed with chromatin from three different donors. For each donor one ChIP

sample using an antibody against H3K27ac and one input sample were sequenced. The se-

quencing of the ChIP samples was done at the Genomics Core Facility in EMBL Heidelberg.

For sequencing, single-end-reads were used and the samples were processed in an Illumina

CBot and sequenced in an Illumina HiSeq 2000 machine. The sequencing data can be found

at Gene Expression Omnibus GEO (http://www.ncbi.nlm.nih.gov/geo/) with accession number

GSE68798.

5.7.13 Quality control and identification of enriched genomic regions

After sequencing the quality of the raw reads was controlled by applying the software FastQC

v.0.10.1 (http:// www.bioinformatics.babraham.ac.uk/projects/fastqc/). The reads that had a low

quality base pair calling or the ones, which were detected as read artefacts were removed

from the dataset (minimum quality score of phred 10 across the read length was required).

Furthermore, these reads were read stacks collapsed using the FASTX software v.0.0.13

(http://hannonlab.cshl.edu/ fastx_toolkit/index.html). The reads, which were not rejected by the

quality control, were aligned to the human genome version 19 (hg19). This was done by ap-

plying the software Bowtie v0.1.25 (Langmead et al., 2009) (one mismatch allowed, maximum

three locations in the genome from which the highest quality match was reported).

The software QuEST v.2.4 (Valouev et al., 2008) was used in order to identify enriched regions.

The 44-mers were aligned to the hg19 by using the mappability parameter 0.88. The ChIP

enrichment was set to 15 and the ChIP to background enrichment to 3. BigWig files were

generated, which were used to visualize the data with the software Integrated Genome Viewer

(IGV) v.2.3 (http:// www.broadinstitute.org/software/igv/home) 69] (Figure 5.5).
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5.7.14 Generation of enhancer-to-gene associations

The identified enriched regions were extended to both sides to create sequences of 450 bp in

length that would include the sequences immediately flanking the modified histone and thereby

capture the potential TF binding sites. Afterwards the lists of enriched regions were over-

lapped, generating a list of 16290 common enriched regions. For this the software Galaxy

(http:// galaxyproject.org) (07.07.2015, version 15.05) was used. Afterwards the common en-

riched regions were analyzed for their association to all genes by using the software GREAT

v.2.0.2 70] with the setting ’single nearest gene within 500 kb’. For the metabolic genes these

associations were further manually curated to make sure that the identified loci do not contain

alternative highly expressed genes or previously unannotated transcripts such as noncoding

genes.

For de novo motif analysis only enhancers associated to genes upregulated 2− fold in macro-

phages (D11 cells compared to D2 cells) with a FDR < 0.05 were considered. These were

derived independently of the GREAT analysis by taking the TSSs of the up-regulated genes

and extending ±200 kb and overlapped with the common enriched enhancer regions by using

Galaxy (http:// galaxyproject.org).

5.7.15 De novo motif identification

In order to identify the common sequences of the putative enhancers associated to genes up-

regulated in macrophages, de novo motif identification was performed by using the software

MEME-ChIP (http://meme-suite.org/ tools/meme-chip) (08.07.2015) version 4.10.01 (Machan-

ick and Bailey, 2011). Database Jolma 2013 (Jolma et al., 2013) for known TF binding motifs

was used to identify the TFs that might have bound to the putative enhancers. For the analysis

of the data default settings were applied. For the MEME options the expected motif site distri-

bution was set to zero or one occurrence per sequence. The count of motifs was set to 10. The

minimum width of the motifs was set to 6 bp and the maximum width to 25 bp. For the CentriMo

analysis, the software was asked to find uncentered regions and include sequence IDs.

These analyses generated a list of enriched motifs, which were linked to TFs that potentially

bind these motifs. The enriched motifs were identified by analysing the meme-chip.html data

generated by the MEME-ChIP software. Therefore, the e-value generated for the motifs found

by the different programs were considered. The motifs with a known TF binding site are listed in
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the Additional file 1: Figure S4. The motifs with an e-value < 0.05 were considered. In addition,

if a TF was associated to a motif that occurred several times, the motif with a lower e-value was

considered.

5.7.16 The control points regulated by high-regulatory load genes

The enrichment of transport reactions under high-regulatory load among gene-regulated reac-

tions was computed via a hypergeometric test. For this test, the population size N, the number

of successes states in the population K, the number of draws n and the number of successes k

are respectively equal to the number of reactions in the macrophage model under gene control,

the number of transporter under gene regulation, the number of genes under high-regulatory

load and the number of transporter under high-regulatory load. In Recon 2, most transporters

reactions were assigned to so-called transport subsystems (i.e. transport nuclear) but never-

theless some transporters are part of other pathways. For this study, we defined transporters

as reactions that carry metabolites between compartments and therefore both types mentioned

above were included.

To investigate if others reactions, beside transporters, were under high regulatory load, an en-

richment test for reactions under the control of high-regulatory load genes situated at entry

points of pathways was performed. An entry point is defined as the first reaction after a pathway

change as annotated in the input models. Thereby the flux direction is taken into account. To

identify entry points of pathways, for each reactions of the macrophage model under gene con-

trol flux variability analysis was performed to determine in which direction the reaction can carry

a flux. It is important to note that the reversibility of the reactions given by the bounds only par-

tially addresses this question, as the reversibility of adjacent reactions constraint the overall flux

direction as well. Consumed metabolites in each reaction were identified in order to determine

if one or more reactions producing these metabolites were part of a different pathway. Inorganic

metabolites, CO2, known cofactor combinations (see Additional file 6: Table S8) and metabolite

couples that do not change during the chemical reaction and therefore have the same chemical

formula, were not considered. Reactions only composed of metabolites defined previously as

cofactor are not taken into consideration as this would lead to a high numbers of false positives.

Further Acetyl-coA is considered as a co-factor if it acts as a coA donor in the reaction. For each

of the remaining metabolites, the producing reactions and the pathways to which they belong

were determined. If the producing reaction is not a transporter and belongs to a different path-
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way than the considered reaction, the latter is an entry point of the pathway. In case that the

producing reaction is a transporter, the transported metabolites and initial compartment were

determined. If the pathway is the same as the considered reaction, the latter is an entry point

after a compartment change, otherwise it is an entry point after a pathway change.

To avoid a bias of the enrichment test due to the transporters reactions, the latter were not

considered for the test and therefore the population size N was defined as the number gene

regulated reactions in macrophage being not part of the transporter set. The success in pop-

ulation K was defined as the set of reactions being entry points, the number of draw n are the

reactions being entry points while excluding transporters and the successes k are the entry

points under high regulatory load. The test was repeated without excluding transporters and

successes were then defined as transporters or entry point reactions under high regulatory

load. Finally, pathways were visualized in Cytoscape via the outputNetworkCytoscape function

of the Cobra toolbox in MATLAB.
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This chapter was previously published as Benchmarking Procedures for High-Throughput

Context Specific Reconstruction Algorithms in Frontiers in Physiology (2016).
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6.1 Summary and contributions

One of the aims of metabolic modelling is to design tools that could be used in a standard and

high-throughput manner in clinics or in industry. To this purpose, the accuracy and predictability

of existing tools and workflows have to be improved to allow their use in a high-throughput

and automated way. The first step in order to realize these aims is to assess the tool in a

standardized and objective manner through the establishment of a benchmark that could be

applied to existing but more importantly be used to validate new context-specific algorithms. The

need of a benchmark is shown by the fact that although having been fed the same input data,

the seven tested algorithms produced very different models that share only 30% of reactions

for the most different ones. This difference can be explained by algorithm related bias, aims

and philosophy of the algorithm that must be known and taken in account by the users. Though

the main aim of this work is to initiate a discussion in the community to establish new validation

procedures, to increase the knowledge of the users on the specificity of the existing algorithms

and finally to ultimately increase the prediction power of the existing and new algorithms.

The benchmark assesses three important criteria:

• Confidence level of the reactions included in the model

• Robustness

• Resolution power

Note that a trade-off must be found between robustness and resolution power. A high robust-

ness can only be obtained in the detriment of the resolution power. An algorithm that build very

similar algorithms regardless of the fraction of missing data will in same way build very similar

models when the inputs varies due to real biological variances.

The experiment with experimental data were performed by myself whereas the experiments with

artificial data were implemented by Dr. Thomas Pfau with Prof. Thomas Sauter and me.
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6.2 Abstract

Recent progress in high-throughput data acquisition has shifted the focus from data generation

to processing and understanding of how to integrate collected information. Context specific

reconstruction based on generic genome scale models like ReconX or HMR has the potential

to become a diagnostic and treatment tool tailored to the analysis of specific individuals. The

respective computational algorithms require a high level of predictive power, robustness and

sensitivity. Although multiple context specific reconstruction algorithms were published in the

last ten years, only a fraction of them is suitable for model building based on human high-

throughput data. Beside other reasons, this might be due to problems arising from the limitation

to only one metabolic target function or arbitrary thresholding.

This review describes and analyses common validation methods used for testing model build-

ing algorithms. Two major methods can be distinguished: consistency testing and comparison

based testing. The first is concerned with robustness against noise, e.g. missing data due

to the impossibility to distinguish between the signal and the background of non-specific bind-

ing of probes in a microarray experiment, and whether distinct sets of input expressed genes

corresponding to i.e. different tissues yield distinct models.

The latter covers methods comparing sets of functionalities, comparison with existing networks

or additional databases. We test those methods on several available algorithms and deduce

properties of these algorithms that can be compared with future developments. The set of tests

performed, can therefore serve as a benchmarking procedure for future algorithms.

6.3 Introduction

Metabolic network reconstructions become ever more complicated and complete with recon-

structions like Recon2 (Thiele et al., 2013) or HMR (Mardinoglu et al., 2014a) containing more

than 7000 reactions. While these reconstructions are a great tool for the analysis of the poten-

tial capabilities of an organism, one challenge faced by many researchers is that different cell

types in multicellular organisms exhibit diverse functionality and the global generic network is

too flexible. This issue has been addressed in two ways, by manually generating tissue specific

models (Gille et al., 2010; Quek et al., 2014) or by creating algorithms for automatic recon-

structions (Becker and Palsson, 2008; Zur et al., 2010; Jerby et al., 2010; Agren et al., 2012;
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Wang et al., 2012; Vlassis et al., 2014; Yizhak et al., 2014a; Robaina Estévez and Nikoloski,

2015). (Ryu et al., 2015) and (Robaina Estévez and Nikoloski, 2014) recently reviewed this field

and give a good overview of the available reconstructions and point to many algorithms used

in this context. While (Ryu et al., 2015) are more concerned with the state of the reconstruc-

tions, (Robaina Estévez and Nikoloski, 2014) focused on the applicability and properties of the

available algorithms. With that many methods available, the method selection is difficult, and

it is an enormous effort to try and distinguish which network, of a set of generated networks is

best. Quality assessment is therefore essential but the methods used to evaluate the currently

available algorithms are very diverse and it is difficult to compare them with each other. There

are several approaches for validation which can essentially be split into two different categories:

Consistency testing and Comparison based testing. The first is concerned with robustness

against noise, e.g. missing data, and whether distinct sets of input data yield distinct models.

The second commonly aims at validating the resulting model against other models or against

additional data. Comparison tends to be the more common approach so far, while consistency

is often ignored. This leads to the problem that algorithms are often prone to be over-specific

to the comparison dataset (e.g. parameters like expression thresholds or weights working well

for only one specific tissue). While comparison methods validate the reconstructed model, they

are however not validating the consistency. Thus, it is possible that small differences in the

input dataset can lead to vastly different networks, or even very diverse datasets yield the same

models. The latter is particularly true if e.g. a biomass function is set as objective function,

since it will lead to the inclusion of a multitude of reactions, which might not be necessary if a

specific tissue is supplied with some metabolites by other tissues. To investigate the quality of

automatically reconstructed networks it is therefore necessary to rigorously test them. In the

following paragraphs, we describe multiple methods that were used in the past. Table 6.1 also

gives an overview of these approaches, and details which concept was used for validation of

which algorithm.

6.3.1 Methods for testing algorithmic consistency

The idea of consistency testing covers two major aspects: Robustness of the method and its

capacity to distinguish slightly different contexts.

Left-out cross-validation allows identifying the reactions that if left-out from the input set would

nevertheless be included (or excluded for inactive reactions) in the output model as their in-
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Method Used by

Consistency testing

Cross validation PRIME, FASTCORE, MBA, FASTCORMICS, iMAT
Diversity of generated models GIMME, mCADRE, tINIT, FASTCORMICS

Comparison based testing

Comparison with manually curated net-
work

INIT, MBA

Comparison with additional databases mCADRE, RegrEx, iMAT
Comparison with shRNA knockdown
screens

MBA, FASTCORMICS

Comparison with literature mining iMAT
Comparison with metabolic exchange
rates

PRIME

Comparison with known metabolic
functions

MBA, mCADRE, FASTCORE

Table 6.1. Overview of methods used for validation of automated tissue specific reconstruction
algorithms.

clusion is supported by other reactions of the input set (Pires Pacheco et al., 2015a). The

robustness of algorithms against noise can also be assessed by adding noise to the expression

data i.e. by using a weighted combination of real and random data (Machado and Herrgård,

2014). The main issue using random and left-out cross validation with most of the current al-

gorithms is that running times of several hours makes decent cross-validation with hundreds of

test and validation sets infeasible. While small cross validation runs (e.g. when multiple sources

of input data are available and only some sets are considered (Jerby et al., 2010)) can give an

indication of robustness, they cannot replace random sampling runs, which reflect noisy data

much better.

To test the diversity of generated networks, many algorithms are employed to generate multiple

networks and those networks are then investigated for dissimilarity (Becker and Palsson, 2008;

Wang et al., 2012; Uhlén et al., 2015; Agren et al., 2014; Pires Pacheco et al., 2015a). If

networks of similar cell types group together in a clustering and networks of divergent cell types

are further apart, this indicates that the method does indeed generate specific networks. While

it is desirable to obtain distinct networks for distinct tissues, the optimal method should not be

too sensitive to small changes in the input data. Otherwise the resulting networks are prone to

overfitting to the provided input data.



118 6 Benchmarking procedures

6.3.2 Methods for comparison based testing

Comparison based testing is commonly employed to show the advantages of the presented

algorithm compared over previous algorithms or to show the quality of the reconstructed net-

work based on additional, formerly unknown, data. While the former has been employed for

the validation of some algorithms (Wang et al., 2012; Vlassis et al., 2014; Robaina Estévez and

Nikoloski, 2015), and becomes more important with an increasing number of available methods,

it has also recently been used to compare multiple methods systematically (Machado and Her-

rgård, 2014; Robaina Estévez and Nikoloski, 2014). In the review by (Machado and Herrgård,

2014) 8 different methodologies (including GIMME (Becker and Palsson, 2008), iMAT (Zur et al.,

2010) and a Method by (Lee et al., 2012)) where tested on an independent dataset. However,

their focus was on comparing the quality of flux value predictions, i.e. flux bounds specific to a

condition in Escherichia coli and yeast, and not the reconstruction of tissue specific networks,

i.e. the extraction of an active sub-network.

6.3.2.1 Comparison against manually curated networks

Comparison to a manually curated tissue was employed by (Agren et al., 2012) for the INIT al-

gorithm, when they compared their automatically generated liver reconstruction to HepatoNet.

However, they were restricted to a comparison on the gene level, since the source network used

by INIT was the HMR database (Mardinoglu et al., 2013), while HepatoNet used its own identi-

fiers. As they mention the difference between the reconstructed and manually curated models

was partially due to absence of genes from HMR that were present in HepatoNet. Simultane-

ously, it is likely that the curators of HepatoNet lacked information on some of the genes present

in HMR. Thus to validate a methodology it is necessary for both the “reference” network and the

source network to be compatible.

6.3.2.2 Comparison against additional datasets and databases

Similarly, many methods compare the resulting reconstructions to additional databases that con-

tain tissue localisation data (like BRENDA (Schomburg et al., 2013), HPA (Uhlén et al., 2015)

or the Gene Expression Omnibus (Barrett et al., 2013)), which was performed for multiple re-

construction methods (Shlomi et al., 2008; Wang et al., 2012; Robaina Estévez and Nikoloski,

2015). The common approach is to check for matches of either genes or proteins that the algo-
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rithm assigned to the tissue. This validation (and the results) are however highly dependent on

whether the reconstruction method aims at creating a consistent network, or whether it allows

inconsistent reactions to be part of the reconstruction. The latter will very likely increase the

amount of correctly assigned genes, as enzymatic activities that cannot carry flux in the source

reconstruction, would otherwise be excluded. In addition, when extracting reactions from a

source network, the associated gene-protein reaction relations are commonly not altered. Thus

genes, which are inactive in a specific tissue show up as assigned to the tissue. Removing

them however, could potentially be problematic if the tissue does express the removed gene

under a specific condition. In this instance the tissue reconstruction would no longer contain

information about this fact, and would indicate wrong potentials of the tissue. Another method

that could be used as an assessment for predictive quality of an algorithm was performed by

(Folger et al., 2011) and subsequently by (Pires Pacheco et al., 2015a). They used gene silenc-

ing data from a shRNA screen and compared it with gene essentiality predictions from a flux

balance analysis (FBA) analysis screen. The cancer network generated in this work showed an

enrichment of essential genes in the genes indicated in the shRNA screen. In (Pires Pacheco

et al., 2015a), the list of essential genes predicted by FASTCORMICS was further compared to

essential genes predicted by PRIME, MBA, mCADRE and GIMME. Likewise bibliographic ap-

proaches have been employed to determine the agreement of reactions belonging to a certain

subsystem in the reconstructed network and those subsystems being mentioned in connection

with the reconstructed tissue in the literature (Shlomi et al., 2008).

To assess the predictive capability of the Model Building Algorithm (MBA) (Jerby et al., 2010)

used flux data from a study performed in primary rat hepatocytes and compared the ability of

the source reconstruction and the generated reconstruction to predict internal fluxes given the

exchange fluxes (and vice versa). This allowed them to assess whether the tissue specific

network was indeed performing better in estimating the internal fluxes than the generic recon-

struction (in this instance Recon1). They could show that indeed the tissue specific network

had a better capability to capture the actual fluxes than the generic reconstruction. This con-

cept was also used by (Machado and Herrgård, 2014) in their assessment of multiple methods

for network contextualisation. However, while contextualisation commonly aims at altering flux

bounds, which leads to a good comparability of flux measurements with predictions, tissue spe-

cific reconstruction is aiming at determining the network available in a given tissue. This means

that bounds from the underlying source reconstruction are used and these are often unsuitable
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for the tissue of interest. But as shown by (Jerby et al., 2010), even the pure network structure

alteration can already improve the agreement between network fluxes and measured data, at

least on a qualitative level.

A method developed by (Shlomi et al., 2009) to compare the resulting network for the effects of

inborn errors of metabolism (IEM) is also often used in model quality assessment. The concept

is, briefly, to analyse flux ranges of the exchange reactions of the created network and compare

them with clinical indications of increased or decreased metabolite levels. This concept has also

been used for assessment of Recon2 (Thiele et al., 2013) who investigated a diverse set of IEMs

and could show their effect even on the level of a generic reconstruction. Similarly, the authors

of PRIME (Yizhak et al., 2014a) used experimentally measured uptake and excretion rates and

compared them to the secretion rates determined by the models their algorithm generated.

While the former approach is commonly used to provide a qualitative assessment of increase

or decrease in production potential, the latter results in a quantitative comparison. However, it

requires the availability of uptake and secretion rates, which are commonly only available for

cell lines and could be largely different in real tissues.

Another common approach to investigate the quality of reconstructions is the comparison with

lists of metabolic functions. This approach is both used to validate automated reconstruc-

tions (Jerby et al., 2010; Wang et al., 2012) as well as manual reconstructions (Gille et al.,

2010). The aim is to establish whether the reconstruction supports the current knowledge of the

target tissue (e.g. a liver reconstruction should support the conversion of ammonia to urea), and

to show that there are no structural issues in the reconstructed network (e.g. free regeneration

of ATP or reductants).

6.3.3 A benchmark for testing tissue specific reconstruction algorithms

In this paper we present a potential benchmark that is using several of the mentioned method-

ologies to assess the consistency and quality of reconstructed networks and tested it with sev-

eral of the available algorithms.

There are however multiple obstacles, when defining a benchmark for contextualisation algo-

rithms. There is no such thing as a “perfect” measurement, which will always leave us with

noisy data to incorporate. Furthermore, we do not yet have a contextualised model that per-

fectly reflects a given context which could be used as a target model. In addition, the global

reconstructions are not yet complete, and will likely never be and finally, there is a wide variety
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of data that can be used to contextualise models. Thus, to define a benchmark we will address

these questions by generating networks which we define as reference networks for out testing.

The actual benchmark is preceded by a characterization of the algorithms, in which the simi-

larity level of the context-specific reconstructions obtained with real and artificial input data is

assessed. In the latter test, artificial models of different sizes were built and 50%, 60%, 70%,

80% and 90% of the reactions of these networks were used as input for the tested algorithms.

The capacity of the algorithm to distinguish between different models was compared for the

different percentages of input data.

In the actual benchmark, the confidence level of the reactions included in the context-specific re-

constructions using real data was assessed by matching z-scores obtained by the Barcode (Mc-

Call et al., 2011) method that basically indicate the difference in intensity between the measured

intensity and the intensity distribution observed in an unexpressed state and through a compar-

ison against the confidence score at the proteomic level of the Human Protein Atlas (Uhlén

et al., 2015). In a second comparison, artificial models were built and 50%, 60%, 70%, 80%

and 90% of the reactions of these networks were used as input for the tested algorithms and the

output models were then compared to the complete input model. The context-specific networks

obtained with the real data were also tested for the functionalities established by (Gille et al.,

2010).

6.4 Material and Methods

6.4.1 Models used for Benchmarking

There are currently two competing global reconstructions for humans available: Recon2 (Thiele

et al., 2013) and HMR2 (Mardinoglu et al., 2013). To be able to test multiple validation tech-

niques, we needed to select one of those reconstructions as the source network used by the

tested algorithms. We decided to employ Recon2, as we used functionalities originating from

HepatoNet (Gille et al., 2010), a model based on Recon1 (Duarte et al., 2007) and largely in-

corporated into Recon2. However we still had to modify Recon2 to allow the algorithms to fully

reconstruct HepatoNet (the procedure can be found in Supplementary File 1). HepatoNet was

also adapted to match reactions and metabolites with Recon2. This modified Recon2 was used

as source model for all runs.

In addition to HepatoNet as a comparison model for real data, we constructed ten artificial sub-
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Algorithm Input Publication
Akesson04 Set of inactive genes (Åkesson et al., 2004)
FASTCORE Set of active reactions (Vlassis et al., 2014)
FASTCORMICS Gene expression data (Pires Pacheco et al., 2015a)
GIMME Gene expression data, objective function (Becker and Palsson, 2008)
GIM3E Gene expression data, metabolomics data,

objective function
(Becker and Palsson, 2008)

iMAT Gene expression data (Zur et al., 2010)
INIT Gene expression data and metabolite pres-

ence data
(Agren et al., 2012)

MBA High, medium and low reaction sets (Jerby et al., 2010)
mCADRE Gene expression data (Wang et al., 2012)
PRIME Growth rates, gene expression data (Yizhak et al., 2014a)
RegrEx Gene expression data (Robaina Estévez and Nikoloski,

2015)
tINIT Gene expression data, functions, metabolite

presence
(Agren et al., 2014)

Table 6.2. Algorithms available for tissue specific metabolic network reconstruction.
Most methods can use expression data as input but there are some that need additional inputs.

networks from Recon2. Those networks were generated to be approximately equally spaced in

a range between 1000 and 3500 reactions. They were generated by randomly removing up to

4500 reactions from our Recon2 version and determining the consistent part of the remaining

model. The first model within ±50 reactions of equally spaced points in the interval [1000 -

3500] was selected as representative for this point. The models and model sizes can be found

Supplementary File 5.

6.4.2 Characterization of the algorithms

There are many algorithms available for tissue-specific metabolic network reconstructions (see

Table 6.2). In this section we will detail the algorithms used in our study and give reasons, why

others were excluded.

In order to test the algorithms with real data, liver models were built by the tested algorithms

using as input 22 arrays from different datasets downloaded from the Gene Expression Omnibus

(GEO) (Edgar et al., 2002) database (Supplementary File 2). The same data was also used for

the cross-validation assays.

6.4.2.1 GIMME (Becker and Palsson, 2008) and iMAT (Zur et al., 2010)

For the benchmarking of the GIMME (Becker and Palsson, 2008) and the iMAT (Zur et al., 2010)

algorithms, the implementation provided by the COBRA toolbox (Schellenberger et al., 2011a)



6.4. Material and Methods 123

was used with an expression threshold corresponding to the 75th percentile. The proceedExp

option was set to 1 as the data was preprocessed. For GIMME, the biomass objective coefficient

was set to 10−4.

6.4.2.2 INIT (Agren et al., 2012)

In the original paper, INIT (Agren et al., 2012) assigns weights to the genes associated to the

input model that were computed by dividing the gene expression in the tissue of interest by

the average expression across all tissues. As for the first experiment, only liver arrays were

available, z-scores obtained by the Barcode (Zilliox and Irizarry, 2007; McCall et al., 2011)

discretization method, were used as weights (see below).

6.4.2.3 RegrEx (Robaina Estévez and Nikoloski, 2015)

The RegrEx implementation in the supplementary files of (Robaina Estévez and Nikoloski,

2015) was used. This algorithm has previously only been used with RNA-seq data and therefore

no established discretization method exist for microarray data. In order to allow a comparison

with the others methods, the intensity values after frma normalization and the standard varia-

tion were directly mapped to the reactions of the model using the Gene-Protein-Reaction rules

(GPR). For reactions that are not associated to any gene, the expression and the standard

deviation were set to 0 and 1000 respectively.

6.4.2.4 Akesson (Åkesson et al., 2004)

For this algorithm, the data was normalized with the frma normalization method and then dis-

cretized with Barcode. Genes with z-scores below 0 in 90% of the arrays, were considered inac-

tive and the bounds of the associated reactions, taking into account the Gene-Protein-Reaction

rules (GPR), were set to 0. FASTCC (Vlassis et al., 2014) was then run to remove reactions

that are unable to carry a flux.

6.4.2.5 FASTCORE z-score

For FASTCORE z-score, the expression data was normalized with frma method and discretized

using Barcode. Barcode uses previous knowledge on the intensity distribution across thou-

sands of arrays to calculate for each probe set of the analyzed array the number of standard

deviations to the median of the intensity distribution for the same probe set in an unexpressed
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state. Genes with a z-score above 5 in 90% of arrays are considered as expressed and mapped

to the reactions according to the Gene-Protein-Reaction rules (GPR) to obtain a core set that is

fed into FASTCORE (Vlassis et al., 2014).

6.4.2.6 FASTCORMICS (Pires Pacheco et al., 2015a)

The expression values were first normalized with frma, converted into z-scores using Bar-

code (McCall et al., 2011) and further discretized using an expression threshold of 5 z-scores

and an unexpression threshold of 0 z-score. Genes with 90% of the arrays above the expression

threshold are assigned a score of 1 while those below the unexpression threshold are assigned

a score of -1. All other genes are associated with a discretization score of 0. These scores are

then mapped onto the model using the Gene-Protein-Reactions rules to obtain lists of core and

unexpressed reactions. Unexpressed reactions are excluded from the model.

The FASTCORMICS workflow allows the inclusion of a medium composition, which was not

used in the tests, as the aim was to provide the same information to all algorithms. A modified

version of FASTCORE is then run that maximizes the inclusion of core reactions while penalizing

the entry of non-core reactions. Note that transporter reactions are excluded from the core set

but are not penalized.

6.4.2.7 Context-specific reconstruction algorithm that were not tested

PRIME and tINIT were not included in the tests as they require, in addition to expression data,

growth rates for PRIME and information on tissue functionalities for tINIT. Determination of

growth rates in multicellular organisms is restricted to cell lines or cancerous cells, as most

other cell types are finally differentiated and therefore no longer divide. Since growth rates are

an essential part of PRIME it was excluded from the tests. While functionalities are available

for some metabolically very active tissues (like kidney and liver), they are often not available for

others. Since we wanted to test a wide range of potential tissues, we decided not to employ

functionalities in our input set. Therefore tINIT would be reduced to INIT as the remaining func-

tionality is the same. Since we wanted to focus on gene expression data, which is currently the

most readily available type of data, we did not add metabolomic information into our screens.

GIM3E would need this type of information and was therefore not tested. Finally, MBA, Lee and

mCADRE took more than 5 days for a single run on 2 cores of our cluster and where therefore

not included.
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6.4.2.8 Similarity of the context-specific models and algorithm-related bias

The similarity level between the context-specific models built by the tested algorithms was as-

sessed by computing the Jaccard index between each pair of models ((A ∩ B/A ∪ B)). The

matrix containing the Jaccard indices was then clustered using Euclidian distance. Further, for

each context-specific model, the number of reactions found by only 1, 2 up to all of the methods

was computed and represented as a stacked boxplot. The colored areas represent the different

models built by the tested algorithms and for each bin the colored area is proportional to the

number of shared reactions.

6.4.2.9 Sensitivity and Robustness testing using artifical data

While there are methods that take continuous expression measurements into account (Colijn

et al., 2009; Lee et al., 2012) (and reviewed in (Machado and Herrgård, 2014)), other methods

require the user to define sets of reactions that are present (FASTCORE, MBA) or perform

some form of discretization to determine the presence or absence of a gene or a reaction

(Akesson, GIMME, iMAT, FASTCORMICS). The latter types of methods, using some form of

presence/absence calls can be more rigorously tested for robustness, as a target model can be

used to provide the present and absent genes/reactions.

We also tested these algorithms using the artificially created networks. The test was performed

as follows:

The potential available information was defined as the sets of reactions present in each sub-

model and absent from each submodel. Based on this data different percentages of input

information (50%, 60%, 70%, 80%, 90%) were provided to the algorithms. The same random

samples were provided to the tested algorithms to allow a further comparison between the al-

gorithms (generating a total of 5000 models for each algorithm). To be able to use reaction

data, we modified the implementation of the GIMME algorithm to allow the direct provision of

the ExpressedRxns and UnExpressedRxns fields. The model similarities were assessed by cal-

culating the Jaccard index between each pair of models generated for input sets from different

target models. In addition, the internal distances of all models generated for one target model

were calculated (a total of 50000 comparisons per algorithm). Furthermore, the correspond-

ing models for each algorithm and each tested input percentage were compared, to obtain the

inter-algorithm distance.
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6.4.2.10 Robustness testing using real data

For the cross-validation, 20% of the reactions were removed from the core set and transferred

to the validation set. The number of these reactions that were included in the output model

was determined and a hypergeometic test was computed. The process was repeated 100

times randomizing at each iteration the core set to form different validation sets. For algorithms

that take continuous data as input, the cross-validation assay was adapted as follows: 20% of

the gene-associated reactions were removed from the input set by setting the expression to

0 and the standard deviation to 1000 for RegrEX and the rxnsScores to 0 for INIT. But only

reactions considered to be expressed with a high confidence level formed the validation set i.e.

for INIT only reaction with z-scores above 5 and with expression value above 10 for RegrEX.

For Akesson the validation set was composed of inactive reactions. The results for Akesson

have to be taken with care as the validation set is only composed of 4 reactions. This is due to

Barcode only indicating very few genes as absent, which led to only about 40 reactions being

removed from Recon2.

6.4.3 Benchmarking with real data

6.4.3.1 Confidence level of the reactions

The z-scores computed by Barcode translate the number of standard deviations to the intensity

distribution of the same genes in an unexpressed state. The z-scores of the genes were mapped

to the reactions of Recon2 (Thiele et al., 2013), HepatoNet (Gille et al., 2010) and to the context-

specific models built by the different workflows using the Gene Protein Rules (GPR). In the

same way, the confidence levels assigned by the Human Protein Atlas (HPA) to the proteins of

the database were mapped to the reactions of the different context-specific models.

6.4.3.2 Comparison between different tissue models

The aptitude of the algorithm to capture metabolic variations among tissues was tested using

the GSE2361 dataset (Ge et al., 2005) downloaded from Gene Expression Omnibus (GEO) that

contains 36 types of normal human tissues. 21 of the 36 tissues matched tissues in the Human

Protein Atlas. The confidence levels of the proteins in the different tissues were first matched

to the modified version of Recon2 to determine if proteins with high and medium confidence

level are ubiquitously expressed or expressed in a more tissue specific manner. Then the confi-
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dence levels were matched to the corresponding context-specific models to verify if the variation

observed among the tissue context-specific models matched the one observed in the Human

Protein Database.

To further access the quality of the reconstructed models, the fraction of reactions of the Recon2

pathways that are active in the output models were computed. The obtained matrix was then

clustered in function of the Euclidean distance (see Supplementary Figure 6.)

6.4.4 Benchmarking with artificial data

The runs using artificial data, performed for sensitivity and robustness analysis, were also used

to provide an additional benchmarking measurement for the algorithms. Sensitivity and speci-

ficity and false discovery rate were calculated by comparison of the reconstructed networks with

the respective target network. The artificial nature of these networks allowed us a complete

knowledge of the actual target thus making these calculations possible.

6.4.5 Network functionality testing

Function testing is commonly achieved, by defining a set of metabolites that are available and

can be excreted and requiring other metabolites to be produced/consumed or a reaction to be

able to carry flux. The input and output can either be cast into a linear problem by adding im-

porters and exporters or by relaxing the steady state requirement for the imported and exported

metabolites. (Gille et al., 2010) used the latter definition and we adapted this approach using

the following modification of the standard FBA approach:

min
∑
v+i + v−i

s.t bl ≤ S′ ∗ v′ ≤ bu

0 ≤ v+i ≤ ubi ∀i ∈ internal reactions

0 ≤ v−i ≤ −lbi ∀i ∈ internal reactions

v+i − v
−
i = 0 ∀i ∈ exchange reactions

with S′ = [S,−S]and v′ =

v+
v−


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bl,i =



−10000 ∀i ∈ imported metabolites(−/ =)

−1 ∀i ∈ produced objectives(+)

1 ∀i ∈ consumed objectives(−)

0 else

and bu,i =



10000 ∀i ∈ exported metabolites(+/ =)

−1 ∀i ∈ produced objectives(+)

1 ∀i ∈ consumed objectives(−)

0 else

The test is considered to be successful if there is a non zero value for all evaluators when

calculating S′ · v′.

6.4.6 Computational resources

Except for RegrEx, all runs using the liver data were performed on two cores of a 2.26Ghz Xeon

L5640 processor on the HPC system of the University of Luxembourg (Varrette et al., 2014) to

achieve comparable running times. Tissue comparison runs and artificial simulation runs were

performed on the same cluster but not limited to specific node types.

6.5 Results

6.5.1 Characterization of the algorithms

6.5.1.1 Similarity of the context-specific models and algorithm-related bias

The aim of this characterization step is to categorize the algorithms based on the similarity of

their output models in order to gain insight into algorithm-related bias, requirements of the algo-

rithms i.e. thresholds and more importantly when to use which algorithms. In an ideal case, one

would expect that when fed with the same input data, the different algorithms would produce

similar networks. But when comparing the context-specific liver models generated with the dif-

ferent algorithms and HepatoNet, only 530 reactions were found in all networks and 77 reactions

of our version of Recon2 were inactive in all context-specific models and HepatoNet. The 530

reactions were found among 54 different subsystems, including reactions belonging to pathways
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Model Size Input Gene-associated Time in
reactions reactions seconds

GIMME 3513 2441 2087 4458
iMAT 3649 2441 2440 2098
INIT 3913 2020 2787 36002
RegrEx* 3239 1626 2576 64
Akesson 5740 1594 3715 54
FASTCORE z-score 2882 1595 2084 17
FASTCORMICS 2663 1595 1906 112

Table 6.3. Model numerics: Size, number of input reactions with high expression respectively
z-score levels, fractions of input reactions set included in the output models, number of
genes-associated reactions in the model and running time. *Note that RegrEx was run on a
different computer with an Intel(R)Xeon(R)CPU E3 1241-v3 @ 3.50 GHz processor

expected in all tissues like i.e. the Krebs cycle, glycolysis/gluconeogenesis, but also pathways

that were described to take place mainly in the liver, like i.e. bile acid synthesis ((Wang et al.,

2012; Rosenthal and Glew, 2009)) or some reactions of the vitamin B6 pathway (pyridoxamine

kinase, pyridoxamine 5’-phosphate oxidase and pyridoxamine 5’-phosphate oxidase) ((Merrill Jr

et al., 1984)). This huge variability is due to workflow-related bias and to different strategies

and aims of the algorithms. FASTCORE (Vlassis et al., 2014), expects as input a set of re-

actions with a high confidence level which are assumed to be active in the context of interest

and therefore all core reactions are included in the output model (Table 6.3). In contrast, FAST-

CORMICS (Pires Pacheco et al., 2015a) only includes a core reaction if it does not require the

activation of reactions with low z-scores. The main objective of GIMME (Becker and Palsson,

2008) is to build a model by maximizing a biological function. The input expression data is

used to identify, which reactions are not required for the objective and can function therefore

be removed from the model due to low expression values (Table 6.3). iMAT (Zur et al., 2010),

(Lee et al., 2012) and RegrEx (Robaina Estévez and Nikoloski, 2015) maximize the consistency

between the flux and the expression discarding reactions that have high expression values if

necessary, which might be problematic if reactions have to be included in the model like i.e.

the biomass function. INIT (Agren et al., 2012) uses weighted activity indicators as objective,

with those having stronger evidence being weighted higher. Whereas the Akesson’s (Åkesson

et al., 2004) algorithm aims to eliminate non expressed reactions.

The models, when clustered in function of the Jaccard Similarity Index (Figure 6.1), form 2

branches and an outlier: HepatoNet. The first cluster is composed of algorithms that take

as input continuous data and attempt to maximize the consistency between the data and the
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Akesson algorithm that eliminates inactive reactions. The second cluster is composed of al-

gorithms that discretize the data in expressed and non-expressed genes. Among this cluster,

a second subdivision is observed between the algorithms that used z-score converted data

(i.e. FASTCORE z-score and FASTCORMICS) and the ones that use normalized data without

further transformation.

Figure 6.1. Similarity index of the models built by the different algorithms. The Jaccard
index was computed for each pair of models, the rows and column were then clustered in
function of the euclidean distance.Contrary to what was expected, the output models of the
tested algorithms, despite having been fed with the same input show a huge variability.The
descritization-based algorithms (GIMME, iMAT, Akesson, FASTCORE and FASTCORMICS)
show the highest similarity levels.

Overall the highest similarity level are found between FASTCORE z-score and FASTCORMICS
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with a score of 85% of similarity followed by iMAT and GIMME with 77% of similarity. The lowest

similarity level is found between FASTCORMICS and HepatoNet with only 26% of overlap. The

largest overlap between HepatoNet and context-specific reconstructions is found for INIT with

43% of similarity. Note that the INIT model although having as input Barcode discretized data

does not cluster with FASTCORE z-score or with the FASTCORMICS models but with RegrEx,

suggesting that the choice to consider continuous data rather than defined core set has a larger

impact on the output models.

As the algorithms were fed with the same input data, reactions that are predicted by one or only

few algorithms are more likely to be algorithm-related bias (Figure 6.2).

Figure 6.2. Reactions overlap: The number of reactions that are shared by the models built
by the tested algorithms.. Each line represents HepatoNet or a model built by one of the tested
algorithm. The plot illustrates the number of reactions that are common to 1, 2, 3 up to all of
the models.

The Akesson model that contains 98.56% of the input model includes the largest number of

reactions (201) that are absent in the others models.

The reactions included in the FASTCORE, FASTCORMICS, iMAT and GIMME models are for

97%, 98%, 96% respectively 89% supported by at least 3 other algorithms and display a similar

profile shifted to the right. HepatoNet, INIT and the Akesson’s model share 92%, 83% respec-

tively 91% with 3 other algorithms and have different profiles from the algorithms of the first
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group composed of algorithm that include a discretization step.

In summary, discretization-based algorithms show the highest similarity level and therefore the

lowest number of reactions due to potential algorithm-related bias.

6.5.1.2 Sensitivity and Robustness testing using artifical data

Since we noticed that there are two sets of algorithms among the discretizing algorithms, we

decided to further test their properties with artificial networks by comparing resulting models

from multiple runs for different models and levels of completeness of input data.

Figure 6.3 provides the average similarities for all models reconstructed for each target model at

different available information percentages. (A full set of mean similarities for each percentage

and each artificial model along with the data for the plots is provided in Supplementary File 1).

Each square represents the mean Jaccard index of the all combinations of networks generated

for different input networks (e.g. (1,2) is the average similarity of all networks generated for

models 1 to all networks generated for model 2). The diagonal represents the internal similarity

of all networks generated for one model. When 90% of the data is available, all the algorithms

are able to distinguish variation between the different models. But with a less complete data

set, inclusive algorithms lose in specificity and therefore also progressively lose the capacity to

distinguish between different models. Further with 30% and 50% reactions missing, it would

be expected that the algorithms get less robust, but Akesson and GIMME only show a modest

decrease of robustness (as shown in the diagonal). A similar behavior for the GIMME algo-

rithm was also described by (Machado and Herrgård, 2014) in an experiment where noise was

progressively added to the input data to finally obtain a random input dataset. GIMME showed

the same average error in prediction for the random and original data (Machado and Herrgård,

2014), suggesting that due to the optimization of the biomass function, the expression data has

a reduced impact on the model building.

Comparing the models resulting from runs with different completeness of input data illustrates

that the methods tend to converge on more complete data sets, with the Akesson approach and

GIMME being more inclusive and the FASTCORE family being more exclusive (see Figure 6.4).

While initially, with incomplete data, the methods are distinguishable by the networks generated,

this difference becomes smaller with additional knowledge.
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Figure 6.3. Resolution power: The plot shows Jaccard distances for the networks
generated by the algorithms, when trying to create the artificial networks. For each of the
ten artificial models 100 runs were performed and each square represents the mean Jaccard
distance between these networks. E.g. For each percentage and algorithm, the tenth square in
the first row is the mean of all pairwise Jaccard distances between the 100 models generated
for artificial model 1 (the smallest) and the 100 models generated for artificial model 10 (the
largest) generated for the respective algorithm and percentage. The diagonal is the mean of
the pairwise Jaccard distances between 100 runs performed. The diagonal can therefore be
an indicator for robustness (the brighter, the more similar the models) while the off diagonal
indicates similarities between the generated models and is therefore an indicator for specificity
to the input (the darker, the more distinct the generated models). When 90% of the data is
available, all the algorithms are able to distinguish variations between the different models. But
with a less complete data set, inclusive algorithms (here GIMME and Akesson) lose in
specificity. It would also be expected that when only 50% of the data is available, the
robustness decreases.

6.5.1.3 Robustness testing using real data

In order to further evaluate the confidence level of the reactions included in the different context-

specific models a 5 fold cross-validation was performed. The experiment was repeated 100

times with a different validation set. GIMME, iMAT, and FASTCORMICS show the highest ro-

bustness, followed by FASTCORE and FASTCORE z-score (See Table 6.4).

Algorithms that maximize the consistency between the data and the flux, e.g. INIT and RegrEx,



134 6 Benchmarking procedures

Model 1

50
%

Model 4 Model 7 Model 10

70
%

90
%

Legend

G
IM

M
E

A
ke

ss
on

F
A

S
T

C
O

R
E

F
A

S
T

C
O

R
M

IC
S

Created Model Similarities

0

0.5

1

Figure 6.4. The plots show the mean Jaccard distance between the networks generated by
the different algorithms for several artificial models and input percentages. For each algorithm,
the corresponding networks (using the same input data) are compared. The models are
provided in Supplementary File 5. Sizes are: Model 1: 961; Model 4: 1876; Model 7: 2629;
Model 10: 3455. Smaller models (e.g. Model 1) tend to yield more distinguishable results,
while larger models (due to a larger fraction of common reactions), tend to yield more similar
networks. Overall, the difference between inclusive (GIMME/Akesson) and exclusive
(Fastcore/FASTCORMICS) algorithms is clearly visible.
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Validation
Set

Recovered % of Re-
covered

Sample
size

Input hypergeo
metric

reactions reactions p-value

GIMME 488 408 (6.42) 83.57% 1878
(6.42)

3871 < 1e− 100

iMAT 488 335 (10.85) 68.68% 1631
(29.85)

3871 < 1e− 100

INIT 345 (7.16) 83.7 24.26% 1931
(113.63)

4469
(7.16)

1

RegrEX 326 (12.79) 160 (19.25) 48.9% 2528
(201)

4524
(12.79)

0.96

Akesson 4 0.98 (1.41) 24.5% 5343
(6.54)

5828
(24.5)

ND

FASTCORE
z-score

319 121.6 (8.26) 38.12% 1332
(27.33)

4548 0.0051

FASTORMICS 335(0.4) 192( 7.79) 57.14% 1516
(27.13)

4782
(7.57)

1e-18

Table 6.4. Number and percentage of reactions recovered from the validation set,
average model size over 100 reconstruction processes

are less robust with insignificant p-value. For Akesson no hyper-geometric test was performed

as the validation set was too small to obtain a reliable p-value. Note that for context-specific

reconstruction algorithms a trade-off has to be found between robustness and the capacity to

capture differences between similar contexts. For this reason, a too high robustness might not

be desirable as it would imply that the algorithm might loose in resolution power, i.e. the ability

to distinguish between different sets of input data. Therefore it is also advisable to not test for

robustness without testing the resolution power.

6.5.2 Benchmarking with real data

6.5.2.1 Confidence level of the reactions included in the different models

As shown by the previous similarity test, there are several alternative approaches to build

context-specific models. To assess the confidence level of a reconstruction, one can quantify

the confidence level of the reactions included by each algorithm. Context-specific algorithms as-

sume that the higher the reactions associated expression levels, the more likely the reactions to

be active. Following this logic, context-specific reconstructions should be enriched for higher ex-

pression levels. As the background level is non negligible and highly dependent on the probes,

we corrected for probe effect using the Barcode method. The z-scores computed by Barcode

translate the number of standard deviations to the intensity distribution of the same genes in an
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Model 1 Model KS p-value
FASTCORE z-score FASTCORMICS 1e-10
GIMME FASTCORE z-score 3e-111
iMAT GIMME 2e-24
INIT iMAT < 1e− 100

HepatoNet INIT 9 e-18
Akesson Hepatonet 6e-20
consistRecon Akesson 0.04
RegRexp consistRecon 3e-14

Table 6.5. Comparison between the z-score distribution associated to the models build
by the different methods. The p-values indicate the likelihood that the z-score associated
with the model on the left side is larger than the one on the right side of the table.

unexpressed state. The z-scores of the genes mapped to the reactions of Recon2 (Thiele et al.,

2013), HepatoNet (Gille et al., 2010) and to the context-specific models built by the different

algorithms show that the distribution of the z-scores are for most models shifted, as expected,

toward higher z-scores values with a significant p-value for all context-specific models except

RegrEX (Robaina Estévez and Nikoloski, 2015). Algorithms that use a discretization method

show a larger shift to the right than algorithms that maximize the consistency between the

flux and the data. Within this group the FASTCORMICS (Pires Pacheco et al., 2015a) shows

the most significant shift towards the highest z-score values followed by FASTCORE z-score,

GIMME (Becker and Palsson, 2008) and iMAT (Zur et al., 2010). (Figure 6.5 and Table 6.5).

Surprisingly, the consistent version of HepatoNet (Gille et al., 2010) is associated to slightly

higher z-scores than Recon2 (Thiele et al., 2013) but significantly lower than most discretization

based automated context-specific reconstructions.

Further, unlike their competitors, all the discretization-based context-specific reconstructions

show an enrichment of genes with a high and medium confidence scores to be expressed at

the protein level (Uhlén et al., 2015). A stronger enrichment is observed for FASTCORE z-

score and FASTCORMICS with 46% and 50% of the gene associated reactions having a high

or medium confidence level Table 6.6, respectively. GIMME and iMAT include 28% and 30% re-

action with high or medium confidence levels, respectively. Again suprisingly, HepatoNet does

not show an enrichment for high and medium confidence levels.

In summary, dicretization-based algorithms include reactions with a higher confidence level at

the transcriptomic and proteomic level than their competitors.
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Figure 6.5. Confidence score at the transcriptomic level: Median z-score of the intensity
measured in the liver samples to the median intensity distribution for the genes in an
unexpressed context mapped the genes-associated reactions of Recon2 (yellow), HepatoNet
(orange) the GIMME (dark blue), iMAT (light blue), INIT (green), RegrEx (gray), Akesson (dark
green), FASTCORE z-score (pink) and FASTCORMICS (brown)

Discretization-based algorithms (GIMME, iMAT, FASTCORE and FASTCORMICS) are enriched
for higher z-score values.

6.5.2.2 Comparison between different tissue models

The aim of a context-specific algorithm, as indicated by the name, is to build models that capture

the metabolism of a cell for a given context and therefore these algorithms have to be able to

capture variations in the metabolism of different tissues. To pass the following test, context-

specific algorithms not only have to be sensitive (or to have a high resolution power) in order

capture metabolic difference between tissues, but the reconstructions for different tissues have

to be enriched for high or medium confidence levels based on HPA. The last criteria allows to

identify algorithms that build different models based on noise or algorithm-related bias. In order

to assess the variation among tissues in HPA, the genes with high, medium and low confidence

levels for 48 different tissues were mapped to the input model Recon2, showing that very few

reactions have a high or medium confidence level in all tissues. In summary, most reactions



138 6 Benchmarking procedures

algorithms description high medium low not detected
number of reactions 628 641 65 265

Recon % of the reactions of the model 11% 11 % 1 % 5 %
% of the gene-associated reactions 17 % 17 % 2 % 7 %
number of reactions 213 266 47 108

HepatoNet % of the reactions of the model 9 % 11 % 2 % 5 %
% of the gene-associated reactions 12 % 15 % 3 % 6 %
number of reactions 518 444 47 126

GIMME % of the reactions of the model 15 % 13 % 1 % 4 %
% of the gene-associated reactions 25 % 21 % 2 % 6 %
number of reactions 574 525 55 153

iMAT % of the reactions of the model 16 % 14 % 2 % 4 %
% of the gene-associated reactions 24 % 22 % 2 % 6 %
number of reactions 453 499 55 155

iNIT % of the reactions of the model 12 % 13 % 1 % 4 %
% of the gene-associated reactions 16 % 18 % 2 % 6 %
number of reactions 376 418 41 186

RegrEX % of the reactions of the model 12 % 13 % 1 % 6 %
% of the gene-associated reactions 15 % 16 % 2 % 7 %
number of reactions 624 637 64 260

Akesson08 % of the reactions of the model 11 % 11 % 1 % 5 %
% of the gene-associated reactions 17 % 17 % 2 % 7 %
number of reactions 584 413 21 123

FASTCORE
z-score

% of the reactions of the model 20 % 14 % 1 % 4 %

% of the gene-associated reactions 28 % 20 % 1 % 6 %
number of reactions 570 391 15 73

FASTCORMICS % of the reactions of the model 21 % 15 % 1 % 3 %
% of the gene-associated reactions 30 % 21 % 1 % 4 %

Table 6.6. Number, percentage of gene-associated reactions and percentage of
reactions of each context-specific reconstruction that have a high, medium and low
confidence score to be expressed at the protein level. An enrichment in high and medium
confidence level is observed for discretization-based algorithms (GIMME, iMAT, FASTCORE
z-score and FASTCORMICS.

with high and medium confidence scores have a more tissue-specific expression (Figure 6.6).

A similar experiment was performed with context-specific reconstructions built by the tested

algorithms, in which the number of algorithms that shared a reactions was assessed (see Figure

6.7).

For RegrEX, INIT and Akesson models, the majority of reactions are found in all tissues. For

GIMME, most reactions are either tissue-specific or present in all the tissues. In contrast, the

models built by the members of the FASTCORE family show a distribution similar to the that

obtained in Figure 6.6 for HPA. For iMAT only 8 models could obtained as the computational

demands for the reconstructions of the others tissues surpasses the number of core available

and the maximal running of 5 days. When looking at the confidence levels associated with the
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Figure 6.6. Ubiquity of expression: Number of reactions of Recon2 with a high or medium
confidence level that are shared between 1, 2, 3 up to 48 tissues of the Human Protein Atlas.
Reactions with a high confidence level tend to have a tissue-specific expression.

21 different tissue-specific models, FASTCORE z-score and FASTCORMICS show in 20 out 21

the highest percentage of reaction with a high or medium confidence level (see Figure 6.8). The

size of the different tissue metabolic models built by the tested algorithm can be found in the

Supplementary File 6).

The quality of the tissue-specific models built by the different algorithm were accessed by fo-

cusing on selected pathways known to have a more tissue-specific expression, namely bile acid

synthesis and heme synthesis. The bile acid synthesis occurs in liver, although one or the other

enzyme of the pathways might occasionally be expressed by other tissues ((Wang et al., 2012;

Rosenthal and Glew, 2009)). As expected the FASTCORE family, GIMME and iMAT predicted

that the highest fraction of active reactions are found in the liver followed by the foetal liver for the

FASTCORE family members and iMAT and by placenta and foetal liver for GIMME. Whereas,

the INIT models of skin, bone marrow, corpus, thalamus, pituitary gland and foetal liver had

a higher fraction of active reactions than the liver model. 13 out of 36 of the tested Akesson

models predicted 90% and more reactions of the bile acid pathway as active. RegrEX predicted

a slightly higher fraction in the thalamus than in the liver and a comparable fraction in the ovary,

the foetal brain and the corpus (Supplementary File 6, Supplementary File 1).

The heme synthesis that occurs mainly in the developing erythrocytes and in the liver ((Ajioka
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Figure 6.7. Tissue specificity of reconstructed models. Number of reactions that are
present in 1, 2, 3 up to 36 tissues models. For INIT and RegrEX, more than 1500 and 3000
reactions are present in all tissues models, while a similar number is present in all but one
model created by the Akesson method. Due to computational complexity of iMAT it was only
possible to generate 14 out of 36 tissue models
.

et al., 2006)), was given as 100% active by the FASTCORE family and completely inactive by

GIMME and iMAT in the liver. But these two algorithms predicted the pathway to be active in

other tissues. As a matter fact, all the algorithms predicted the pathway to be active in others

tissues than the liver. INIT, RegrEX and Akesson included this pathway in 20, 22 and all tested

36 tissues, respectively. Fewer models of the FASTCORE family contained reactions of this

pathway: uterus and tyroid for FASTCORMICS and spleen, placenta, uterus, thyroid, skin, bone

marrow, amygdala, lung and foetal liver for FASTCORE.
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Figure 6.8. Percentage of reactions that are associated with high confidence (dark blue),
medium confidence level (light blue), low confidence level (khaki) and not detected
(yellow). Each subplot represent a different tissue. The x-axis represent the different
algorithms: 1-GIMME, 2-iMAT, 3-INIT, 4-RegrEX, 5-Akesson, 6-FASTCORE z-score and
7-FASTCORMICS and the y-axis the percentage of reactions.

6.5.3 Benchmarking with artificial data

To further evaluate the quality of the algorithms, we also used the artificial data (see Section

6.5.1.2) to benchmark the algorithms. Comparing the resulting models with the target models,

we again see that for more complete input sets, the model quality tends to become more similar

(see Figure 6.9).

It is interesting to note that the false discovery rate (FDR) of FASTCORE for higher percent-

ages is similar to those of the inclusive models, while FASTCORMICS achieves a better FDR.

This indicates alternative routes to activate reactions. In general, there is again the tradeoff
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Figure 6.9. Quality measurements of the algorithms. FDR - False discovery rate, Spec -
Specificity, Sens - Sensitivity. Data shown is a the mean of 100 runs for each model/input data.
The model sizes are: Model 1: 961, Model 4: 1876, Model 7:2629, Model 10: 3455
While the quality of the FASTCORE models is independent of the target model size, the
inclusive approaches tend to largely overestimate smaller models, when insufficient data is
available. A plot with all Models can be found in Supplementary File 1.

between adding too much or too little. It is however interesting that the exclusive algorithms

tend to miss targets and their sensitivity is independent on the size of the target model while

this is different on inclusive algorithms. Exclusive algorithms show a better FDR than inclusive

algorithms. Further, for smaller target models, the loss in precision of inclusive algorithms (1-

FDR) is more pronounced for 50% and 70% of the input data, as the inclusive algorithms tend

to overestimate the actual model. Similar to the previous experiment, it would be expected that

the sensitivity (robustness) would decrease with an increased percentage of missing data. But

the inclusive algorithms show an invariant sensitivity in function of the available data suggesting

that the expression data has reduced impact on the model building. The specificity for the exclu-

sive algorithms is independent of the target model size and are less affected by the increased

missing data than the inclusive algorithms. The sizes of the different reconstructed models also

indicates the trend for convergence, and a figure showing the converging sizes is provided in

Supplementary File 1.
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6.5.4 Functionality testing

Functional testing allows us to assess which known functions of a specific tissue are captured

by a reconstruction. We used the set of functions defined in HepatoNet and formalized in

Section 6.4.5 for the liver and tested them on all reconstructed networks. We noticed that the

success rate of HepatoNet and the generic reconstruction Recon2 are comparable with 244 vs

247 of 310 network tasks and 109 vs 98 of 123 physiological tasks for Recon2 and HepatoNet,

respectively. The discrepancy with the original publication is likely due to alternative solutions

and we noticed that HepatoNet allows free production of NADH and thereby ATP (see Table 2 in

Supplementary File 1). The discrepancy between the consistent and inconsistent HepatoNet is

due to the formulation of the functionalities, which do not require exchange reactions but modify

the b vector, thus generating implicit importers and exporters and allowing inconsistent parts of

the network to carry flux.

We also noticed an important issue with functional testing: For random models, the larger the

models, the higher the functionality score (with R2 = 0.869 and 0.915 for network and physio-

logical functions, respectively). To illustrate this issue, we generated 400 random networks by

removing a random number of up to 2000 reactions from the consistent part of Recon2 and

subsequently removing all reactions which could no longer carry any flux. We then tested all

network and physiological functions on these networks. The results can be seen in Figure 6.10,

for both the network and physiological tests.

Blue circles represent the random networks; the consistent HepatoNet and the original Hep-

atoNet are displayed in orange, and show a strong enrichment in functionalities. The higher

number of functionalities covered in HepatoNet stems from several reactions which are incon-

sistent, but can be used in a functional testing as described above. We also marked the models

generated using the GEO dataset for liver, which score similar to equally sized random models.

One of the main reasons for the strong correlation between model size and successful tests

is the amount of “positive” testing. Many tests are concerned with some type of biosynthesis

or degradation and a larger model is more likely to be able to fulfil these requirements than a

smaller model. But even using e.g. the biomass function (like GIMME) as part of the input, the

models do not get significantly better than a random model on expression data for liver. None of

the algorithms tested achieves high scores in the functionality test and several algorithms are on

the lower end of the random network reference. A plot showing the tests passed by the different
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Figure 6.10. Scores in the physiological tests correlate with the size of the network. 260
Random Networks are shown with blue circles.

algorithms is supplied in Supplementary File 7. tINIT could potentially surpass most other algo-

rithms on this test, as it includes functionality information in its reconstruction routine. However,

the formulation of tINIT functions is again slightly different from the formulation in HepatoNet

and thus not directly compatible.
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6.6 Discussion

The primary aim of this work was to review and discuss the existing validation methods and to

propose a unified benchmark for the assessment of context-specific reconstruction algorithms.

This benchmark will help to identify potential deficiencies of existing and new algorithms and by

such increase the quality of context-specific reconstruction algorithms and the models they gen-

erate. Although the tested algorithms were validated by their authors in order to be published,

the validation methods applied are often incomplete, e.g. a particular aspect of the output model

fitting the context of the paper is tested like the ability to produce lactate from glucose in cancer

models, leaving other pathways unconsidered. Further, discretization thresholds and other free

parameters of the algorithms are likely to be set to optimally fit a particular dataset. Thus, when

used in another context the algorithm might perform worse than expected from the original pub-

lication. The need of a unified benchmark is nicely illustrated by Figure 6.1 which shows that

despite being fed with the same inputs, the output models vary considerably from each other

e.g. the output models of RegExp and FASTCORE that share only around 30% of the reactions.

Part of the variance between the output models is due to different aims and philosophies of the

tested algorithms but also due to algorithm-related bias. The second aim of this work was to

demonstrate to the users that the context-specific reconstruction algorithms are not equivalent

and that the choice of the algorithm and selection of parameter settings for the algorithms have

to be performed with care respecting the philosophy of the tested algorithm. For example,

GIMME maximizes a chosen biological function and when using GIMME the user assumes that

the metabolism of a cell is aimed at the fulfilment of this function. While this biological function

can be assumed to be growth for many microorganisms or cancer cells, it is likely to be more

complex for multicellular organisms, where multiple “objectives” have to be balanced. In the

same way, FASTCORE takes as input core reactions that are always included in the output

model and therefore a higher threshold corresponding to a higher confidence level should be

set when using FASTCORE.

Although the parameters were set according to the original papers, we are aware that some of

the tested algorithms might perform better with a different parameter setting. We decided nev-

ertheless when possible not to change the original parameter settings of the algorithm. First,

because the main objective of this paper is not to assess existing algorithms but to propose a

benchmark to validate context-specific algorithms. Second the finding of the optimal parame-
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ter setting is a computational demanding processes that would require i.e. cross-validations or

other criteria that are not always available. Finding the optimal parameter setting is beyond the

scope of a benchmark and rises other questions like overfitting to the data. Third, algorithms

should be sufficiently robust to be applied to other datasets with the optimal settings as defined

by the authors. As a general principle, in order to avoid overfitting, the parameter estimation

should not be performed on the same data than the one used for model generation. We there-

fore encourage the authors and the users of these algorithms to test them with others parameter

settings that might be more appropriate.

The benchmark that we suggest and for which we provide the scripts

(http://systemsbiology.uni.lu/software) is based on several criteras:

First of all the algorithms have to produce models of high quality that include genes or reactions

that are supported by some evidence to be expressed in the context of interest. This aspect

was assessed in the workflow by mapping Barcode z-scored gene information and confidence

levels established by the Human Protein Atlas to the models. Context-specific reconstruction

that extract sub- networks composed only of active reactions in the context of interest from a

general reconstruction tend to produce output models that are enriched for genes with high

z-scores and a high confidence level to be expressed at the protein level. Indeed although the

activity does not correlate perfectly with expression intensities, it was shown that algorithms

that exclude reactions with low expression values show a better predictive power than the

generic models from which they were extracted. Both tests show that algorithms that perform a

discretization of the input data perform better in these tests than algorithms that maximize the

consistency between flux values and the data.

We noticed that within the discretizing algorithms, there are two conceptually distinct ap-

proaches when considering unsupported reactions. An inclusive concept which considers un-

known data as present and an exclusive concept that considers unknown data as absent. Inclu-

sive concepts tend to produce larger networks and score lower, when comparing the networks

to additional data, while exclusive concepts tend to produce smaller networks and score higher.

This can be considered as algorithm related bias and it is likely that when multiple algorithms

are supplied with the same inputs, reactions that are found by only one or only few algorithms

are more likely to be due to algorithm-related bias. Algorithm related bias is not negligible as

shown by the huge variability of liver reconstructions with e.g. up to 30% of the reactions being

different between the FASTCORE and RegrExp algorithm (Figure 6.1).

http://systemsbiology.uni.lu/software
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Further, algorithms have to be robust to noise but nevertheless be precise enough to capture

the variations in the metabolism of a cell in different contexts i.e. different cell types, different

states e.g. healthy versus disease and eventually between different patients. These two criteria

were tested using both experimental and artificial data. Algorithms like GIMME are perform-

ing extremely well in the cross-validation assay but score low in the tissue comparison test, as

GIMME produces quite similar reconstructions for the different tissues tested. The algorithms

using an inclusive concept tend to be more robust to noisy data but have a reduced resolution

power. In contrast, exclusive algorithm are less robust as they tend to only recover reactions that

are supported by the input data or reactions that are needed to obtain a consistent model, which

allow a greater resolution power. Therefore among the tested algorithms, the FASTCORE family

capture best the variation between the different tissues. Further, the confidence level of the re-

actions included in the 21 tissue models showed that the variability captured by the FASTCORE

family models, was not due to noise or algorithm related bias. In the same aspect, the artifi-

cial model test gave some interesting insight into the quality of the reconstruction algorithms.

While both groups of algorithms, including and excluding, generated about the same model

when perfect information was available, they start to diverge at lower amounts of available data.

In particular, with less information available the exclusive algorithms underestimate the target

network and the including ones overestimate it. While this is to be expected it indicates that the

use of two algorithms can give a good approximation of the quality of the available input data

and completeness of the reconstruction. If both types of algorithms (inclusive and exclusive)

do diverge substantially, it is likely that a relevant amount of input information is missing and

that the “true” model is somewhere in between. Similarly, if the models are almost identical, it is

likely that the input information and the reconstruction quality is high. GIMME will always include

the objective function and all reactions necessary for this function to carry flux. Therefore, those

reactions might influence the network size considerably. One advantage of an exclusive concept

in this respect, is that it’s variability is less target model dependent than an inclusive approach.

For smaller models, the FDR for inclusive models tends to rise much more rapidly with a more

incomplete input data set than for larger models. As we commonly are unaware of the actual

size of the target network, this might cause problems when using inclusive approaches.

Another important aspect is the computational demand. To determine the processing time we

decided when possible not to change the solver used in the original paper as we noticed that

algorithms like e.g. RegrEX are sensitive to the used solver, with gurobi finding an initial solution
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guess faster than e.g. cplex and thus the result returned by cplex being unusable for the algo-

rithm. The range of computational times is however substantial, with fast algorithms running in

seconds to minutes and others taking hours or even days. One of the greatest advantages of

faster algorithms, is their capability to be more thoroughly evaluated using cross-validation tech-

niques, which is infeasible for an algorithm running several days. We also observed an issue

when running the INIT algorithm. For unknown reasons, the algorithm consistently stopped af-

ter 10 hours of computation. In particular, the resulting models were odd at best, as they should

be close to the models generated by FASTCORE, and in the artificial test, should be optimal on

optimal inputs. However, the artificial test was far from optimal, and we assume that the solver

does terminate computation at some point.

Finally, we also assessed the capacity of the context-specific reconstruction to pass the func-

tional test as established in (Gille et al., 2010). We found that no algorithm outperforms random

models, but that a fitted model can indeed show higher scores without adding more reactions,

as seen in Figure 6.10. Unfortunately, obtaining functional data is a very time consuming pro-

cess and necessitates intensive literature research every time a new tissue model is created.

The failure of the tested algorithms in the functional test is mainly due to the high number of

non-gene associated reactions in the generic input model (one third of Recon2) and due to

the reactions associated to genes with low expression levels. The tested algorithms extract

a sub-network from the input model that includes all or most reactions associated with high

expressions levels (core) and few reactions with low expression levels (non-core) in order to

obtain a consistent model. In function of the chosen non-core reactions, the core reactions will

be connected in a different way and the model will display different functionalities. As the choice

of the non-core reactions is to a large extent not guided by the data, the obtained functions

are random as shown by the functionality test. Interestingly, the reactions found in HepatoNet

do have weak evidence when compared to HPA or z-scores, which partially provides another

explanation for the inability of the tested algorithms to recover these activities. This however

indicates that the general reconstruction currently used lacks either the correct gene-protein-

reaction associations for several reactions necessary for the functionalities in liver, that there

are alternative pathways missing in the reconstruction and the reactions used in HepatoNet are

not the ”true” reactions, that the functions are incorrectly assumed to be available in liver or that

the functionality lacks information about the consumed cofactors. Indeed, as all the exchange

reactions are closed, some reactions might not carry a flux as the associated cofactor cannot
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be regenerated. This would also explain why bigger models accumulate more functions. The

larger the models, the higher the likelihood of internal loops that could allow a regeneration of

cofactors. Further it might also indicate that transcriptomics alone might not be sufficient to

build functionally correct models. Information on the uptake and excreted metabolite added to

the input reactions set would probably increase the score of most algorithms. We did neverthe-

less not include this type of information in the input data as the latter is not available for in vivo

tissues. While presence of importers and exporters does not influence the functional tests, they

are however highly influenced by the availability of internal transporters.

Assuming that the defined functions are indeed present in liver, this would indicate the impor-

tance of algorithms like tINIT which do take these functionalities into account and which could,

given the right reference network, indicate potential missing links in the current reconstructions.

tINIT is nevertheless not able to capture metabolic differences between different tissue as shown

in (Uhlén et al., 2015), calling for a new generation of algorithms that capture metabolic varia-

tion and that are able to take as input functionalities. Note here that algorithms like PRIME that

do not extract a subnetwork to obtain a context-specific model, but modifies the bounds of the

reactions of the input model, will have regardless of the modelled cell-type or context the same

functionalities as the input model. Therefore PRIME would score as high as the generic Recon2

in a qualitative test. Nevertheless, the approach used by PRIME is extremely dependant on the

accuracy of the growth measurement and biomass formulation, leading to a very variable quality

of the flux prediction (Yikzah et al, 2014). In a quantitative test aiming to predict the produc-

tion rate of lactate by cancer cells, PRIME showed a lower correlation to the experimental data

than FASTCORMICS (Pires Pacheco et al., 2015a). This suggests that building context-specific

algorithms with the discretization-based algorithms and then constraining the uptakes rates of

several key amino-acids and glucose as performed in (Pires Pacheco et al., 2015a) seems to

be favourable. Further, as discussed in the main text, there is no unique function to which the

metabolism of a non-cancerous pluricellular cell could be reduced and sofar is limited to handle

one metabolic function.

In general, we would recommend to assess the quality of an algorithm based on a combination

of functional tests for a reconstructed tissue always in comparison to random networks, con-

firmation using an independent source of information (e.g. proteomics data, when only using

expression data for the reconstruction), and an assessment of algorithmic properties, like de-

pendence on target or input model size and dependence on input data quality. For the latter
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we would suggest using artificial networks to provide a complete knowledge on the expected

outcome.



Discussion

The advent of high-throughput technologies like RNA-seq, microarrays or protein-arrays allowed

the generation of relatively cheap, systems-wide data for different cell types, diseases or pa-

tients. The huge amount of noisy data, that are several magnitudes larger than everything

generated before, called for new concepts and integration methods that allow identifying key

underlying principles, molecular signatures and biomarkers. Systems biology that focusses on

the creation of computational analysis and modelling tools to extract knowledge from this large

datasets, became suddenly very popular. Consequentially, the two decades following the ad-

vent of high-throughput technologies were marked by an explosion of developed integration

and modelling approaches. One of the most promising fields, was and still is, constraint-based

modelling (CBM) because it requires only relatively little knowledge about the system, namely

the structure of the network and the stoichiometric coefficients, and therefore metabolic models

based on CBM, unlike other modelling approaches such as kinetics models can scale to the

size of a cell.

CBM was originally developed for the modelling of unicellular organism that have a simple

metabolism that aims mostly to grant growth and homoeostasis. Human and in general multi-

cellular organisms are characterized by hundreds of cell types with very different morphologies,

metabolisms and objectives to fulfil. For example, hepatocytes are responsible for detoxification

of exo- and endogenous substances, gluconeogenesis, bile salt, cholesterol and phospholipids

synthesis whereas neurons are specialised in the transmission and processing of information

in the form of electric signals. In order to account for the metabolic variability between different

contexts and cell types, omics data was to extract from a generic reconstruction a subnetwork,

composed only of active reactions in the given context (Becker and Palsson, 2008; Zur et al.,
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2010; Jensen and Papin, 2011; Colijn et al., 2009; Lee et al., 2012; Kim et al., 2012a; Navid

and Almaas, 2012; Jerby et al., 2010; Åkesson et al., 2004). But as no clear standards existed

for the integration of omics data in metabolic models, heuristic parameters in the implementa-

tion of algorithms were often used like such as the setting of the expression and unexpression

thresholds to the top 25 upper and lower percentile of the intensity distribution (Zur et al., 2010).

The setting of heuristic parameters allowed obtaining good predictions for a specific study as

they were tailored for this particular dataset but nothing guarantees that this same parameter

setting was not completely off for others. Further, the high computational demands of some

of the context-specific algorithms prevented their use in a more high-throughput manner or for

cross-validations assays. Moreover, as the building of a metabolic modelling is an iterative pro-

cess consisting of building of a draft network, testing model predictions against some reference

dataset and modifying the inputs or parameters to improve the accuracy of the predictions, high

computational demands can become a serious handicap for manual curation purposes. To be

published, the tools were of course submitted to a validation process but the latter was often

designed to test the predictions made on a given dataset in the frame of a specific study, rather

than testing the algorithm itself. Therefore the validation process did not allow concluding on the

ability of context-specific algorithms to build accurate models for other datasets. And even when

algorithms were benchmarked against their predecessors, usually the most ancient algorithms

were selected (Wang et al., 2012; Yizhak et al., 2014a; Schultz and Qutub, 2016).

Now that we passed the frenetic early times of high-throughput technologies, more and more

groups are getting concerned about the consolidation of the acquired knowledge and the vali-

dation of the tools. Among others, the fact that due to the lack of a unified representation such

as different metabolite names, the building of a reconstruction from scratch was often easier

than the extension of existing models, led to different initiatives like BIGG (Schellenberger et al.,

2010), MetRxns (Kumar et al., 2012), MetaNetX (Ganter et al., 2013) or Model Seed (Henry

et al., 2010). These initiatives serve among others as repositories for metabolic models and for

some of them facilitate the comparison between metabolic models and databases like KEGG,

Brenda or Reactome. The aim is to eventually impose a unified nomenclature for a same re-

action or metabolite across different models. The need for these initiatives was demonstrated

by MetRxns that showed that only 3 reactions could be found in common across 34 models,

comprising 21 bacterial, 10 eukaryotic and three archaeal organisms, although most metabolic

pathways are believed to be conserved (Kumar et al., 2012). The use of a unified nomenclature
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would allow to pool down the information from multiple sources, diminish the number of du-

plicated reactions that prevent the identification of essential genes, facilitate gap filling (Kumar

et al., 2012) and more generally allow maximizing the efforts for the building of more accurate

models instead of multiplying the models that can only to some extend be compared, updated

or corrected.

Concerning context-specific algorithms, the lack of standardized validation procedures has led

to a multiplication of algorithms. During the last ten years, dozens of algorithms were pub-

lished without comparing their prediction in a standardize workflow against others algorithms.

Therefore no unbiased prove of the superiority of most algorithms over their predecessors ex-

ists. Further, the lack of validation methods did not allow identifying serious limitations of most

context-specific algorithms that partially are due to widespread wrong assumptions such as the

idea that the use of omics data alone allows the building of functional models. Currently, due to

a lack of an unbiased validation framework, the experience that could be collected from previous

attempts is only partially taken into account, a new algorithm or model is built from scratch and

published, addressing at most only partially the issues of its predecessors and sometimes by

creating new ones.

This self-evaluation trend is further justified by the fact that systems biology and more specifi-

cally constraint-based modelling is facing a new challenge, namely its application to medicine.

The use of constraint-based modelling for systems medicine calls for highly accurate tools with

a very good prediction power. False negative and even false positives in medicine can have a

very dramatic impact and therefore metabolic models, if used in this context, should be highly

reliable. Another important factor is the affordability of the tools, if a tool requires an expert us-

age, fine tuning or has too high computational demands the latter might be too expensive to be

commonly applied for most patients. Further an algorithm that is too difficult to use, increases

the risk of a bad parameter setting and by extension a wrong diagnostic.

7.1 The required features of good context-specific reconstruction

algorithms

One of the most promising metabolic modelling application for the next decade is the use of the

tools of this field for personalized medicine. But, in order to be used by clinicians for diagnostics

purposes, algorithms should share at least the following properties:
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• low computational demand

• limited number of free parameters

• robustness

• high resolution power

• accuracy of the predictions

These properties will be discussed in more details in the following paragraphs.

7.1.1 Low computational demand

Low computational demands is a very useful feature for context-specific algorithms as it opens

a wide range of new possibilities that allow increasing the quality and the predictability of meta-

bolic models by leave-out cross-validations, parameter tuning and gap-filling. In regard of com-

putational demands, (Real) Linear Programming that is solvable in polynomial time (nconstant,

where n is the number of variables), has typical running times of seconds to few minutes and

therefore should be favoured over Mixed Integer Programming (MILP), Quadratic Programming

(QP) or Integer programming (IP) that are more often non-polynomial (2n) (Smith).

7.1.1.1 Cross-validation

Cross-validations allow, among others, assigning a confidence level to the reactions of the

model. For example in the case of FASTCORE, if a core reaction that was left-out from the

core set, is nevertheless included in the model then this reaction is required to allow at least

another core reaction to carry a non-zero flux. In this case, the left-out core reaction (hard core)

has a higher confidence score than core reactions that are only supported by the expression

level of its own associated genes. The same is true for non-expressed reactions. If the leaving

out of a reaction from the non-expressed set does not allow its inclusion in the model, then either

this reaction is not required as other alternative pathways ensure the consistency of the core

reactions set or the existence of at least another inactive reaction causes the tested reaction to

remain inactive (hard non-expressed reactions). In the same way, non-core reactions that are

always included in the model, regardless of the left-out core reaction are supported by at least

two core reactions and therefore this non-core reactions should be included in the hard core

reactions set. Finally, non-core reactions that are never included in the model should be part of
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the hard non-expressed set. Obviously manual curation should then focus on the reactions that

are neither included in the hard core nor in the hard non-expressed set.

7.1.1.2 Parameter tuning

Fast algorithms allow parameter tuning, which should be performed for each sensitive free pa-

rameter of an algorithm. And as the sensitivity of a parameter might depend on the input model

and the used dataset, it is advisable to run a sensitivity analysis before performing the recon-

struction. Sensitivity analysis allows identifying the parameters that when varied affect strongly

the output model from the ones that have only a minimal impact. As the prediction power of

metabolic models are dependent on the sensitive parameters, curation and identification efforts

should be focussed on the sensitive parameters.

7.1.1.3 Gap-filling

Most human generic reconstructions contain around 30% of reactions that cannot carry a flux

due to the presence of gaps and dead ends. Context-specific algorithms can be used to iden-

tify candidate missing reactions, fastening the gap-filling process and by such context-specific

algorithms can improve the quality of manually curated models as shown by (Vitkin and Shlomi,

2012; Thiele et al., 2014) that used a slightly modified version of the MBA (Jerby et al., 2010)

(MIRGAGE workflow) and the FASTCORE algorithms (Vlassis et al., 2014) (fastgapfill work-

flow), respectively, as gap-filling algorithms. Algorithms that were traditionally used for gap-filling

purpose like SMILEY (Reed et al., 2006), Gapfill (Kumar et al., 2007), BNICE (Hatzimanikatis

et al., 2005) have too high computational demand to be scalable to large models, especially if

the models are compartmentalized. Consistent reconstruction algorithms do not only allow de-

tecting but also filling gaps using reactions from a pool of potential candidate reactions retrieved

from various databases. Further, the use of omics data allows reducing the number of potential

candidates to the ones expressed in the context of interest.

7.1.2 Low number of free parameters

Context-specific algorithms should have a reduced number of free parameters. Having a fast

algorithm is futile if the latter is obtained by multiplying the number of free parameters that

call for a time-consuming parameter tuning process, which can become rapidly practically im-

possible for an increased number of free parameters. Arbitrary parameter setting should be
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avoided whereas heuristic parameter setting should be based on a solid statistical justifica-

tion or on several bibliographical evidences. As shown previously, the obtained model and its

associated proprieties like the number of essential genes are extremely dependant on the set-

ting of the expression threshold. For microarrays, approaches based on previous knowledge

on the intensity profile of non-expressed genes like Barcode (Zilliox and Irizarry, 2007; Mc-

Call et al., 2011) should be preferred over other arbitrary settings like the choice of the upper

25 percentile (Machado and Herrgård, 2014; Estévez and Nikoloski, 2015) or arbitrary chosen

intensity values (Folger et al., 2011).

7.1.3 Robustness and resolution power

The third and fourth criteria are not dissociable as being the two facets of the same problem

related to the differentiation between noise and signal. An algorithm with a perfect robustness is

as undesired as an algorithm that captures and models each single variation. The first because

it always builds the same model regardless of the input data and the latter because it over-fits

the data and models noise. The perfect equilibrium between robustness and resolution depends

on the purpose of the reconstruction. For the building of a patient-specific model, the equilibrium

should be shifted towards a higher resolution whereas for the building of more generic models,

a higher robustness might be preferable.

7.1.4 Accuracy of the model predictions

The accuracy of the model predictions is the most important criteria but also the most difficult

to assess. As shown by the benchmarking procedures paper (Pires Pacheco et al., 2015b) pre-

sented in this thesis, although most algorithms were tested against other competing algorithms

in order to get published, the validation methods used in these studies were often biased or fo-

cused on a given feature interesting for the particular object of the study. Two recently published

papers (Machado and Herrgård, 2014) and (Pires Pacheco et al., 2015b) (ourselves) proposed

standardized benchmarking procedures approaches. The first study tested the flux prediction of

GIMME (Becker and Palsson, 2008), iMAT (Zur et al., 2010), MADE (Jensen and Papin, 2011),

E-Flux (Colijn et al., 2009), Lee-12 (Lee et al., 2012), RELATCH (Kim et al., 2012a), pFBA and

GX-FBA (Mahadevan and Schilling, 2003) in Saccharomyces cerevisiae and Escherichia coli

against the experimentally determined fluxes through 13C labelling experiments. Whereas, we

assessed the quality of model by determining the confidence of the reactions included in the
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context-specific model at the proteomic and transcriptomic level and by cross-validation assays

using artificial and real data. Further, we tested the ability of liver models built by different al-

gorithms to fulfil a set of biological functions established by (Gille et al., 2010), often defined

as the capacity of the model to convert a metabolite A into a metabolite B after a chain of re-

actions. Although, the main aim of the human benchmark (Pires Pacheco et al., 2015b) was

less to establish a ultimate validation procedure for context-specific reconstruction algorithms

than to attract the attention of the community on the lack of valid and unbiased validation tests,

the failure of most algorithms to capture metabolic variations between different tissues and the

incapacity to fulfil known biological functions is evident. The publishing of the two benchmarking

procedures should initiate a discussion in the community about validation methods commonly

used to benchmark algorithms and their respective caveats.

7.1.4.1 Testing of biological functions

An example of the caveats of existing validations methods is the testing of the so-called bio-

logical functions. In order to validate metabolic models the capacity of producing a metabolite

B from a metabolite A or from a well-defined medium is tested in silico. The benchmarking

study (Pires Pacheco et al., 2015b), that we proposed, clearly showed that none of the tested

algorithms performed better than random models of the same size. In other words the number

and the functions that a model can fulfil is random and depends only on the size of the out-

put model. The reason of this failure is partially due to the high fraction of reactions that are

not associated to genes (30% of the reactions of ReconX (Thiele et al., 2013) models) and in

general to non-core reactions (reactions associated to genes with low expression levels). To

connect core reactions every algorithm has to include reactions with no (as not associated to

any genes) or with weak evidence (non-core reactions). The issue is that several equivalent

possibilities exist to connect core reactions via non-core reactions, the inclusion of one or the

other non-core reaction being often more or less equivalent. The choice is more or less random.

In function of the non-core reaction included, the output model can fulfil different functions. Fur-

ther, a qualitative testing of function (is the model able to fulfil a specific model) without testing

if the predicted fluxes are in the same range than the measured one might not be sufficient as it

does not assigning if the predicted flux rate corresponds to the ones observed experimentally.

Further a qualitative function testing favour large models and algorithms like PRIME (Yizhak

et al., 2014a) that do not extract a sub-network but modifies the bounds of the input model.
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PRIME models would by definition pass the same number of tests than the generic model from

which they are derived. Whereas in a quantitative function test where the predicted flux rates

are compared to measures ones the accuracy of predicted flux rates by PRIME cancer models

are very versatile and correlated less well (R2 = 0.3) with the experimentally observed secretion

rates than the ones predicted by FASTCORMICS cancer models for which inputs of several key

metabolites were constrained in function of the experimental data (Pires Pacheco et al., 2015a).

The good correlation score of R2 = 0.7 for the FASTCORMICS models suggests that when the

correct non-core reactions necessary for biological functions are present in the model, the pre-

diction of the flux rate is quite reasonable. A possible explanation for the bad scoring of PRIME

is that as the bounds of non expressed reactions are only constrained and the reactions not

excluded from the output model, the flux carried by reactions associated to unexpressed genes

might contribute to the predicted lactate secretion rate or alternatively deviate a fraction of flux

to inactive pathways.

Further, the set of functions that a model of cell-specific cell has to fulfil is at the moment unclear.

Recon1 (Duarte et al., 2007), Recon2 (Thiele et al., 2013) models and HMR 1.0 and HMR 2.0

established around 300 biological tasks or functions, of which 56 are believed to be ubiquitously

required across tissues (Uhlén et al., 2015). But beyond these 56 tasks, others more cell type-

specific tasks are probably required. The identification of these tasks for a specific cell type

would require a very time consuming literature search. And this might still be insufficient as the

expression of genes in a given cell type varies in function of the external stimuli. The number of

biological function that need to be fulfilled by a given cell might vary as well.

7.2 Critical assessment of the FASTCORE family

7.2.1 FASTCORE: The vanilla version

FASTCORE (Vlassis et al., 2014) is the vanilla version of a family of context-specific building

algorithms, from which workflows like FASTCORMICS for the building of context-specific mod-

els via the integration of microarray data and fastgapfill (Thiele et al., 2014), as indicated by

the name, for gap-filling purposes,were derived to cope with the specificity of different type of

inputs data or different tasks. FASTCORE is devoid of free parameters (with the exception

of epsilon, the flux activation threshold) and has very low computational demand with running

times around one second, which turns FASTCORE into a perfect candidate for being used in
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a high-throughput framework. FASTCORE takes as input, core reactions and an input generic

model like Recon2 (Thiele et al., 2013) models or HMR 2.0, then extracts a subnetwork that

contains only reactions that are active in the context of interest. Further, FASTCORE uses as

input binary data. The reactions are shown to be or not to be expressed in the context of inter-

est. Therefore, FASTCORE is also suitable for the integration of proteomics or bibliomic data.

But, as FASTCORE forces every core reaction to be included in the output model, FASTCORE

is very sensitive to the input core set. A reaction wrongly tagged as a core reaction might cause

the inclusion of entire inactive pathways. This is problematic as some genes control hundreds

to thousands of reactions such as genes controlling transport reactions. One or few of the po-

tential target reactions is probably really active in the context of interest whereas the others

are inactive as the genes controlling the remaining reactions in the pathways are unexpressed.

FASTCORE, in this case will wrongly, considers all target reactions and the required non-core

as active.

For similar reasons, when used for input data subjected to large noise effects that prevent a

clear segregation in expressed or unexpressed genes, a stringent threshold must be set or an

additional discretization must be run before feeding the data to FASTCORE.

Moreover, the concept of compactness is a central assumption of the FASTCORE philosophy.

The search of compact models is justified by the fact that bigger models are associated by a

increased consumption of resources associated to the synthesis of the required enzymes and

transporters. But the shortest path is not always the correct one as showed by the functional

test. Metabolic Functions define which metabolites can be produced from some precursors and

by such how core reactions are interconnected. The failing of FASTCORE and the other tested

algorithms in the functional testing shows that the way core reactions were connected, (the

shortest path), was not correct for these examples.

Furthermore, FASTCORE uses an approximation of cardinality function to allow a LP formu-

lation of optimization problem. This approximation prevents FASTCORE to always construct

the most compact model containing all core reactions. FASTCORE, nevertheless finds a good

approximation of the optimal solution and the accuracy of FASTCORE was shown to increase

with the size of the core set (Vlassis et al., 2014).

Additionally, the L1-normalization minimizes the flux through non-core reactions therefore a

solution with a reaction R that carries a flux F, is equivalent to a solution with two reactions that

carry each half of the flux F, further explaining why FASTCORE in some examples fails to build
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the most compact models.

Moreover, although FASTCORE adds all unblocked irreversible reactions and most irreversible

reactions after the two first LPs (LP7 and LP10), branches only composed of reversible reactions

are not included after this step. To address this problem, the sign of the remaining reversible

reactions in the matrix is first flipped and then all remaining individual reversible are tested. One

could argue that the order of the testing in the singleton might affect the output model. For the

consistent Recon2, a maximum of 158 reactions are not included in the two first LPs. 52 of

these reactions are exchange reactions and 46 are transporter reactions (mainly extracellular

transport reactions). The remaining reactions are alternative branches composed mostly of one

single reaction. So in general as these reversible branches are only composed of one or two

reactions (for the case of exchange reaction and extracellular transporters), the order has no or

a negligible impact on the output network, as 158 reactions are mostly not connected.

Nevertheless, the solution of FASTCORE and competing algorithms might not be unique due to

alternative optimas. By default most solvers only display one solution and the displayed solution

might vary in function on the version of cplex or the computer used.

7.2.2 FASTCORMICS: A variant of FASTCORE for the building of metabolic mod-

els via the integration of transcriptomic data.

FASTCORMICS uses BARCODE (Zilliox and Irizarry, 2007; McCall et al., 2011), a preprocess-

ing tool that takes into consideration previous knowledge about the intensity distribution of genes

in an unexpressed state across thousands of arrays and conditions to set an expression thresh-

old corresponding to a z-score of 5. A threshold of 5 standard deviations is very stringent, which

suits the specificity of the FASTCORE family that requires core reactions with a high confidence

level. The use of thresholds is critical for output models as in function of the threshold setting

whole pathways might be included or excluded of the model, which alters the functionalities of

the model. Nevertheless, the Benchmarking paper showed that discretization based algorithms

performed better than those that used continuous data.

Beside of the core set, FASTCORMICS sets an unexpressed set of reactions that allow exclud-

ing inactive reactions from the model and a set of reaction that is not penalized. These addi-

tional sets reduce the impact of reaction wrongly tagged as core reactions on the output model;

a core reaction that requires the activation of reactions associated to unexpressed genes, is

not included in the model. Further we recommend to remove reactions under the control of
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promiscuous genes from the core set and to place them in the not penalized set so that their

inclusion is not forced but preferred over non-core reactions. Further, the MBA (Jerby et al.,

2010) and CORDA algorithms (Schultz and Qutub, 2016) allow additionally the setting of core

set with medium or low confidence, we decided not to multiply the categories of input reactions

as it implies every time the heuristic or arbitrary threshold that have a non negligible impact on

the output model.

Beside the above-mentioned modifications, FASTCORMICS (Pires Pacheco et al., 2015a)

shares most of specifications of FASTCORE, like low computations times (few minutes due

to the preprocessing step) and although FASTCORMICS requires the setting of 2 expression

thresholds (expression and unexpression threshold). This thresholds were set based on solid

statistical evidences. The FASTCORMICS and FASTCORE were shown to being able to cap-

ture variations between different cell types (Pires Pacheco et al., 2015b). Further, the FAST-

CORMICS cancer generic model allowed identifying a set of essential genes that were coherent

with a published wet lab experiment performed on 12 cancer cell lines using shRNA screens.

Moreover, the predicted lactate secretion rate by the NCI-60 cancer cell models showed a good

correlation with the experimental data after constraining the inputs reactions of several key

amino acids and glucose according to the experimental data. Taken together these two studies

showed that the FASTCORMICS workflow allowed making prediction that are in conformity with

the experimental data. To our best knowledge and to this date, Barcode is the best discretization

tool for microarray data. But at the moment, Barcode is available uniquely for human and mouse

microarrays and only for a restrained number of platforms. Therefore, we are working on others

discretization procedures that could be also used for the integration of RNA-seq data. Further,

a less conservative discretization method or simply a more relax thresholds setting might be

necessary to differentiate the metabolism of different individuals.

7.3 Lessons from the benchmarking procedures

We initiated this study because we realised that the validation methods commonly used in pub-

lications were biased or had serious caveats like on the manner on how biological tasks are

tested. We also wanted to illustrate the factthat unlike what was/is commonly believed, context-

specific algorithms are far from being equivalent and that every algorithm is based on some

assumptions that affect the output model and that users should choose the dataset and set
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the parameters according to the requirements of the selected algorithm (Pires Pacheco et al.,

2015b). The benchmarking procedure paper (Pires Pacheco et al., 2015b) showed that the

different algorithms although having been fed with the same inputs, reconstructed very different

output models that only share for the more distinct ones around 30% of the reactions. Further,

it demonstrated that discretization-based methods were performing better than methods that

used continuous data as input. Unlike the discretization-based algorithms, the method using

continuous did not favour the inclusion of highly expressed reactions over reactions associated

with lower expressed genes. Using continuous data might a priori seem reasonable as it allows

avoiding the setting of heuristic hard thresholds that would affect differentially reactions just

below or above these thresholds. But using continuous data, requires a function that defines

how the data is integrated, such as least squares error minimization. The problem is that there

is an infinite number of possibilities how to tackle this problem and in regard of the function

chosen, the output model will be different. Further some approaches as the least-square ap-

proach, might cause an over-fitting of the data, which is problematic if the algorithms are used

on microarray data, a technique particularly prone to noise. In order to reduce the complexity a

regularization approach can be applied like in (Estévez and Nikoloski, 2015). But regularization

requires very time consuming cross-validations approaches.

Further, the Benchmark paper showed that the tested algorithms with the exception of the FAST-

CORE family could not capture metabolic variability between different tissues. Although when

proteomic data was mapped on Recon2 only very few genes were shown to be ubiquitously

expressed in all tissues. It also showed that the integration of omics data is not sufficient to

guarantee that a model is able to fulfil a given metabolic task, defined as a metabolite Acon-

verted after a chain of reactions into a metabolite B.

The same was demonstrated by the benchmark procedures proposed by (Machado and Her-

rgård, 2014) that compared the flux distribution in Escherichia coli and Saccharomyces cere-

visiae made by flux prediction algorithms (such as GIMME (Becker and Palsson, 2008), iMAT

(Zur et al., 2010), E-flux(Colijn et al., 2009), MADE (Jensen and Papin, 2011), Lee-12 (Lee et al.,

2012), RELATCH (Kim et al., 2012b), GX-FBA (Mahadevan and Schilling, 2003) and pFBA of

the Cobra toolbox that are for some of them context-specific reconstruction) to carbon 13 (C13)

labelling experiments.Unexpectedly, this study showed that none of the tested algorithms per-

formed better than Flux Balance Analysis (FBA) and that in general omics data did not allow

increasing prediction accuracy of the tested algorithms in Escherichia coli and Saccharomyces
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cerevisiae.

Another lesson from these studies is the lack of published flux rates using such as labelling

experiments that cover other pathways than the central metabolism. The number of published

data sets for Escherichia coli and Saccharomyces cerevisiae is around 5 (Machado and Her-

rgård, 2014). For pluricellular organism this type of data seems even rarer, which is the reason

why quantitative function tests of the predicted flux rate, are not often performed in muliticel-

lular organisms. The consumption and release (CORE) (Jain et al., 2012) dataset used in

the (Pires Pacheco et al., 2015a), contains flux rate mainly of the central carbon systems of

cancer cells. In other words it did not cover the entire metabolism. Furthermore, this type of

experiments is very time consuming as besides of requiring the building of more than twenty

cancer models for each algorithm, random sampling, which has high computational demand, is

usually performed to estimate the range of predicted fluxes.

7.4 Genes under high regulatory load and the metabolic network

The FASTCORMICS workflow captures metabolic variation between different cell-types with a

cell-specific activation of numerous branches of the metabolism pathways. Independently of

the FASTCORMICS study, genes under high regulatory load were shown to have a gene spe-

cific expression and to play role in the cellular identity (Hnisz et al., 2013; Whyte et al., 2013),

raising the question about the epigenetic regulation of metabolism in different cell types. Al-

though genes under high regulatory load and more largely super-enhancers (large cluster of

enhancers) are at the momentextensively studied (Creyghton et al., 2010; Rada-Iglesias et al.,

2011; Heintzman et al., 2009), the regulation of the metabolism by high-regulatory load was

not previously addressed. The mapping genes under high regulatory load on a macrophage

metabolic network showed that high-regulatory load genes tend to rank among the highest ex-

pression within each pathway (Pires Pacheco et al., 2015a). Furthermore, the expression of

metabolic genes under high regulatory load in macrophages tend to have a higher expression

in macrophages than in other tissues, validating the fact that genes under high-regulatory load

have cell type-specific expression profiles. Transporter and entry points reactions are enriched

for genes under high-regulatory load suggesting that the latter control the activation of alterna-

tive pathways by enhancing the expression of the genes that control the first step of a pathways

or a subpathway. These findings are consistent metabolic control analysis for linear pathways
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that showed that the control applied in the first steps (especially the first one) is stronger than in

the last steps (Klipp et al., 2008).

For these study like in most study on enhancers and super-enhancers were associated with

the nearest genes, which is problematic as chromosome conformation capture carbon copy

(5C2)experiments and capture HI-C showed that only around 60% of the enhancer actually

regulate the nearest gene. But at the moment no bioinformatic tool exist that allow identifying-

targets of enhancers, requiring manual checking of candidate genes. We also defined as genes

under high-regulated, thisheuristic threshold was set based on a previous study that the 10th

percentile was significantly enriched for disease (Galhardo et al., 2014).

7.5 Conclusion and Outlook

The FASTCORE family outperforms its competitors in speed and in the capacity two distinguish

between different tissues. The accuracy of FASTCORE family models can be further improved

by leave cross-validations assays followed by manual curation. The FASTCORE family like

all competitors algorithms with exception of tINIT cannot guarantee to build functional models.

Whereas tINIT has high computational demands and fail in capturing variation between tissues.

The outlook for the next years will be to create a version of FASTCORE that guarantees the

building of functional models and the release of a version of FASTCORMICS with different

discretization steps, so that the workflow could handle any type of omics data regardless of the

platform used. A less stringent discrization step will also allow to capture variations between

different individuals, which at the moment no algorithms manages to capture.
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The FASTCORMICS workflow was used in the frame of the article: "The neural stem cell fate

determinant TRIM32 regulates complex behavioural traits" published in 2015 in Frontiers in

cellular neuroscience. Dr. Anna-Lena Hillje and Dr.Elisabeth Beckmann share the first author-

ship of this paper. For this project, we built together with Prof. Thomas Sauter, two metabolic

models of murine brain cells, a wild type and a TRIM32 mutant model, using the FASTCORMICS

workflow using expression data previously published by the team of Prof. Jens Schwamborn

and the iSS1393 generic mouse model Heinken et al. (2013) as input. The murine brain wild

type and the TRIM32 mutant model contain respectively 735 and 635 reactions, with 516 re-

actions being shared between the two models. The metabolic models were used to explain

the metabolomics data obtained by GC/MS and analysed by Dr. Christian Jaeger. Of the two

hundred and ten detected metabolites, five metabolites had concentration levels significantly

different between the two genotypes (p < 0.05). Random sampling, that uses a Monte Carlo

based approach, was performed in order to explore the space of possible solutions and by such

to obtain a qualitative estimation of the flux distribution allowed by the network topology and the

constraints imposed to the model. As we were focusing on metabolites related to the glycolysis

pathway, the flux through the latter was maximized. The Random sampling suggests that in the

mutant model the flux through the branch leading from the glycolysis pathway through serine

biosynthesis pathway is decreased, causing a drop in the consumption of 3-phosphoglyceric

acid by the phosphoglycerate dehydrogenase, the first enzyme in the serine biosynthesis path-
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way. This decrease could explain accumulation the 3-phosphoglyceric acid observed in the

mutant metabolite measurements. For this paper, my contribution and the one of Prof Thomas

Sauter is related to the production and the analysis of Figure 6 of the paper and more precisely

the building of the metabolic models and the random sampling experiments.
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A.2 Abstract

In mammals, new neurons are generated throughout the entire lifespan in two restricted areas

of the brain, the dentate gyrus (DG) of the hippocampus and the subventricular zone (SVZ)-

olfactory bulb (OB) system. In both regions newborn neurons display unique properties that

clearly distinguish them from mature neurons. Enhanced excitability and increased synaptic

plasticity enables them to add specific properties to information processing by modulating the

existing local circuitry of already established mature neurons. Hippocampal neurogenesis has

been suggested to play a role in spatial-navigation learning, spatial memory, and spatial pattern

separation. Cumulative evidences implicate that adult-born OB neurons contribute to learning

processes and odor memory. We recently demonstrated that the cell fate determinant TRIM32

is upregulated in differentiating neuroblasts of the SVZ-OB system in the adult mouse brain.

The absence of TRIM32 leads to increased progenitor cell proliferation and less cell death.

Both effects accumulate in an overproduction of adult-generated OB neurons. Here, we present

novel data from behavioral studies showing that such an enhancement of OB neurogenesis not

necessarily leads to increased olfactory performance but in contrast even results in impaired ol-

factory capabilities. In addition, we show at the cellular level that TRIM32 protein levels increase

during differentiation of neural stem cells (NSCs). At the molecular level, several metabolic in-

termediates that are connected to glycolysis, glycine, or cysteine metabolism are deregulated

in TRIM32 knockout mice brain tissue. These metabolomics pathways are directly or indirectly

linked to anxiety or depression like behavior. In summary, our study provides comprehensive

data on how the impairment of neurogenesis caused by the loss of the cell fate determinant

TRIM32 causes a decrease of olfactory performance as well as a deregulation of metabolomic

pathways that are linked to mood disorders.

A.3 Introduction

Adult neurogenesis has been reported in the mammalian brain in two regions, the subventric-

ular zone (SVZ) located in the wall of the lateral ventricles and the dentate gyrus (DG) of the

hippocampus (Gage, 2000).

In the SVZ, neural stem cells (NSCs), also called type B cells, are astrocytes that are able to

self-renew and at the same time give rise to transit amplifying cells (type C cells) (Doetsch et al.,
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1999). These transient amplifying cells differentiate into neuroblasts (type A cells) that migrate

along the rostral migratory stream (RMS) to the olfactory bulb (OB) via chain migration (Doetsch

et al., 1997). In the OB they finally become mature neurons which are integrated into the

neuronal network (Belluzzi et al., 2003; Carleton et al., 2003). Adult newborn neurons turn

into OB interneurons; i.e., granule cells and periglomerular cells (Petreanu and Alvarez-Buylla,

2002). Granule cells of the OB shape the information passed from the projecting cells of the bulb

(mitral and tufted cells) on to higher brain areas (Nissant and Pallotto, 2011). Thereby, they are

able to spatiotemporally shape the mitral cell signal in a process called lateral inhibition. This

process is supposed to facilitate odor encoding and discrimination (Yokoi et al., 1995; Urban,

2002; Tan et al., 2010; Ernst et al., 2014).

In the hippocampus, type I NSCs reside the inner layer of the DG, the subgranular zone (re-

viewed in (Yao et al., 2012a)). They generate self-amplifying type II intermediate progenitor

cells, which migrate to the outer layers of the DG (Kuhn et al., 1996). Type II cells eventu-

ally give rise to type III neuroblasts that differentiate into glutamatergic dentate granule cells

(DGCs) (Kuhn et al., 1996). Adult born DGCs integrate into the existing network and form

synaptic connections with the entorhinal cortex and the CA3 subfield (van Praag et al., 2002;

Toni et al., 2007; Yao et al., 2012a). This facilitates adult born neurons to contribute to pattern

separation, a process that allows the distinct encoding of very similar stimuli (reviewed in (Vivar

and Van Praag, 2015). Additionally, hippocampal adult neurogenesis has been shown to be

involved in the regulation of cognition and mood (Zhao et al., 2008) as well as learning and

memory (Stuchlik, 2014).

Adult born neurons display unique properties that clearly distinguish them from mature neurons

(reviewed in (Ming and Song, 2011). After forming synaptic connections, newborn neurons in

both, hippocampus and OB, show enhanced excitability as well as increased synaptic plastic-

ity at certain stages of neuronal maturation (Nissant et al., 2009; Ming and Song, 2011). By

this, they are able to modulate the existing local circuitry of established mature neurons and

add specific properties to information processing (Bardy et al., 2010). Many studies aimed

at investigating the behavioral functions of adult neurogenesis. In these studies a variety of

different methods were used to alter cell turnover rates in the SVZ (reviewed in (Nissant and

Pallotto, 2011). This methodological variation might explain that the results vary considerably

with regards to effects on learning and memory. For example, differences in spontaneous odor

discrimination, associative learning tasks as well as in short-term and in long-term memory
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have been reported (Lazarini and Lledo, 2011; Breton-Provencher and Saghatelyan, 2012).

The TRIM-NHL protein family has an evolutionary conserved function in neuronal cell fate spec-

ification in C. elegans, Drosophila, and mammals (Betschinger and Knoblich, 2004; Bello et al.,

2006; Lee et al., 2006; Schwamborn et al., 2009; Hammell et al., 2009; Hillje et al., 2011)). Dur-

ing embryonic development of the neocortex in mice, the TRIM-NHL protein TRIM32 regulates

cell fate decisions of newly born daughter cells (Schwamborn et al., 2009). In the adult brain,

TRIM32 is upregulated during differentiation of SVZ generated neuroblasts and is necessary

for the correct induction of neuronal differentiation of these cells (Hillje et al., 2013). Loss of

TRIM32 results in an overproduction of adult generated OB neurons, which is the combined

result of increased progenitor proliferation and decreased apoptosis.

On the molecular level, TRIM32 induces neuronal differentiation and suppresses self-renewal

by ubiquitination of the transcription factor c-Myc and the activation of certain microRNAs (Sch-

wamborn et al., 2009; Nicklas et al., 2012). TRIM32 has been linked to several human diseases

including limb-girdle muscular dystrophy type 2H (Frosk et al., 2002, 2005; Kudryashova et al.,

2005, 2012), Bardet−Biedl syndrome (Chiang et al., 2006), cancer; (Horn et al., 2004; Kano

et al., 2008), autism spectrum disorder (Lionel et al., 2011, 2013), depression (Ruan et al.,

2014), Alzheimer’s disease (Yokota et al., 2006), obsessive compulsive disorder (Lionel et al.,

2013), anxiety (Lionel et al., 2013), and attention deficit hyperactivity disorder (Lionel et al.,

2011, 2013).

In the here presented study we show that the absence of the cell fate determinant TRIM32 alters

the performance of mice in an olfactory habituation task without influencing the long-term olfac-

tory memory. In order to control for inadvertent influence of other behavioral traits, we included

a variety of tests investigating DG-related behavior in our study. Finally, we have hints that

an impairment of adult neurogenesis caused by loss of TRIM32 results in the deregulation of

metabolomic pathways that have been linked to depression and anxiety related behavior. Alto-

gether, our study provides comprehensive data on how the impairment of neurogenesis caused

by the loss of the cell fate determinant TRIM32 leads to decreased olfactory performance as

well as changes in metabolomic profiles.
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A.4 Material and Methods

A.4.1 Animals and Housing Conditions

A total of 14 male TRIM32 knockout mice and 21 male wildtype litter mates were used. All

mice were born and tested in the Department of Behavioural Biology, University of Muen-

ster. Their parents were derived from a locally bred colony at the Center for Molecular

Biology of Inflammation that was founded from cryo-preserved spermatozoa derived from

the Mutant Mouse Regional Research Centers, USA. Gene knockout of TRIM32 has been

described earlier (Kudryashova et al., 2009). In detail, T32KO mice were generated us-

ing the BGA355 mouse embryonic stem cell line [BayGenomics(formerweb − sitehttps :

//www.mmrrc.org/catalog/sds.php?mmrrcid = 11810; now available at International Gene

Trap Consortium,http : //www.genetrap.org/cgi− bin/annotation.py?cellline = BGA355)]

carrying gene trap insertion in TRIM32, within exon 2. The position of the integration site was

confirmed after nucleotide 278 starting from the ATG codon in exon 2 of the trim32 gene. Orig-

inal founder mice were 129 SvEvBrd x C57 BL/6 chimeras, which were backcrossed to C57

BL/6J wt mice to obtain germ line transmission. Heterozygotes from this cross were interbred

to produce ko and wt homozygotes (Kudryashova et al., 2009). All analyses were performed

on interbred mice on a mixed 129 SvEvBrd x C57 BL/6J background. To ascertain a congenic

background more than seven backcrosses were done.

All animals were housed in a temperature controlled room at 22 °C and a relative humidity of

45% ±10%. A 12-h dark-light circle with lights on at 8.00 a.m. was installed. Offspring were

weaned at postnatal day 22 and experimental mice were kept in standard cages (37 x 21 x

15 cm) in groups of 35 animals, preferably in groups of littermates. Tissue for genotyping was

sampled by ear cuts and genotype specific DNA fragments were identified after PCR amplifi-

cation and agarose gel electrophoresis. Ear-cuts also allowed individual discrimination of mice

from the same cage. However, behavioral experiments were carried out with the experimenter

being unaware of the genotypes of the subjects. Food (Altromin 1324, Altromin GmbH, Lage,

Germany) and water were available ad libitum. A thin layer of wood shavings and paper towels

served as bedding and nesting material that was changed weekly while transferring the mice to

clean cages.

All procedures and protocols met the guidelines for animal care and animal experiments in

accordance with national and European (86/609/EEC) legislation.
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A.4.2 Health Check

To determine whether all mice included in the testing were healthy a health check was per-

formed. In order to prevent interference of the behavioral tasks with testing experience gained

during the health check, the test was conducted at postnatal day 101 and thus would have al-

lowed retrospectively excluding animals with visible or detectable bodily defects. However, none

of the tested animals had to be excluded. Health parameters were tested according to (Lewejo-

hann et al., 2004) and included general appearance (e.g., fur, ears, eyes, vibrissae, extremities,

and tail), sensory abilities (e.g., vision, startle response, tactile reaction), reflex functions (e.g.,

eyelid reflex, grasp reflex), and locomotor/coordinative abilities (climbing, balancing).

It was previously observed that male TRIM32 knockout mice weighted more than wildtype mice

after reaching an age of 8 weeks (Kudryashova et al., 2009). We therefore measured weight de-

velopment of all mice beginning at an age of 3 weeks until the age of 15 weeks (Supplementary

Figure 1). However, under the here applied experimental conditions we were unable to detect a

significant increase in weight in aging TRIM32 knockout mice.

A.4.3 Elevated Plus Maze (EPM)

The EPM was conducted with 14 TRIM32 knockout and 20 wildtype male mice at an age of 65

(2) days of age. The test measures anxiety related behavior by exploiting the tendency of mice

to avoid exposed areas in favor of shielded areas. The apparatus consists of four 30 x 5 cm

arms emerging from a central platform of 5 x 5 cm. Two opposing arms are open while the two

orthogonal arms are enclosed by walls 20 cm of height. The apparatus was elevated ca. 50 cm

above the ground. The runway of the open arms was surrounded by a low balustrade (0.5 cm),

effectively preventing the mice from jumping or falling off. On the ceiling above the apparatus,

at a height of 175 cm, a camera (Logitech Pro 9000, Freemont, USA) was installed, as well as

a light bulb emitting ca. 100 lux. Videos of the mice performing the test were recorded and

subsequently analyzed using an in-house programmed animal tracking software (Lewejohann

et al., 2004). Before testing started, the runways and walls of the maze were cleaned with 70%

ethanol to remove possible olfactory cues from preceding tested mice. In order to control for a

similar level of alertness, the mice were placed in an empty cage for 1 min prior to testing. Each

mouse was then placed on the central platform facing one of the closed arms. After 5 min of

freely exploring the apparatus, the recording was stopped and the mouse was transported back
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into its home cage.

The parameters which were analyzed included the total path length in meters, time spent in

closed and open alleys in seconds, as well as the number of entries into the open and closed

arms.

A.4.4 Open Field Test (OF)

The OF was conducted with 14 TRIM32 knockout and 21 wildtype male mice at an age of

67 (±2) days. The test evaluates locomotor activity and exploratory behavior in an open box

measuring 80 by 80 cm with surrounding walls of 40 cm height. Comparable to the EPM test

anxiety related behavior (avoidance of unprotected areas) can be observed by measuring the

time spent in the center of the box in relation to the time spent in the more protected areas close

to the walls of the box. The box was lit at ca. 100 lux and a camera was placed centrally above

the apparatus. The apparatus was cleaned with 70% ethanol before testing and the mice were

placed in an empty cage 1 min prior to being placed in the center of the open field. Videos of

the mice performing the test were recorded for 5 min and subsequently analyzed (see EPM).

The parameters analyzed included path length, time in center, time close to the wall, number of

stops, and velocity. Stops were recognized by the tracking software when the velocity was 0 for

at least 1 s.

A.4.5 Barnes Maze (BM)

The Barnes Maze was first developed by (Barnes, 1979) to compare spatial learning abilities of

young vs. senescent rats. The maze itself consists of a circular platform of 1 m in diameter with

12 holes at the circumference drilled in an equal distance from each other. One of the holes is

chosen to be the target hole for the tested individual and connected to the animal’s home cage.

The platform was brightly lit in order to create a mildly aversive environment that was escapable

by learning the position of the correct hole during the course of repeated trials. Around the

platform, visual cues were placed in order to facilitate spatial orientation.

During the training phase, one of the holes was connected to the animal’s home cage via a wire-

mesh tunnel, while all other holes were closed by a short tube made of wire mesh. Choosing the

same ventilatable wire mesh for the rewarded as well as for the unrewarded holes guaranteed

that it was not possible for the mouse to discriminate between open and closed holes from

above. The maze was raised 125 cm above the floor and illuminated by a 100 W electric bulb
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located 110 cm above the center of the maze.

Two training trials with an inter-trial interval (ITI) of 1 h were conducted on four consecutive days

with 14 TRIM32 knockout and 21 wildtype male mice starting at an age of 72 (±2) days. On

the fifth day a probe trial testing spatial memory was conducted with all holes being closed for 5

min. During this trial it was measured whether or not the animal spent significantly more time in

the sixth of the BM were formally the escape hole was located. After the probe trial an additional

training trial with the correct hole being connected to the home cage again was done in order

to reinstall the memory for the correct position of the hole. One week later a single re-test was

conducted in order to test for intermediate to long-term spatial memory. Before each trial the BM

was cleaned with 70% ethanol and all mice were placed for 1 min in a starting cylinder placed in

the middle of the platform. All trials were video recorded and analyzed using an animal tracking

software (see EPM). For each trial, the time the mice needed to find the target holes, number

of errors, as well as the path length traveled was measured.

A.4.6 Olfactory Habituation Test (OH)

To test olfactory discriminative abilities and short-term memory for different odors an olfac-

tory habituation/dishabituation task was chosen. The odorants used were (A) isoamyl-acetate

(SAFC, Hamburg, Germany), (B) 4-methylcyclohexanol (Sigma Aldrich, Steinheim, Germany),

and (C) 3-octanol (Sigma Aldrich, Steinheim, Germany). All odorants were diluted 1:100 in

paraffin oil (Sigma Aldrich, Steinheim, Germany). These odorants are described as being per-

ceived dissimilar (Mandairon et al., 2006) and in a preliminary experiment, C57BL/6J wild-type

mice did not show a preference for any of these odors when being exposed to them in an open

field apparatus (data not shown).

The OH was conducted at an age of 80 ±2) days with 14 TRIM32 knockout and 18 wildtype

male mice accordingly to the protocol by (Yang and Crawley, 2009) with slight modifications.

For each trial the mouse was placed into a clean cage (Macrolon type I, 19 x 10 x 13 cm) filled

with fresh bedding. In the center of the cage lid, a wooden cotton swab (15 cm, PARAM GmbH,

Hamburg, Germany) was attached so that its tip reached into the cage for ca. 7 cm. In order to

acclimate to the new environment, the mouse was left undisturbed in the cage for 2530 min. The

cage was then transferred to a chamber that was directly connected to the air ventilation system

of the animal housing facility in order to minimize surrounding odors and also to eliminate any

scents previously applied as fast as possible.



A.4. Material and Methods 177

Each tested mouse was firstly exposed to distilled water and subsequently to three different

odors (the order of odors was randomized for each mouse). Each substance was applied 3

times in a row with an inter trial interval of 30 s. The experimenter observed the behavior for 90

s and measured the time the mouse spent sniffing on the cotton tip (snout closer than 2 cm),

the latency of the first sniff, and the number of sniffs. The test was repeated after 10 days in

order to measure long-term olfactory memory.

A.4.7 Injection of Bromodeoxyuridine (BrdU)

Animals were injected with 50 mg/kg BrdU on 3 consecutive days and sacrificed after the in-

dicated time. Sections were incubated with 2 M HCl in PBST (PBS+0.3% Triton) for 25 min at

37 °C for denaturation of the DNA, neutralized with 0.1 M sodium tetraborate (pH 8.5) for 7 min

at room temperature and stained with an anti-BrdU antibody (AbDSerotec). On day 107109 at

12 a.m., the mice received a BrdU injection and at day 123, the animals were sacrificed. The

brains were dissected and analyzed (Hillje et al., 2013). For quantification of BrdU+ cells in

the DG, two sections each of 5 wt and 5 TRIM32 ko brains were analyzed, for quantification of

BrdU+ cells in the OB, two sections of 4 wt and 4 TRIM32 ko mice were used. In each case, the

mean of BrdU+ cells in TRIM32 ko tissue was normalized to the mean of BrdU+ cells in sections

of wt brains.

A.4.8 Immunohistochemistry of Free-Floating Sections

Mice were deeply anesthetized by intraperitoneal injection of 0.017 ml of 2.5% Avertin (100%

stock solution: 10 g 2, 2, 2-Tribromoethanolin 10 ml tert-Amylalcohol) per gram of body weight

and sacrificed by perfusion. Brains were fixed overnight at 4 °C in 4% paraformaldehyde in

phosphate buffer saline (PBS). Later, sections of 40µm were prepared using a vibratome (Le-

ica, Wetzlar, Germany) and blocked for at least 1 h in TBS (0.1 M Tris,150 mM NaCl, pH 7.4)

containing 0.5% Triton x 100, 0.1% Na-Azide, 0.1% Na-Citrate, and 5% normal goat serum. Im-

munostainings were performed by incubation of the sections with primary antibodies diluted

in the blocking solution for 48 h at 4 °C on a shaker, followed by incubation with the sec-

ondary antibody diluted in the blocking solution for 2 h at room temperature. Finally, sections

were mounted in AquaMount (DAKO, Glostrup, Denmark). The following primary antibodies

were used for immunohistochemistry: anti-Neuronal Nuclei (NeuN) (mouse, Millipore), anti-

Doublecortin x (guinea pig, Millipore), anti-TRIM32-1137 (Figure A.1A, rabbit, Gramsch Lab-
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oratories, Schwabhausen, Germany), anti-TRIM32-GS (Figure A.1B, rabbit, Gramsch Labora-

tories, Schwabhausen, Germany). As secondary antibodies Alexa goat anti-rabbit-568, Alexa

goat anti-rabbit 568, Alexa goat anti-mouse 488, Alexa goat anti-mouse 568, and Alexa goat

anti-guinea pig 568 (all from Invitrogen) were used. Nuclei were stained using Hoechst 33342

(Invitrogen). Images were collected by confocal microscopy using ZEN software (Zeiss, Jena,

Germany); image analysis was performed with the ZEN software, Adobe Photoshop, Image J

software, and Imaris software (Bitplane).

A.4.9 Terminal Deoxynucleotidyltransferase-Mediated Dutp Nick End Labeling

(TUNEL)

TUNEL staining was used to detect DNA fragmentation in situ and performed with the In Situ

Cell Death Detection Kit, TMR red (Roche, Cat.-Nr. 12156792910) according to manufacturer’s

instructions. In brief, 40µm brain sections of mouse brains were obtained as described above

and blocked for 1 h at room temperature in TBS containing 0.5% Triton x-100, 0.1% Na-Azide,

0.1% Na-Citrate, and 5% normal goat serum. Sections were washed in PBS twice for 5 min

each in PBS and incubated with the TUNEL labeling solution. Therefore, two brain sections

were simultaneously incubated with 250 µl of TUNEL labeling solution in one well of a 24-

well plate for 1 h at 37 °C covered with aluminum foil. Sections were once washed with PBS

containing Hoechst for 10 min at room temperature to stain nuclei. Before mounting sections

in AquaMount (DAKO, Glostrup, Denmark) they were once washed in PBS for 10 min at room

temperature. TUNEL positive (TUNEL+) cells were counted.

A.4.10 Statistics

Graphics presented and statistics carried out were done using the statistical software "R" Ver-

sion 2.15.0 (R Core Team, 2012). A significance-level (α) of 0.05 was selected. Data were

analyzed using t-tests for comparisons between genotypes. The learning performance in the

BM was analyzed using a repeated measures ANOVA with genotype as the between subject

factor and trial as the repeated measure. Olfactory habituation within each genotype was ana-

lyzed by paired t-tests comparing the last trials of habituation with the respective first trial of a

newly presented odor. Differences between genotypes were analyzed by unpaired t-tests com-

paring the first trials of each presented odor. In addition, Sigma Plot was used (Systat Software,

Inc., San Jose, USA).
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Figure A.1. TRIM32 is upregulated upon neuronal differentiation of subventricular zone (SVZ)
and dentate gyrus (DG) stem cells. Free floating sections from adult mouse brain stained with
the indicated antibodies. (A) Free floating sections from adult Nestin-GFP mice stained with
the indicated antibodies. (*) highlights neural stem cells in the DG and SVZ, (>) marks mature
neurons. Scale bar = 20µm(B) Free floating sections from wt mice stained with the indicated
antibodies. Images in the lower panel represent high magnification of the indicated areas
labeled in upper image. Scale bar = 30 Îijm for upper image, 10µm for lower panel. RMS,
rostral migratory stream; GCL, granular cell layer; OB, olfactory bulb.
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A.4.11 Metabolite Extraction

A.4.11.1 Brain Tissue

For quenching, dissected brain tissues (mainly consisting of striatum, cortex, RMS, SVZ, and

Hippocampus) were directly snap-frozen in liquid nitrogen and stored at 80 °C until metabolite

extraction. Pre-weighted brain tissues were transferred in 2 ml-Precellys tubes prefilled with

0.6 g ceramic beads (� 1.4 mm, Peqlab, Germany) and the appropriate amount of extraction

fluid (MeOH/H2O, 40+8.5, v/v) was added. For sample lysis, a Precellys24 (Bertin, France)

homogenizer was used (30 s at 6000 rpm). The temperature was held at 0 °C by using the

Cryolys cooling option (Bertin, France). Then water (200µl/100 mg tissue) was added to the

homogenized tissue fluid, followed by chloroform (400µl/100 mg tissue). The homogenate was

incubated for 20 min at 4 °C under continuous shaking. After the incubation period, the samples

were centrifuged at 14,000 xg for 5 min at 4 °C. Finally, 20µl of the upper aqueous phase

were transferred into a sample glass vial with micro insert. Samples were evaporated using a

CentriVap Concentrator (Labconco, USA) at 4 °C.

A.4.11.2 Cell Culture

Cells were grown in six-well plates. For higher signal intensity two wells were pooled. First, the

cells in all wells were washed with 1 ml 0.9% NaCl. After quenching with 0.4 ml cold methanol

(20 °C ) and adding an equal volume of cold water (4 °C), cells were collected with a cell scraper

and transferred into the second well followed by cell scraping.

The cell extract was transferred into reaction tubes containing cold chloroform (20 °C). The

extracts were incubated at 4 °C for 20 min under shaking followed by centrifugation at 16,000 x

g for 5 min at 4 °C. 0.3 ml of the polar phase were transferred into sample glass vials with micro

inserts and evaporated using a CentriVap Concentrator (Labconco, USA) at 4 °C.

A.4.12 Derivatization and GC-MS Analysis

Metabolite derivatization was performed by using a multi-purpose sampler (GERSTEL,

Germany). Dried samples were dissolved in 15µl pyridine, containing 20 mg/ml

methoxyamine hydrochloride, at 40 °C for 60 min under shaking. After adding 15µ

N−methyl−N−trimethylsilyl−triflouroacetamide (MSTFA) samples were incubated at 40 °C for

30 min under continuous shaking.
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GC−MS analysis was performed by using an Agilent 7890A GC coupled to an Agilent 5975C

inert xL MSD (Agilent Technologies, Germany). A sample volume of 1 mul was injected into a

Split/Splitless inlet operating in splitless mode at 270 °C. The gas chromatograph was equipped

with a 30 m DB-35MS capillary column + 5 m DuraGuard capillary in front of the analytical

column (Agilent J&W GC Column).

A.4.12.1 Brain Tissue Extracts

Helium was used as carrier gas with a constant flow rate of 1.2 ml/min. The GC oven temper-

ature was held at 80 °C for 1 min and increased to 320 °C at 15 °C /min. The final temperature

was held for 8 min. The total run time was 25 min.

A.4.12.2 Cell Culture Extracts

Helium was used as carrier gas with a constant flow rate of 1.0 ml/min. The GC oven tem-

perature was held at 80 °C for 6 min and increased to 300 °C at 6 °C /min. After 10 min, the

temperature was increased at 10 °C /min to 325 °C for 4 min. The total run time was 59.167

min.

The transfer line temperature was set constantly to 280 °C. The MSD was operating under

electron ionization at 70 eV. The MS source was held at 230 °C and the quadrupole at 150 °C.

Full scan mass spectra were acquired from m/z 70 to 800. The total run time was 25 min. Ion-

chromatographic deconvolution, chromatogram alignment, identification and semi-quantification

of metabolite amounts was done with the MetaboliteDetector software (Hiller et al., 2009). TIC

normalization was performed to minimize systematic errors during measurement. In detail, the

peak area of every compound in a sample was divided by the summed sample signal of all

compounds in this sample.

A.4.13 Metabolic Network Modeling

Metabolic network models for wild type and TRIM32 mutated neuronal stem cells were built with

the FASTCORMICS workflow (Pires Pacheco and Sauter, 2014) that allows the reconstruction

of metabolic models based on microarray data. FASTCORMICS comprises a discretization step

based on barcode (Zilliox and Irizarry, 2007), that computes for each probe set of the microarray

a z-score for the measured intensity levels after frma normalization (McCall et al., 2011) against

a standard intensity distribution of non-expressed genes obtained from a collection of thousands
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of arrays for the same platform stored in the mogene.1.0.st.v1frmavecs vector. The z-scores

were then mapped to the reactions of the mouse model iSS1393 (Heinken et al., 2013) via

the Gene-Protein Rules. Reactions with z-scores of zero and below in two out of three arrays

were considered as non-expressed and removed from the model. Reactions associated to z-

scores above 5 in two of three arrays constitute the set of core reactions. FASTCORMICS builds

then consistent compact models that contain a maximal number of core reactions for the two

different conditions while not including reactions regulated by non-expressed genes. Random

sampling (Becker et al., 2007) of the possible solution space was then performed to obtain a

qualitative estimate of the flux distribution allowed by the network topology and constraints of

the two models when maximizing for the glycolysis pathway (PGM).

A.5 Results

A.5.1 TRIM32 is Upregulated upon Differentiation of Subgranular and Subven-

tricular Zone Neural Stem Cells

To analyse TRIM32 protein expression by immunofluorescence stainings in NSCs of the adult

brain, we used sections from Nestin-GFP mice. In these mice, NSCs in the SVZ and the DG

express GFP driven by a Nestin promotor (Yamaguchi et al., 2000). Expression of TRIM32

protein in the SVZ-OB system has been described earlier (Hillje et al., 2013) and was repeat-

edly analyzed to compare expression levels of TRIM32 protein in progenitor cells of the SVZ

with progenitor cells of the DG. Staining of sections from Nestin-GFP mice with an antibody

against TRIM32, that has been shown to be specific before in immunohistochemical as well as

biochemical approaches (Schwamborn et al., 2009; Hillje et al., 2011), revealed that TRIM32

protein is virtually absent from adult NSCs (type B cells) in the SVZ as well as DG NSCs (A.1A).

NSCs and neuroblasts reside only the very inner layer of the DG. As soon as they become

immature neurons and finally granule cells, they enter the outer layers of the DG. Cells in these

layers show a strong nuclear TRIM32 expression (Figure A.1A), indicating that TRIM32 protein

is upregulated upon differentiation of DG NSCs.

Stem cells of the SVZ give rise to transient amplifying cells, which in turn differentiate into

neuroblasts. Neuroblasts are generated in the SVZ and migrate toward the OB along the RMS.

Co-staining of the neuroblast marker doublecortin and TRIM32 in sections from adult wildtype

mice (wt) brains indicate that neuroblasts located in the distal part of the RMS express TRIM32
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in the cytoplasm as well as in the nucleus (Figure A.1B). Once these cells reach the OB, TRIM32

is strongly expressed in the nucleus. These data indicate that TRIM32 protein expression is

upregulated upon neuronal differentiation of DG subgranular and SVZ NSCs. Furthermore,

they are in good agreement with the TRIM32 expression pattern in the SVZ-OB system that we

have shown previously (Hillje et al., 2013).

A.5.2 Loss of TRIM32 leads to more Newly Generated Neurons and Less Apop-

tosis in the SVZ OB System but not the DG

Since TRIM32 is upregulated during the critical period of differentiation of progenitors into neu-

rons in the SVZ and DG, we analyzed rates of neurogenesis in the SVZ - OB system and DG

of wt and TRIM32 deficient mice. BrdU was applied to mice from both genotypes on 3 consec-

utive days and the brains were fixed 14 days after the last injection. Compared to wt mice, we

found a significant increase in the density of BrdU+ cells in the granule cell layer (GC) of the

OB of TRIM32 ko mice (Hillje et al., 2013). In contrast, also there is a tendency toward more

BrdU+ cells in the DG of TRIM32 ko mice, this tendency did not reach statistical significance

(Figure A.2A,B). The higher density of BrdU+ cells in the OB GC of TRIM32 ko mice could either

be due to an increase in proliferation of progenitor cells or increased survival of newly generated

neurons in the OB. Recently, we have shown that the density of cell cycle active cells (Ki67+) is

higher in the SVZ-OB system of TRIM32 ko mice (Hillje et al., 2013). However, the density of

cell cycle active cells was unchanged in the DG (data not shown). Concerning the rate of cell

death, the amount of Casp3+ as well as TUNEL+ cells was significantly reduced in the OB of

TRIM32 deficient mice (Hillje et al., 2013). In the DG, we did not find significant changes in the

amount of apoptotic cells (Supplementary Figure 1). Taken together, these data implicate that

loss of TRIM32 leads to an overproduction of newly generated neurons and less apoptosis in

the OB. No significant changes were observed in the DG.

A.5.3 Loss of TRIM32 does not Impair Exploratory Behavior, Anxiety Related

Behavior and Spatial Learning but Leads to Increased Numbers of Stops

in the Open Field Test

A health check did not reveal any significant differences between the genotypes. Furthermore,

no severe deficits that would have excluded animals of either genotype from further analysis

were observed. The weight development of individual mice was monitored during the course
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Figure A.2. Loss of TRIM32 is not influencing the rates of adult-born neurons in the dentate
gyrus (DG) significantly. (A) Freefloating sections including the DG of wildtype (wt) and
TRIM32 ko mice that were injected with BrdU and stained with the indicated antibodies. Scale
bar = 20 µm. (B) shows the quantifications of (A). N = 5 mice (p < 0.05). GCL, granular cell
layer; SGZ, subgranular zone.
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of the study for 15 weeks. At first weighing at an age of 22 days, TRIM32 knockout mice

weighed significantly less compared with wild-type conspecifics (mean ko: 6.78 g, wt: 7.96 g).

This difference disappeared during the following weeks where both genotypes were virtually

indistinguishable from each other (Supplementary Figure 2).

In the Elevated Plus Maze neither the percentage of time spent on open arms nor the per-

centage of entries into open arms did differ significantly between the genotypes (Figure A.3A).

Additionally measured parameters for general activity did not reveal any significant genotype ef-

fects. In the Open Field Test no significant differences between the genotypes were detectable

concerning the traveled path length (Figure A.3B). However, TRIM32 knockout mice were ob-

served to show a significantly increased number of stops (Figure A.3B).

In order to analyze visual spatial memory a Barnes Maze test was conducted. Mice of both

genotypes significantly learned to find the position of the correct hole during the course of the

training phase of 4 consecutive days indicated by a significant trial effect revealed by a repeated

measures ANOVA [F(1, 170) = 392.86, p < 2e-16] (Figure A.3C). The genotypes, however, did

differ neither during the training phase nor in the probe trial or the re-trial. Thus, loss of TRIM32

does not impair exploratory behavior, anxiety-related behavior but leads to increased number of

stops in the open field test.

A.5.4 TRIM32 Deficiency Impairs Olfactory Discrimination

To determine the influence of increased neurogenesis due to loss of TRIM32 on olfactory ca-

pabilities, olfactory memory was tested by means of an olfactory habituation test. Each tested

mouse was firstly exposed to distilled water and subsequently to three different odors. Each

substance was applied three times in a row with an inter trial interval of 30 s. Both genotypes

habituated to the repeated presentation of distilled water on a cotton swab. After habituation to

distilled water mice of both genotypes significantly increased sniffing time toward the new odor

indicating general olfactory abilities (Figure A.4A). This was true for all three odors. Mice of

both genotypes habituated to the odor comparable to the presentation of distilled water. But,

the decrease of the sniffing time from the first to the second presentation was significantly lower

for TRIM32 ko mice compared to wt mice for odor 2 and 3 (Figure A.4B). Compared to the initial

sniffing time of the first trial, TRIM32 knockout mice spend less time sniffing at trial 2 and 3

without recognizing the already known odor. Thus, habituation levels were weaker for TRIM32

knockout mice.
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Figure A.3. (A) Percent time on open arms in the Elevated Plus Maze (EPM): ko vs. wt: Two
Sample t-test, t = 0.17, p = 0.86 (n.s.), Nko = 14, Nwt = 20. (B) Left: Path length traveled in the
Open Field Test: ko vs. wt: Two Sample t-test, t = 0.15, p = 0.88 (n.s.), Nko = 14, Nwt = 21.
Right: Number of stops while exploring the Open Field arena: ko vs. wt: Two Sample t-test, t =
2.36, p = 0.025 (*), Nko = 14, Nwt = 21. (C) Mean time to find the correct hole on the Barnes
maze. Repeated measures ANOVA revealed a highly significant effect of trial, indicating that
both genotypes learned the position of the correct hole [F(1, 170) = 392.86, p < 2e-16]. There
was no effect of genotype. In addition a comparison of the areas under the learning curves did
not reveal any significant differences between ko vs. wt, AUC-Analysis: Two Sample t-test, t =
1.02, p = 0.32.
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Figure A.4. (A) Mean time spent sniffing on different odors in the Olfactory Habituation Test.
Odors were presented three times in a row and subsequently a new odor was presented.
Significant differences between the time spent sniffing in the last trial of a known odor
compared with the first presentation of a new odor are indicated by asterisks between the lines
(paired t-tests, *p < 0.05, **p < 0.01, ***p < 0.001). Differences between the genotypes
regarding the time spent sniffing in the first trial of a newly presented odor are indicated by
asterisks above the curves (Two sample unpaired t-tests). Nko = 14, Nwt = 18. (B) Bar
diagrams representing the slope that indicates the rate at which the sniffing time decreases
from the first to the second trial (1→ 2) and second to the third trial (2→ 3) for the indicated
odors. Differences in genotypes are indicated by asterisks (*p < 0.05, **p < 0.01) (according to
normal distribution of the values t-test for odor 1, MannâĂŞWhitney Rank Sum Test for odor 2
and 3). Nko = 14, Nwt = 18.
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In general, compared to wt mice, TRIM32 ko mice spend shorter sniffing times at the cotton

swap for all odors already from the very first presentation of the odor. Taken together, increased

rates of neurogenesis due to loss of TRIM32 do not lead to an increased olfactory activity but in

contrast even impair olfactory performance.

A.5.5 Loss of TRIM32 Leads to Deregulated Brain Metabolism

Accumulating evidence suggests that a deregulation of certain molecular pathways leads to the

formation of brain disorders as well as anxiety and depression related phenotypes. To identify

affected anxiety and depression related pathways, we performed metabolomic analyses from

brain tissue of 3 wt and 4 TRIM32 ko mice. Two hundred and ten metabolites were detected

by GC/MS of which 75 have been identified using our in-house mass spectral metabolite li-

brary (Supplementary Figure 3). Statistical analysis revealed that levels of nine out of these

210 metabolites differed significantly in levels of concentration between the two genotypes (p

< 0.05). Of those, five have been be identified (Figure A.5A). These metabolites are phospho-

monomethylester, 3-phosphoglyceric acid, cysteine, putrescine, and uracil. The concentration

of 3-phosphoglyceric acid, which is a metabolic intermediate in glycolysis and is also a switch-

ing point to glycine and serine metabolism, was significantly higher in the tissue of TRIM32 ko

mice (Figures A.5B,C). A similar significant increase was found for cysteine, which is related

to serine, methionine, and glutathione metabolism. Concentrations of the degradation product

putrescine, that has been linked to methionine metabolism as well, were elevated in a similar

way (Figures A.5,C). The mouse brain tissue that was used for our metabolomics analysis not

only contains NSCs but represents a mixture of multiple cell types. To investigate the relevance

of these results for NSCs we performed the same analysis using a pure population of cultured

NSCs (Supplementary Figure 4). From the five identified metabolites that significantly differed

in their concentration from wt to TRIM32 ko brain tissue, putrescine and 3-phosphoglyceric acid

were also significantly upregulated in TRIM32 ko NSCs.

Finally, we wanted to get a more systemic view of deregulated pathways that might lead to

pathological changes in the brains of TRIM32 ko mice. Therefore, previously generated gene-

expression data from TRIM32 ko mice (Hillje et al., 2013) were linked to the results that were

obtained in the metabolomic analysis of wt and TRIM32 ko brains. Genome-scale metabolic

network models were reconstructed via the FASTCORMICS workflow making use of the avail-

able microarray data (Pires Pacheco and Sauter, 2014). The wt and TRIM32 ko models contain
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Figure A.5. (A) Heatmap showing metabolites that differ significantly between wt and TRIM32
ko mice (Student’s t-test, p-value < 0.05). Medians of three technical replicates were used as
basis for this data analysis. For visualization the individual intensities for each compound were
divided by its mean intensity across all replicates. Colors represent metabolite levels in
TRIM32 ko and wt brain tissue. Clustering was performed on Euclidean distances using
Ward’s minimum variance method. Three wt and 4 ko animals were used for analysis. (B)
Relative concentration of metabolites that differ significantly in concentration between wt and
TRIM32 ko mice. Data were calculated as means with standard error of the mean and values
of TRIM32 ko mice were normalized to wt values. (C) Schematic overview depicting
metabolomic pathways to which metabolites that were significantly different in concentration
are linked to and their involvement in brain disorders and behavioral phenotypes.
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735 and 635 reactions, respectively, with 516 reactions being shared between the two models,

indicating some metabolic differences between the two conditions. Both models are available in

SBML format as Supplementary Files. A qualitative estimate of the flux distribution of the path-

ways containing the significantly changed metabolites was then obtained by random sampling

of the possible solution space (Figure A.6). It suggests in the ko model a decreased consump-

tion of 3-phosphoglyceric acid by the phosphoglycerate dehydrogenase, the first enzyme in the

serine biosynthesis pathway. This in turn leads to a slight accumulation of the glycolytic in-

termediate 3-phosphoglyceric acid, as observed in the metabolite measurements (Figure A.5).

Taken together, we were able to show that there is a difference in metabolic profiles between wt

and TRIM32 ko brains. In addition, modeling the estimation of flux distribution suggests that the

increase of 3-phosphoglyceric acid, which was significantly deregulated in the TRIM32 ko brain

tissue as well as in the TRIM32 ko NSC culture, might be due to a decreased consumption by

phosphoglycerate dehydrogenase.

Figure A.6. Flux distribution estimated by random sampling for the wild type and the mutant
models built via the FASTCORMICS workflow. (A) Random sampling results. Ratio of the flux
rates for phosphoglycerate kinase (PGK), phosphoglycerate mutase (PGM), and
acetylphosphatase (ACYP) over glyceraldehyde dehydrogenase (GADP) represented in blue
for the wild type and in red for the mutant. (B) Schematic representation of the qualitative wild
type (dark gray) and mutant (light gray) fluxes over the glycolysis pathway.

A.6 Discussion

We recently demonstrated that the absence of TRIM32 in knockout mice led to increased pro-

genitor cell proliferation and less cell death, both effects accumulate in an overproduction of



A.6. Discussion 191

adult generated olfactory OB neurons of TRIM32 knockout mice (Hillje et al., 2013). Here,

we show that such an increase does not necessarily lead to better olfactory performance but

contrary, TRIM32 knockout mice even show impaired olfactory habituation.

The performed olfactory habituation assay evaluates the habituation to known odors as well

as the detection of a new odor. Although it might be possible that TRIM32 ko mice merely

lack interest or motivation in sniffing new odors, we believe that the increase of sniffing time

for the first presentation of a new odor following the presentation of water or following the third

presentation of an already presented odor indicates that there is general interest in a new odor.

For both genotypes the sniffing time for the first presentation of odor 1 is significantly longer

compared to the sniffing time of the last presentation of water. The same is true for the first

presentation of odor 2. For the first presentation of odor 3 there is an increase even though

not significant for TRIM32 ko mice. If TRIM32 ko mice would have no interest or motivation we

would not expect to see this increase. In addition, these results point to the fact that TRIM32

ko mice are able to distinguish between the already known odor and a new odor. However,

the lower decrease of sniffing time upon the second and third presentation of subsequently

presented odors points to the fact that it takes TRIM32 ko mice longer to recognize the already

known odor, meaning an impairment of olfactory memory and habituation. However, we cannot

rule out that the lower decrease of sniffing time is a combinatorial effect of impaired memory

(habituation), lower discrimination (olfactory capabilities), and lower interest. Anyways, since we

tested a battery of non-olfactory based behavioral tests that showed no differences regarding

emotional and motivational states (with respect to anxiety-related behavior tested in the EPM,

motivation to gain access to the home cage and general learning performance tested in the

Barnes Maze Test) we believe that lack of motivation is most probably not the main cause

of the observed behavior. Furthermore, we also cannot fully exclude that TRIM32 deficient

olfactory neurons are dysfunctional and this potential dysfunction contributes to the observed

phenotypes.

Although there have been conflicting results in the past and its exact function could not be

fully determined yet, adult neurogenesis seems to play an important role in olfactory processes

including olfactory discrimination, memory and associative learning (for review see (Breton-

Provencher and Saghatelyan, 2012)). Our data indicate that olfactory habituation was signifi-

cantly impaired in TRIM32 ko mice. Thus, the mere number of newly generated neurons itself

does not guarantee an improvement of olfactory information processing. These results are in
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line with findings by (Mechawar et al., 2004), who found that an increased number of granule

cells due to a decreased apoptosis rate did not result in enhanced olfactory abilities, but lead to

a declined short-term memory of odors. We hypothesize that due to the increased proliferation

and decreased cell removal rates, the newborn interneurons are defectively integrated into the

circuitry and therefore the animals show impaired olfactory functioning. Strikingly, long-term

memory seemed not to be affected of this as the knockout mice showed similar habituation to

the odors as their conspecifics after a second introduction of the same odor set after 1 week

(data not shown). Most interestingly, other behavioral domains (such as exploratory behav-

ior, anxiety-like behavior, and spatial learning) were not affected by the lack of TRIM32. The

only remarkable difference we found was the number of stops conducted during the Open Field

Test. Stopping while exploring a new environment is a typical behavior shown by mice. We

speculate that the later shown olfactory deficits most likely have increased the demand for such

back-pedaling behavior in order to gain information in the face of impaired olfactory capacities.

There is growing evidence that deregulation in metabolite concentrations leads to the formation

of brain disorders as well as anxiety- and depression-related phenotypes. Our statement that

the cell fate determinant TRIM32 is required for a balanced activity of the adult neurogenesis

process is supported by hints that point to a deregulation of several metabolic intermediates

that are connected to glycolysis, glycine or cysteine metabolism in TRIM32 knockout mice brain

tissue. Our data implicate that loss of TRIM32 leads to changes in the concentration of 3-

phosphoglyceric acid, a metabolite linked to glycolysis. Rates of glycolysis have been shown to

be deregulated in anxiety and depression-like phenotypes in systems biology approaches (Gor-

manns et al., 2011) as well as in different anxiety mouse models (Filiou et al., 2011; Zhang

et al., 2011). In addition, our data show significant changes in the levels of cysteine due to

loss of TRIM32. Cysteine is an intermediate of the trans-sulfuration pathway (methionine →

homocysteine→ cysteine) and thus glutathione synthesis. Glutathione is the major antioxidant

of the brain and is of particular importance for defense mechanisms against oxidative damage.

Methylation of DNA has been suggested to be involved in the cause of mood disorders and

strongly relies on the availability of methyl groups from s-adenosyl methionine (SAM). After pro-

viding its methyl group, SAM is regenerated via homocysteine and methionine where the methyl

group is provided either by trimethylglycine (betaine) or by 5-methyltetrahydrofolate. The latter

mainly derives its methyl group from serine via 5,10-methylenetetrahydrofolate. Oxidative stress

mechanisms and methylation have been implicated in remitted phases of major depressive dis-
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orders in humans (Kaddurah-Daouk et al., 2012) and deregulation in cysteine and methionine

metabolism were linked to depression and anxiety in a systems biology approach as well as

in a mouse model (Gormanns et al., 2011; Zhang et al., 2011). In addition to the above men-

tioned pathways, 3-phosphoglyceric acid functions in glycine and serine as well as cysteine

metabolism. Glycine is an inhibitory neurotransmitter in the spinal cord and brain stem with a

regulatory function in locomotor behavior (reviewed in (Legendre, 2001; Xu and Gong, 2010)).

Glycine synaptic transmission was suggested to be involved in psychiatric disorders (Zhang

et al., 2011). Since the used brain tissue contains multiple cell types, the metabolomics anal-

ysis was repeated using pure populations of cultured wt and TRIM32 ko NSCs. From the five

identified metabolites that significantly differed in their concentration between the two geno-

types in brain tissue, putrescine and 3-phosphoglyceric acid could be verified to be significantly

differently abundant in wt and TRIM32 ko NSCs.

However, the metabolomics approach is limited by only taking a snapshot look at one static

point. In order to get a more detailed understanding of metabolomics changes in TRIM32

ko brain, we modeled metabolomics fluxes by combining previously published gene expres-

sion (Hillje et al., 2013) and metabolic data. The ko model suggests a decreased consumption

of 3-phosphoglycerate by the phosphoglycerate dehydrogenase, the first enzyme in the serine

biosynthesis pathway, which leads to a slight accumulation of phosphoglycerate, as observed in

the metabolite measurements of the brain tissue as well as the NSC cultures. The deficiency of

3-phosphoglycerate dehydrogenase (3-PGDH) is the most reported defect that causes serine

deficiency disorders, a group of neurodevelopmental, neurometabolic disorders with congeni-

tal microcephaly, intractable seizures and severe psychomotor retardation (Van der Crabben

et al., 2013), implicating the pathological relevance of this pathway. In addition to deregulated

metabolic fluxes, loss of TRIM32 results in an overproduction of adult generated OB neurons,

and it cannot be excluded that different cell population sizes might cause changes of metabolite

levels in TRIM32 ko brains.

Even though no clear anxiety or depression like phenotype was found for TRIM32 knockout

mice in the behavioral tests, shorter sniffing times in olfactory habituation tests as well as more

stops in the Open Field tests might be hints for lower motivation or might even indicate slight

depression like behavior. However, the function of TRIM32 in depression and anxiety is still

controversial. Using a chronic unpredictable mild stress (CUMS) mouse model that generates

anxiety- and depression-like behavior, Ruan and colleagues showed that TRIM32 protein levels
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are downregulated in the hippocampus under mild stress (Ruan et al., 2014). However, at the

same time they demonstrate that a total loss of TRIM32 (knock-out mouse model) protects

against depression. Depression in general is associated to reduced levels of neurogenesis,

while in TRIM32 knock-out mice neurogenesis is increased. It seems tempting to speculate

that these two effects, in the CUMS depression model in TRIM32 knock-out mice, balance each

other leading to a normalized neurogenesis activity. Although in our TRIM32 ko mice we did not

observe any anxiety related phenotypes, in our metabolomics approach we detected several

metabolites to be deregulated which previously have been shown to be implicated in anxiety

and depression. Hence, such a systematic omics approach might be even more sensitive in

revealing fine changes in complex behaviors, which might be missed by conventional behavioral

assays.

Our study provides comprehensive data on how the deregulation of adult neurogenesis caused

by the loss of the cell fate determinant TRIM32 leads to a deregulation of metabolomic pathways

and finally results in an impairment of olfactory capabilities. These results highlight that the

function of the cell fate-determinant TRIM32 for a balanced activity of the adult neurogenesis

process exceeds the cellular level and has far-reaching effects on metabolomics pathways that

are linked to mood disorders as well as olfactory capabilities.



Review paper

B.1 Summary and contributions

Parts of the discussion were already published in the review: Towards improved genome-

scale metabolic network reconstructions: unification, transcript specificity and beyond

for which I share the co-authorship with Dr. Thomas Pfau. I wrote the chapters "Transcripts-the

information lost in reconstructions" and "Non-specific co-factors can cause loops".

B.2 Abstract

Genome scale metabolic network reconstructions provide a basis for the investigation of the me-

tabolic properties of an organism. There are reconstructions available for multiple organisms,

from prokaryotes to higher organisms and methods for the analysis of a reconstruction. One

example is the use of flux balance analysis to improve the yields of a target chemical, which has

been applied successfully. However, comparison of results between existing reconstructions

and models presents a challenge due to the heterogeneity of the available reconstructions, for

example, of standards for presenting gene-protein-reaction associations, nomenclature of me-

tabolites and reactions or selection of protonation states. The lack of comparability for gene

identifiers or model specific reactions without annotated evidence often leads to the creation of

a new model from scratch, as data cannot be properly matched otherwise. In this contribution,

we propose to improve the predictive power of metabolic models by switching from gene-protein-

reaction associations to transcript-isoform-reaction associations, thus taking advantage of the

improvement of precision in gene expression measurements. To achieve this precision, we dis-
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cuss available databases that can be used to retrieve this type of information and point at issues

that can arise from their neglect. Further, we stress issues that arise from non-standardized

building pipelines, like inconsistencies in protonation states. In addition, problems arising from

the use of non-specific cofactors, e.g. artificial futile cycles, are discussed, and finally efforts of

the metabolic modelling community to unify model reconstructions are highlighted.

B.3 Introduction

Over the last two decades, the increasing availability of genomic, proteomic and metabolomic

information has led to the generation of a multitude of metabolic network reconstructions (Kim

et al., 2012b). These reconstructions aim to represent our collective knowledge about the

metabolism of the reconstructed organisms. They serve as a source of information on their

target organism, and models derived from the reconstructions can be used to investigate its

metabolic capabilities. The available reconstructions cover multiple types of organisms, ranging

from microorganisms, like Escherichia coli (Reed et al., 2003; Orth et al., 2011; Keseler et al.,

2013) and Saccharomyces cerevisiae (Förster et al., 2003; Aung et al., 2013), to complex mul-

ticellular organisms, like Arabidopsis thaliana (Poolman et al., 2009; de Oliveira Dal’Molin et al.,

2010; Mintz-Oron et al., 2012) or Homo sapiens (Duarte et al., 2007; Ma et al., 2007; Thiele

et al., 2013).

Despite the availability of high quality protocols for the reconstruction of a genome-wide net-

work (Thiele and Palsson, 2010), efforts are far from consistent between different groups. The

most common differences are multiple naming schemes for reactions, metabolites, and genes,

along with different formats for reconstruction exchange. Some of the issues arising from these

differences have been discussed in (Monk et al., 2014). The main challenge is to compare net-

works generated by different reconstruction tools, or using different naming schemes (Kumar

et al., 2012). Furthermore, the lack of precise annotations leads to information being over-

looked that could improve the models resulting from reconstruction efforts. With automation of

model generation (Overbeek et al., 2005; Agren et al., 2013), in particular towards tissue spe-

cific submodels (Wang et al., 2012; Vlassis et al., 2014), it becomes ever more important that

reconstructions are curated in a consistent way.

There have been attempts to establish databases that can help in generating consistent

networks by providing links to multiple databases, like MetRxn or MetaNetX (Kumar et al.,
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2012; Ganter et al., 2013). These studies also highlighted the issues arising from the multitude

of naming schemes used. While we know that there are multiple pathways which are shared

between a multitude of organisms (like glycolysis or the Krebs cycle) finding these similarities

in reconstructions is challenging. The authors of MetRxn report that by using simple string

matching techniques only three reactions could be directly inferred as being identical in a set of

over 30 models (Kumar et al., 2012). Thus unification is paramount to determine the novelty of

new reconstructions.

Unified representation, however, is not the only issue with current reconstructions. Most recon-

structions rely purely on genetic information for functional annotation, however recent advances

in both microarray and RNA-seq technologies provide information about mRNA on a transcript

level. Inclusion of this kind of information could potentially increase the accuracy of models.

Another issue that can influence predictions is cofactor specificity, which has been shown to

be influential in metabolic modelling (Cheung et al., 2013). In this paper we will highlight po-

tential approaches to unify metabolic network representations, and highlight the importance of

transcript specificity to metabolic networks. We will further elaborate on the issues arising from

cofactor specificity in metabolic network analysis (e.g. sets of reactions using either NADPH

or NADH, which can form futile cycles indicating those reactions as active while in truth they

are disconnected from the network). Finally, we will provide an overview of projects aiming at

improving the current lack of unification, by coordinating multiple reconstruction efforts for the

same organism, or creating databases with compatible networks.

B.4 Steps towards a unification of model representation

Metabolites and reactions linking them form the core of a metabolic network. Additional infor-

mation is often provided in the form of genes which are coding for enzymes catalysing a specific

reaction. These can be simply lists of genes associated with a reaction, or they can form gene-

protein-reaction association (GPR) rules representing protein complex formation. To provide

this information multiple different types of formats have been used (see Table B.1). Some,

like the Systems Biology Markup Language (SBML, (Hucka et al., 2003)) or spreadsheets are

platform-independent while others, like MATLAB structs, depend on a specific software. The ad-

vantage of SBML over other formats is its versatility, and general usability by almost all current
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Model Style Description Advantages // Disadvantages Examples
SBML/COBRA SBML with additional

information in the
notes sections of en-
tries (Schellenberger
et al., 2011a)

Models are usable in any SBML capable
tool but the additional information needs
explicit parsers. Tool independent. //
There is no clear definition of used fields
in the SBML format and different groups
use multiple different data fields.

BiGG mod-
els (Schellenberger
et al., 2011b),
MetaCyc
SBMLs (Caspi
et al., 2014),
iJO1366 (Orth et al.,
2011)

SBML/Mod SBML using Modi-
fierSpecies to define
GPRs

Models are usable in any SBML capa-
ble tool. Genes can be linked to multi-
ple sources. Proteins can be encoded
and linked explicitly. Tool independent. //
Needs parsers that make use of these
properties. Lacks a defined standard
how ModifierSpecies have to be defined.

HMR (Mardinoglu
et al., 2014a),
yeast consen-
sus (Aung et al.,
2013)

SBML/FBC SBML with FBC exten-
sion for flux balance
analysis specific in-
formation (Olivier and
Bergmann., b)

Uses SBML defined fields (from the FBC
extension) to provide FBA specific infor-
mation. Proteins can be encoded (and
identified) explicitly. Tool independent.
// FBC extension not yet processed by
many tools.

BiGG2
Database (Systems
Biology Research
Group, 2015)

Toolbox specific
formats

Formats specific to
one modelling tool
e.g. COBRA MAT-
LAB files (Schellen-
berger et al., 2011a)
or ScrumPy .spy
files (Poolman, 2006)

Files can directly be used in the respec-
tive toolbox and can contain additional
information. // Not easily loaded into
other tools.

Recon2 (Thiele
et al., 2013),
iMM1415 (Sigurds-
son et al., 2010)
(Poolman et al.,
2009)

Spread sheets Commonly multiple
sheets or files with
compounds, reactions
and genes

Easily accessible for non computational
users. Tool independent. // Difficult to
parse for further analysis, due to the lack
of a standard format.

HepatoNet (Gille
et al., 2010),
(Oh et al., 2007),
iNJ661 (Jamshidi
and Palsson, 2007)

Table B.1. Different formats for the exchange of metabolic models. Annotation of the SBML is
either achieved by COBRA notes fields (e.g. for Database links), or using bio qualifiers (BQ)
and the annotation class of SBML. Both types have been used in combination with SBML/Mod
and SBML/COBRA, even though commonly SBML/COBRA models do not include BQ
annotations, as they rely on the COBRA annotations.
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software tools specific to metabolic modelling (for recent reviews on these tools see (Laksh-

manan et al., 2014) or (Dandekar et al., 2014)). Nowadays, most models are indeed published

in the SBML format(Schatschneider et al., 2013; Mardinoglu et al., 2014a; Dias et al., 2014;

Larocque et al., 2014). In addition, many software tools, even if they have an alternative in-

ternal storage format, like ScrumPy(Poolman, 2006), COBRA (Schellenberger et al., 2011a),

RAVEN (Agren et al., 2013), or Pathway Tools (Karp et al., 2010), provide some type of import

and export functionality to read and generate SBML files that can be used as input into other

tools. However, there are still models like the latest versions of the popular metabolic network

reconstruction of Homo sapiens, Recon2, which are only available as a MATLAB export specific

to the COBRA toolbox environment (Schellenberger et al., 2011a). Beyond the common general

file format models tend to diverge substantially.

B.4.1 Flux balance specific information

Gene-protein-reaction (GPR) association rules, which are commonly used to link gene expres-

sion or proteomics data to metabolic networks (Becker and Palsson, 2008; Jerby et al., 2010;

Agren et al., 2012; Yizhak et al., 2014a), are inconsistently represented in different models.

While some reconstructions provide those GPRs in supplemental spreadsheets (Gille et al.,

2010), the COBRA toolbox defines additional fields in the SBML Notes section of a reaction,

that contain the GPR rules (Schellenberger et al., 2011a). Recently some reconstructions,

like the yeast consensus model (Aung et al., 2013) or the Human Metabolic Reconstruction

(HMR) (Mardinoglu et al., 2014a), provide ModifierSpecies which are annotated as being en-

coded by specific genes using bio-qualifiers (Li et al., 2010). The COBRA toolbox also added

further information into the Notes section, including metabolite formula and charge information,

or information on pathways that include a given reaction. While this information is useful for net-

work analysis, it lacks a clear definition of which fields can be used or should be present. Thus,

multiple different fields have been used across models, with some fields remaining undefined in

some models. However, this information could also be provided within the annotation field of a

metabolite or reaction using biomodel qualifiers (BQ) (Li et al., 2010), e.g. a reaction isPartOf a

specific pathway, without the necessity of additional field definition. Another specification made

by the COBRA toolbox was to use the kineticLaw field to define flux constraints, thus using a

structure that is not designed to hold this information but is supposed to be used for real ki-

netic information. Since SBML is a general systems biology representation, this could lead to
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confusion if the structure of a stoichiometric model is imported into a kinetic tool. These incon-

sistencies in the use of SBML, in addition to the increasing amount of available reconstructions,

have prompted the development of the ’FBC’ extension (Olivier and Bergmann., a) to SBML,

which covers many aspects specific to flux balance analysis (FBA). While initially only providing

support for flux bounds and providing additional SBML fields for charge and formula within the

Species class, the latest version (Version2, Release 1 (Olivier and Bergmann., b)) also provides

facilities to handle GPRs, including the option to add gene products (thus directly adding protein

identifiers to the model along with gene/transcript identifiers). FBC further allows the inclusion

of specific settings for simulations in FluxObjectives. The clear definition of the FBC extension

along with its direct link to the SBML specification makes it an ideal choice for data provision.

B.4.2 Naming conventions and comparability

While the ’FBC’ extension handles many of the aspects specific to flux balance models, there

is still wide diversity in naming schemes used for metabolite or reaction identification and the

choice of gene representation. Until now, there are no generally accepted naming conventions

for metabolites or reactions, and thus the choice of identifiers strongly depends on the database

used as a basis for the reconstruction, or how the researchers choose to define their system.

Naming schemes have included custom abbreviations (Feist et al., 2007; Flahaut et al., 2013),

consecutive numberings (Gille et al., 2010), or extracted identifiers from databases (Poolman

et al., 2009).

Newer reconstructions tend to make extensive use of the SBML annotation field, Systems Biol-

ogy Ontology (SBO) identifiers (see http://www.ebi.ac.uk/sbo/) and biomodel qualifiers. Usage

of these qualifiers in addition to adherence to standards defined as the “Minimum Information

Required In the Annotation of Models” (MIRIAM) (Le Novère et al., 2005) will make it possi-

ble to create universally applicable interpreters and tools. However, even when trying to ad-

here to the MIRIAM standards, it is important to select a proper set of resources to annotate

the model components. There are multiple databases for compounds (e.g. CHEBI (Hastings

et al., 2013), PubChem (Bolton et al., 2008), KEGG (Kanehisa et al., 2014), MetaCyc (Caspi

et al., 2014)), reactions (KEGG, MetaCyc, BRENDA (Schomburg et al., 2013), GO (Ashburner

et al., 2000)), proteins (BRENDA, UniProt (The UniProt Consortium, 2014), PDB (Berman et al.,

2000), ENZYME (Bairoch, 2000)) and genes (NCBI - Gene (Maglott et al., 2005), UniProt,

GeneDB (Logan-Klumpler et al., 2012), GeneCards (Safran et al., 2010)) with some (like KEGG

http://www.ebi.ac.uk/sbo/
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and MetaCyc) catering primarily to metabolism, while others are more comprehensive.

As new models are commonly accompanied by novel functionalities or entities, databases that

allow the deposition of new entries would be preferable. While the most popular metabolic

databases (MetaCyc and KEGG) do contain entry types on the most relevant entities, they

do not allow a direct deposition of new entries. They are therefore unsuitable for deposition

of newly developed models, as this would lead to new identifiers that cannot be directly used

by others. Using multiple databases to solve this issue can introduce new sources of errors.

For metabolites, one database might consider all compounds to be present at a certain pH

(like MetaCyc), while other databases represent the same compound as fully protonated (like

BRENDA). Thus, when trying to determine charge balance or hydrogen balance, issues arise

if inconsistent sources are used, and one source might not provide the required protonation

state for all compounds in the reconstruction. If novel compounds, proteins, or genes are in-

troduced in a reconstruction, we would recommend using CHEBI, UniProt and NCBI - Gene

to directly deposit the novel entries and use them to annotate the entities in the model. For

known compounds a selection of consistent sources (e.g. the same protonation state as in the

reconstruction) would, in our opinion, be more suitable than a large selection of databases, with

different definitions, to avoid confusion.

B.5 Transcripts - the information lost in reconstructions

As mentioned above, GPRs are informationally important in metabolic reconstructions, in partic-

ular when trying to integrate omics data into metabolic networks, e.g. to extract context-specific

models from a generic genome-wide reconstruction. The GPRs annotated in metabolic recon-

structions mostly consider only genes, completely neglecting the fact that one locus can be

translated in different variants through alternative splicing.

Alternative splicing (as shown in Figure B.1) allows increased diversity and regulatory complex-

ity of an organism without requiring a massive increase in genome size (Ladd and Cooper,

2002). It is particularly important in humans, with splicing variants affecting 95% of the

genes (Buck et al., 1992; Pan et al., 2008). Even if the different variants have mostly similar

functions, in some cases the alternative variants have opposing effects, like the FLICE isoforms

that are anti- and pro-apoptotic (Djerbi et al., 2001); provide insufficient activity, as in the in-

stance of the TAZ gene (Vaz et al., 2003); or inhibit the main isoform. An example for the latter
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is isoform i2 of UGT1A that negatively modulates the glucuronosyltransferase activity of isoform

i1 (Girard et al., 2007; Bellemare et al., 2010).

In general, several splice variants are simultaneously expressed, although usually one variant

dominates the others, accounting for on average 85% of the protein-coding mRNA at a given

loci (Rodriguez et al., 2013). The dominant variant is usually highly conserved during evolution,

But the expression pattern is constantly changing to meet cell- and condition-specific require-

ments (Lewis et al., 2010b). Not only do different celltypes have a different set of variants, but

also different individuals show different splicing. Furthermore, switch-like effects, where vari-

ants lose their dominant position in favour of other variants, were observed for hundreds of

genes during differentiation (Trapnell et al., 2010; Gonzàlez-Porta et al., 2013), demonstrating

the plasticity of a tightly regulated process. Alterations of the latter are implicated in numerous

pathologies, especially in cancer, and several splice variants are even considered as biomark-

ers, like PRKC-ζ-PrC for prostate cancer, Nek2C for breast cancer and CD-44 splice variants

for colon cancer (Yao et al., 2012b; Liu et al., 2012; Wielenga et al., 1993).

B.5.1 Current use of transcripts

Most metabolic models do not consider transcript variants as functional information is often

only available at the gene or protein level. Even metabolic reconstructions that introduced tran-

script identifiers in their gene-protein-reactions association rules (GPR) based on bibliographic

research, like Recon1 (Duarte et al., 2007), do not allow mapping of the transcripts identi-

fiers of the model to transcript identifiers used by databases. This issue arises from the lack

of direct matching between the reconstruction identifier and available databases’ identifiers.

Therefore, in practice, the information related to splicing variants is simply ignored. GPRs are

gene-oriented and, as a consequence, the intensity levels of the transcripts variants are usually

simply summed up or the maximal intensity values are mapped to the reactions of the model.

Alternative splicing was shown to be altered in a wide range of diseases (Tazi et al., 2009;

Nissim-Rafinia and Kerem, 2002). In cancer, usually minor isoforms get overexpressed and

dominate the main splice form. For example, the alternative splice form pyruvate kinase isoform

2 (PKM2) favours aerobic glycolysis whereas the main form promotes oxydative phosphoryla-

tion. The expression of PKM2, which is the embryonic isoform, is restricted in adults to cancer

cells that do not express PKM1 (Mazurek et al., 2005). A model with gene-oriented GPRs can-

not differentiate between the two isoforms and will therefore consider the same set of target
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reactions as active for both isoforms .

The existence of tissue- or context-specific alternative exons involved in the same pathways,

and regulated by common mechanisms as e.g. the neural-specific splicing regulator nSR100,

was demonstrated in several studies (Calarco et al., 2011; Kalsotra and Cooper, 2011; Licatalosi

and Darnell, 2010; Ellis et al., 2012; Xu et al., 2002). Although alternative exons were mostly

studied for their impact on protein-protein interaction networks, it is probable that alternative

exons have a similar role in metabolic modelling, controlling the activation of tissue-specific

metabolic sub-pathways. In this case, a model with gene-oriented GPRs would fail to capture

tissue-specific activation patterns.

B.5.2 Sources for transcript specific information

The prevalent barrier to the inclusion of transcript variants in metabolic network reconstruc-

tion is the lack of knowledge about the alternative splice forms in most organisms. Databases

collecting information on alternative splicing are mainly dedicated to humans, mice and other

vertebrates, since splicing is most important in eukaryotic organisms. The largest benefit of

this endeavour is therefore expected for human models, where the inclusion of transcript infor-

mation could explain pathologies linked to alternative splice forms e.g. in cancer (Pal et al.,

2012; Chen and Weiss, 2015), neurodegnerative diseases (Mills and Janitz, 2012; Alarcón

et al., 2013; Beyer and Ariza, 2013) or autosomal dominant retinitis pigmentosum (Ishunina

and Swaab, 2012). The inclusion of information on alternative splice forms will increase the

capacity of cell-specific and context-specific models to capture the variability in metabolism

of different cell types. However, even for the organisms with the highest information content

on alternative splicing, the functional activity of most splice forms remains unknown. To ad-

dress this problem, several databases have been dedicated for a decade to collecting transcript

information. These include ASAP II (Kim et al., 2007), ECGene (Lee et al., 2007), ASTD (Ko-

scielny et al., 2009), HOLLYWOOD (Holste et al., 2006), H-DBAS (Takeda et al., 2007), FAST

DB (De La Grange et al., 2005) and FANTOM 3 (Maeda et al., 2006), which try to supplement

generic gene databases (ENSEMBL (Hubbard et al., 2002; Flicek et al., 2013), Pfam (Bateman

et al., 2002; Finn et al., 2008), Uniprot/Swiss-Prot (Bairoch et al., 2005)). A more intensive

review of these databases can be found in (Kelemen et al., 2013) or (Taneri and Gaasterland,

2013).
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Problems of automated annotation pipelines The increased amount of data on alternative

splicing obtained through deep-sequencing technologies outpaces the capacity of databases to

completely annotate the transcripts manually, and therefore nearly all databases use semi-

automated or automated pipelines.Automated annotation process are more prone to errors

than manual curation. The rate of wrong annotation in GenBank (Bilofsky and Burks, 1988),

NR (Benson et al., 2004), TrEMBL (Bairoch et al., 2005) and KEGG (Kanehisa and Goto, 2000)

was assessed by (Schnoes et al., 2009), who tested 37 enzyme families. They found misan-

notation rates ranging from 5% up to 63% for the automated databases, whereas Swissprot,

which performs manual curation, had a misannotation rate close to 0 (Schnoes et al., 2009). A

similar misannotation rate due to the automated pipeline is expected for alternative splice forms.

Several strategies can be used in order to identify the function of a new alternative splice form.

The most common compares the sequence of the transcripts or the isoforms to species al-

ready present in the databases using tools like BLAST. The reliability of the annotation depends

equally on the quality of the algorithms uses and the correctness of the annotations of species

already present in the databases. Although algorithms do create errors in the identification of

open reading frames, the database entries themselves might be more problematic, as erronous

entries can propagate quickly through automated methods. For example, one of the most used

databases (Salzberg, 2007), GenBank, only allows the sequence submitter to correct or update

the submitted annotation. This leads to very few corrections and updates thus accumulating

errors in a database that shares its entries with several other databases (Salzberg, 2007). In

addition, the prediction of function based on the amino acid sequence, taking advantage of mas-

sive high-throughput data, is getting more popular. The different tools used by the databases

have very different accuracy levels and the characteristics of the annotation tools must be taken

into consideration when selecting a reference database.

Transcript databases suitable for metabolic model annotation The GENCODE collabora-

tion (Harrow et al., 2012) tries to annotate genes and splice variants discovered by the ENCODE

consortium (The ENCODE Project Consortium and others, 2004) using a combination of man-

ual curation, automated annotation pipelines and targeted validation approaches. Within the

GENCODE collaboration, the APPRIS database (Rodriguez et al., 2013) is dedicated to the

annotation of principal and alternative splice isoforms. The aim of APPRIS is to validate man-

ually annotated isoforms with functional data and protein structures. APPRIS selects the major
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isoform that is present in most cells and contexts and compares that isoform to all other iso-

forms. APPRIS could identify the dominant variants of 85% of the protein coding transcripts of

the GENCODE 7 release for ENSEMBL (Hubbard et al., 2002; Flicek et al., 2013).

Vega (Wilming et al., 2008), a database for vertebrate genomes that contains a section with an-

notations for alternative splicing information is another useful source of transcript information.

The HAVANA team is actively participating in these annotation efforts and it was incorporated

into the set of ENSEMBL databases (Hubbard et al., 2002; Flicek et al., 2013). The aim is to sys-

tematically annotate all experimentally validated ESTs or mRNAs from ENCODE (The ENCODE

Project Consortium and others, 2004) and the 1000 Genomes loss-of-function project (The 1000

Genomes Project Consortium and others, 2010), without prior filtering based e.g. on the tissue

of origin. This unbiased approach allows the annotation of transcripts that do not yet have an

obvious function.

The ASPicDB database (Martelli et al., 2010) considers the human isoforms that result from

alternative splicing events. Annotation is then performed by machine-learning approaches

that categorize the proteins by function, localization, transmembrane domains, signal pep-

tides, gpi- and coiled-coil domains, and similarity to known peptide sequences. The ADPicDB

database employs the ASPIC algorithm (Bonizzoni et al., 2009) to perform multi-alignments to

the genome. The alignment that minimizes the splicing events is then retained.

H-DBAS II (Takeda et al., 2010) is the successor of H-DBAS (Takeda et al., 2007), a database

that collects information on human alternative splice forms, with the focus on alternative splicing

events altering protein functions. The H-DBAS database was mainly based on cDNA libraries.

H-DBAS II now takes advantage of the RNA-seq technology to improve the annotation of splic-

ing variants.

The SASD database (Zhang and Drabier, 2013) predicts alternative splice forms expressed in

different contexts e.g. during disease, under drug effects, or in different organs. Data extracted

from ENSEMBL (Flicek et al., 2013) and from the Integrated Pathway Analysis database is

used to create artificial transcripts and peptides.

While all databases mentioned above are focussing on different vertebrates, the ASIP database

is specialized to plants (Wang and Brendel, 2006). It allows the visualization of alternative splice

forms in plants like A. thaliana or Oryza sativa. To obtain the annotations the ASIP database

uses an automated approach based on alignment tools.

Table B.2 gives an overview of these databases which, along with further information provided
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Name Species Method of
annotation

Reference Link

GENCODE human and
mouse

manual and
automated

(Harrow et al.,
2012)

http://www.gencodegenes.org/

ASPicDB human automated (Martelli et al.,
2010)

http://srv00.ibbe.cnr.it/ASPicDB/

Vega human, ze-
brafish, pig,
mouse and
rat

manual an-
notation

(Wilming et al.,
2008)

http://vega.sanger.ac.uk/index.html

H-DBAS (human,
mouse, rat,
chimpanzee,
macaque
and dog

manual (Takeda et al.,
2010)

http://www.h-invitational.jp/h-dbas/

SASD human prediction (Zhang and
Drabier, 2013)

http://bioinfo.hsc.unt.edu/sasd/

ASIP plants automated (Wang and
Brendel, 2006)

http://www.plantgdb.org/

Table B.2. Databases for transcript specific genome annotations of multiple species.

by RNA-seq experiments, represent a valuable source of data that could increase the predictive

capabilities of metabolic models. Besides automated pipelines to map the correct transcripts to

known metabolic reactions, data mining approaches and bibliographic research similar to those

performed by the Recon1 project would be required to unravel the function of the variants. It

would, however, be important to use these resources to implement a common nomenclature

that would prevent information loss and create consistency between models.

B.6 Non-specific cofactors can cause infeasible loops

Another issue commonly observed when reconstructing metabolic networks is the difficulty of

selecting the right cofactors for reactions, specifically the right redox pairs. The assignment

of cofactors to reactions is complicated by the fact that the cofactor requirement is organism-

and cell-specific, explaining at least partially that the cofactors requirements vary between

databases (Radrich et al., 2010). Furthermore, gene matching algorithms used to reconstruct

networks will often find reactions using all potential cofactors and include them in the reconstruc-

tion. The discrepancies are further accentuated by the fact that in the case of missing electron

transfer pair information, NAD+/ NADH is most often the default transfer cofactor used (Henry

et al., 2010). The reason for this default choice is that finding organism-specific information

http://www.gencodegenes.org
http://srv00.ibbe.cnr.it/ASPicDB
http://vega.sanger.ac.uk/index.html 
http://www.h-invitational.jp/h-dbas/
http://bioinfo.hsc.unt.edu/sasd/ 
http://www.plantgdb.org/
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is not trivial and can necessitate extensive literature research even for well studied organisms.

Furthermore, several enzymes have different isoformes that do not exhibit the same cofactors

requirements. One example is aldehyde dehydrogenases, which may use both NADH and

NADPH. In the cytoplasm of S. cerevisiae, the main isoform uses NADP+, whereas stress-

induced isoforms prefer NAD+ as cofactor (Remize et al., 2000). Unfortunately, databases tend

to either provide inspecific reactions (using NAD(P)+), only one variant, or often both variants

associated with both genes in these instances, which makes it challenging to assign the correct

reaction to the respective isoform. In addition, several enzymes are able to catalyze various re-

actions and the catalysed reactions depend on the availability of a specific cofactor. This leads

to the incorporation of all potentially catalysed reactions that vary only by their cofactor require-

ments (Förster et al., 2003), which is likely to cause loops or cycles that are thermodynamically

infeasible if one or more of the reactions are reversible. Loops carry a non-zero flux, even in

the absence of an input and output flux, if no thermodynamical constraints are added. These

loops violate the loop law, a law similar to Kirchhoff’s second law for electrical circuits. There

have been attempts to eliminate the presence of thermodynamically infeasible loops from FBA

calculations and it has been shown that their presence can diminish the predictive power of

models (Schellenberger et al., 2011b). However, the use of loopless FBA converts the simple

linear problem into a mixed integer linear problem which can lead to long computational times,

particularly if multiple rounds of the problem have to be solved. Other approaches to solving

this issue show similar characteristics with respect to computational requirements (De Martino

et al., 2013) and are therefore often not included in the analysis of metabolic models.

B.7 Community efforts to improve metabolic models

There have been attempts to create collections of metabolic networks, e.g. Model SEED (Over-

beek et al., 2005) or BiGG (Schellenberger et al., 2011b), and unify identifiers like MetRxn (Ku-

mar et al., 2012) or MetaNetX (Ganter et al., 2013) (listed in Table B.3).

Model SEED is aimed at providing a platform for model reconstruction based on automated

genome annotation using RAST (Aziz et al., 2008). While this is sufficient for the analysis tools

provided on the website, the exportable model formats lack unification information. They do

adhere to the COBRA toolbox standard, but as mentioned earlier, that definition itself lacks a

lot of information. BiGG was introduced to allow comparison between different networks, but
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Resource Unification Description
BiGG (Schel-
lenberger et al.,
2011b)

SBML/COBRA Database containing multiple genome scale metabolic
networks in the COBRA format.

BiGG2 (Sys-
tems Biology
Research Group,
2015)

SBML/COBRA,
SBML/FBC

Update to BiGG, currently in a beta version, providing mul-
tiple models annotated using FBC.

MetaCyc (Caspi
et al., 2014)

SBML/COBRA, biocyc
flat files

Large collection of metabolic reconstructions. Flat File for-
mat contains additional details not included in the provided
SBMLs.

SEED (Overbeek
et al., 2005)

SEED IDs,
Partial SBML/COBRA
format

System for construction of metabolic reconstructions and
analysis. Export of reconstructions is available in SBML
format (with minimal annotations) and Excel sheets.

MetaNetX (Gan-
ter et al., 2013)

MNXRef IDs,
SBML/COBRA, bioql
information for meta-
bolites

Repository of unified metabolic reconstructions linking to
multiple external databases. Offers tools for network anal-
ysis and modifications. SBML files contain additional
yeast-style annotations for species.

MetRxn (Kumar
et al., 2012)

MetRxn ID,
SBML/COBRA

Database matching multiple metabolite and reaction
databases aiming at providing a curated basis for network
reconstruction.

Table B.3. Databases aiming at providing functional metabolic models that are directly
comparable.

relied on all deposited networks adhering to the same nomenclature, and is restricted by the

limited number of deposited reconstructions. The database is currently being updated however

and a beta version of BiGG2, comprising lots of additional models and providing well annotated

models, has recently been made available online.

In contrast to this approach, MetRxn and MetaNetX aim at identifying common reactions by

combining multiple pieces of information. (Bernard et al., 2014) give a good overview of the

issues arising when trying to match metabolites, and how different databases try to address

them. The biggest issues arise from stereoisomers and difference in protonation states. While

most often protonation states can be ignored (as long as they are consistent within a model),

there might be issues when different compartments exhibit different pH. This could become

particularly important for energetic considerations if different protonation states are assumed for

mitochondria and cytosol. The same problems can potentially arise from considering equality

of stereoisomers, with different stereoisomers being processed at different efficiencies (Abelö

et al., 2000). Both MetRxn and MetaNetX can be a great help to overcome most of these issues,

with MetaNetX being the more comprehensive approach. Using an extensive set of external

databases it tries to match similar external compounds to its namespace. To address issues

of stereoisomers and protonation states, it provides a distinction between identical structures,

structures with the same tautomeric form at pH 7.3, and inferred similarities. Even though this
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information is not directly visible on the website, it can be retrieved from the data export files.

However useful these tools become, it is even more important that they are actually used, and

that the community works in concert to improve models, avoiding the creation of multiple distinct

reconstructions for the same organism. While the exchange of models in a common language

would be an important step, as it would make the combination of models easier, we also want

to highlight two recent collaborative efforts that lead to the development of more comprehensive

reconstructions.

The first example of a successful community effort for organism specific reconstruction is the

creation of the consensus model of S. cerevisiae. Several models of yeast had been pub-

lished (Förster et al., 2003; Duarte et al., 2004; Kuepfer et al., 2005) until, in 2007, a combined

effort was undertaken to merge these models and bring them into a more standardized for-

mat (Herrgård et al., 2008). This early combined effort now led the seventh iteration of the

model (Aung et al., 2013), which inspired the formulation of GPRs as suggested above.

Another example of community efforts to merge models is the human metabolic reconstruction

Recon 2 (Thiele et al., 2013). The first human genome scale metabolic reconstruction, Hu-

manCyc, was published in 2005 (Romero et al., 2005). Soon after, two refined genome-scale

reconstructions were published; Recon 1 by (Duarte et al., 2007), and the Edinburgh Human

Metabolic Network (EHMN) by (Ma et al., 2007). These competing models along, with Hepa-

toNet (Gille et al., 2010) and further information from the literature, were combined into Recon

2 (Thiele et al., 2013) in an effort to unify the different sources. While the attempt led to a more

complete knowledge source, it reinforced the problems of incompatibility between different net-

works. For example, Recon 1 used Entrez gene identifiers with transcript specific details as

gene IDs, while HepatoNet used gene symbols leading to mixed identifiers in Recon 2, which

makes simulations more challenging. In addition, the transcript-specific information from Re-

con 1 got mostly lost since it, unfortunately, was not traceable to databasesSection B.5), and

neither EHMN nor HepatoNet contained similar information. This again highlights the impor-

tance of linking information to databases since otherwise great efforts can be lost or have to

be repeated. Still, Recon 2 is an important step in the development of human metabolic re-

constructions and only in its second iteration, and there remains competing reconstructions or

knowledgebases like the HMR, which will hopefully be merged in the future.
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Figure B.1. Alternative splice forms are created by removal and addition of exons during the
splicing process. This example shows two the alternate splice forms i1 (depicted in black) and
i2 (depicted in red) of a human glucuronosyltransferase (UGT1A). The main isoform, i1, is
implicated in the metabolism and excretion of toxic compounds e.g. drugs like codeine while
isoform i2 inhibits the activity of the main isoform.
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