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Abstract: The paper outlines a method for robotiamoplanning. The proposed algorithm involves some
movement constraints and predefined trajectoriese Bdditional constraints allow limiting the
acceleration and centrifugal forces. Limiting théseces not only helps saving energy, but helps als
lowering uncertainty related to the robot movermeamd secures transported materials. These facters ar
important in microproduction applications where iit@brobots are used. Various materials are
transported and some might require a special tedtne.g. dangerous materials, liquids in open
containers, etc. The paper considers also the fugerative dynamic programming for optimal control
The research is based on a novel mobile robotinbtlite future will be supported also on the curgent
under design Max3D robot that has some specidbattrs mentioned in the paper.

Keywords:motion, planning, mobile, robots, optimizationcneiproduction

1. INTRODUCTION

should not be disordered too much and therefore the

accelerations both in travel direction and perpeudr to it

New areas of application in manufacturing like masas Well as velocities and turning rates are limitacaddition,

customization or microproduction require completelgw

manufacturing concepts with highly flexible struetsi and
processes. In microproduction, i.e. in the productiof

micro-scale components and products, one of thgesig
challenges besides extreme precision requirementsparts
in the micrometer scale is the fact that extrensehall batch
sizes (up to just only one single part per orddrhighly

customized products must be produced. Therefomnaeuic

microproduction requires a high degree of automatind a
manufacturing system that can be reconfigured alapbtad
to changing production processes in real time.

the robots should move in an energy-efficient manine
order to increase the operating time with one battharge
and have to avoid obstacles.

Therefore, this contribution focuses on robot moftanning
and control where all aspects of the special trariapon
task should be considered in parallel, especiale
differential constraints such as limitations impbsen
accelerations and velocities. The paper is orgdnias
follows. Sections 1 provides a theoretical backgdbtor the
problem and outlines possible solutions. The secmudion
briefly presents objects (robots) that are usedidsting the

One possible solution is the integration of mobil@roposed solution. The next section provides detail the

autonomous robots that are able to interconnetiostay
machine tools or assembly stations in a very flexivay.
This systems structure allows the fast adaptatioa broad
range of possible microproducts by forming the etight

method together with examples and sample results. [ast
two sections present plans for further research.

2. THEORETICAL BACKGROUND

required sequences of microproduction and assembly

processes. However, this new approach comes a&ixfiense
of the underlying integration of the autonomousotstin the
overall automation concept which, in turn, requinesw
solutions for resource allocation, scheduling atsb aobot
navigation and control.

One problem that especially arises in these mioadytion
systems is the need for a careful but neverthefass
transport of extremely small workpieces. These pwimtes

The motion planning algorithms can be roughly deddnto
two main groups. One of them covers local navigatior
reactive planning and the other covers global retidg or
deliberate planning [Siegwart and Nourbakhsh, 2@4dek
and Jenkin 2000; Choset et al. 2005; Chen et 88]20The
first group is well known for algorithms like theud
algorithm or potential fields method [Choset et?8l05].
They generate locally optimal paths and adopt veesit
quickly to changes in the environment. The otheougr



applies mainly optimal control techniques [Brysdr®99],

and occasionally methods related to computatioaaheetry,
e.g. Voronoi diagrams, or artificial intelligencéhose
methods, on the other side, usually construct h thett does
lead to a global minimum but
computations. Since algorithms in both groups hthedr
advantages and disadvantages, a hierarchical agptoat is
a compromise between them is proposed. In our apprave

Future research will be supported by the currenthger
design robot Max 3D (Fig. 1(b)). The robot will leaan
additional functionality allowing for a platform dhination.
Such an ability will push us forward since it wi possible

requires extensivéo actively counteract acceleration and centrifugates by

properly inclining the platform at each point oéttrajectory.

Both robot designs originate from an innovative patented

try to develop a methodology based on the hieraathi steering solution that has been thoroughly invastid) for the

approach. First of all, we wish to reduce the caxipy of
path optimization by introducing some
trajectories. Consequently, some constraints midpat
removed speeding up the path generation process.
predefined trajectories might be customized forastipular
robot or task for better performance. Second, we tdr
impose some additional constraints on the optintnathat
improve the reliability of the robot following thieajectory.

recent years [Stetter et al. 2008]. The soluticults in high

predefineananoeuvrability of the robot that can be well méll in

limited spaces that are typical for microproduction

Th

4. CURRENT RESEARCH

We have two main assumptions that form a basisofor
research. The first relies on limiting the totateleration that

Our research is Supposed to save the space nqcéesar is Composed from linear and tangential acceleration

maneuvers, what is very important in productiorishéilled
with
important factors are time and energy regardingh tbe
robot or the whole production. In the current phaseur
research we focus on optimizing the time, but itygical
production scenario the time to get from one statio
another may depend on many factors. In such sinstia
robot can save energy by travelling with limiteceeg and
acceleration.

3. RESEARCH OBJECTIVE

Our considerations concern a special design pramucbbot
that is characterised by a very high manoeuvrgbilit the
current phase we consider the first version ofrifteot, but
later we would like to continue with its 3D versigimat is
able to additionally change the platform inclinatidhe main
goal is to optimize the path regarding not only timae
required to follow it, but also by limiting extednéorces
acting on the transported materials (acceleratientrifugal
force, etc.) and limiting the total energy consuomt

Current research is supported by experiments omrr@rtly
developed Production Robot. The robot has thedfizeEuro
Palette and is dedicated to production environméhig.
1(a)). Thanks to an innovative steering principihe, robot is
distinguished by a very high manoeuvrability whialfows
for an extraordinarily high humber of manoeuvresclitcan
be performed from any initial pose.

Fig. 1. (a) The Production Robot, (b) The Max 3bab

lots of machines and various stands. Two other

(centrifugal force) and can be expressed as follows

qanormal‘)2 + qa{angemia )2 = ‘amtal‘ (1)

This limitation implies an ability to limit the foes acting on
the transported materials. It is important to nibiat in the
current phase we try to optimize only the length tioé
acceleration vector. In the future we will considdso the
change in its direction. Both the acceleration/brgkforce
and the centrifugal force can be limited by a vafhat is
appropriate for the robot at hand, materials bé&iagsported
or the environment the robot moves in. For solidamals
the acceleration might be high, but for e.g. liguichnsported
in open containers the value will have to be sn&ithilarly,
when the environment is characterized by low toagtithe
coefficient has to be small in order to limit thespibility of

slipping.
This limitation also concerns the relation betwetme
velocity and the curvature:

V_ = |<’§1

max

IR )

The equation yields a maximal velocity that is fielesfor the
current curvature. The larger curvature (smalldiusR), the
smaller velocity can be used. Obeying this maxiwgbcity
will ensure that total acceleration will not be sttipped and
materials can be safely transported. Transformiregabove
equations, it is possible to calculate a feasildeekeration
while already on a curve with radil&and having velocity

V < Vinax
2 2
< qatotal ‘)2 - (\/RJ

Owing to this assumption, it is possible to limitwanted
forces and make transportation more reliable. Téeorsd
assumption concerns the shape of the trajectoglinftnary
research showed that the fastest point-to-poifgdtary with
maintaining the same velocity is a circular tragegt Other
trajectories require braking and accelerating imleorto
comply with the first assumption, i.e., adjustinglocity to
the curvature radius given the maximal total velociThe
whole trajectory, when composed out of circles,uthde

total

a

®3)

tangential



smooth and should make it easier to apply the fi
assumption. In our research we will tend to trajges that

have as few radius changes as possible in orderep them

smooth.

Fig. 2 presents a circular trajectory from point, @) to (1, 0)
with an obstacle at the origin of the coordinatstem. In
order to omit the obstacle, the trajectory hagts< the point
(0, 1). The final and initial velocities are zerbhe linear
acceleration is limited by the value of a maximatat
acceleration. The figure presents both the trajgcamd its
parameters such as velocity, tangential acceleratiotal
acceleration. It can be observed that velocity gadly raises
to the maximal velocity allowed for this curvatumed then is
constant near the end where gradually decreasesy®o The
total acceleration is constant and equal to a firestk value
of 0.3
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Fig. 2. Circular trajectory and its parameters

Similar analysis was performed for the same initi
conditions for different curvatures like straigirds, cosine
based, parabolic, etc. For our research we asswinadar
trajectories that perform best having a constagiusaand no
unnecessary braking and accelerating sequences.

4.1 Base circular trajectory

In next phase we tried to find an optimal path fritna origin
of the coordinate system and with an arbitrary eigyovector

rst

pi /2 -0
DB = R cos(pi / 2 - a)

5 BGE

BG = sqrt( (2R)? - (R+DB)?)
B = atan(R / (AD + BG) )

4 BKF
FC = sqrt(R? - (BG/2)? ) - DB
y = atan( FC / (AD + BG / 2) )

Fig. 3. Trajectory composed of two tangent circles

Following figures present two scenarios,
acceleration starts immediately (Fig. 4) and theotvhen it
starts right after the circular trajectory is o\(€ig. 5). No
method is optimal in all situations, as the restiongly
depends on the initial velocity vector and radaken.

Calculation for starting at Alpha=70 deg; radius R=1; velocity factor m=0.1

0.7

0.6

Starting velocity= 70

- . L T\meAEC= 221
Time =5.00
const v

0.4
Joint

End= (2.42, 0)
T\memz 7.20

0.3

02

L et it S et

o | 1 1
0.5 1 15

q{—'ig. 4. Accelerating at the beginning of trajectory
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Calculaton for starting at Alpha=70 deg; radius R=0.49; \elocity factor m=0.7
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Fig. 5. Accelerating at the end of trajectory

to the point on the axis with the same velocity but with its _ _ _ _
direction parallel to thex axis. The approach uses circulad.2 Circular trajectory in pose reaching task

trajectories as presented in Fig. 3. Two tangewntas can be
found that make the complete trajectory from p@ind point
B. There are however several scenarios that can
considered. First, the circles can be chosen so tea
curvature is maximal for the actual velocity. Instlscenario
no further acceleration is possible. In order toccant for the
acceleration, a smaller curvature has to be takentlzen an
acceleration may occur.

The next phase concerns the situation when fromrhitrary
plarting position and with a given starting velgaiector, the
robot has to reach a certain position with a spetivelocity
vector. This situation is typical for a producti@eenario
where a robot has to achieve the appropriate poseder to
load or unload goods from or to a machine. Depandimthe
machine, the robot might need to stop or can dwith a
lower velocity while the robotic arm transports evéls. The
situation is typical also for a problem of catchang invader.
The robot might be required to achieve some pasitind

one when



some velocity that is predicted to help stopping itivader.
In such a scenario, besides good planning and giieadlialso
a fast robot response is required.

The problem defined in this manner is in fact veoynmon.

The robot can be at any pose and can have anyityelddle

a new goal point is set (an obstacle encounteredhen
trajectory, a need to perform a different task,. dagttery
recharging). It might be important to stop the eatrtask and
follow to the new goal as soon as possible butngknto

consideration the material that might be transpbriEhere
are several options how to act in this situatiod ahoosing
the appropriate one is essential in order to atimafly. A

first option might be to stop, turn in place andldw the

goal. Our research revealed, however, that the foaking

in the trajectory, the less likely it is for thejectory to be
optimal. Braking requires time and costs energyothar

option is to enter the circular trajectory with theallest
radius that is appropriate to the actual velocitg accelerate
to the maximal velocity as the trajectory beconiesar. An

alternative option is to start accelerating on thevature.
This requires, however, taking a longer path (aydigadius
in order not to exceed the total acceleration )imiihere are
few more alternatives related to the exact poinenghthe
acceleration should start and what radius shoultzken.

Our current studies concern the following situatithe robot

travels from pointPs to Pk starting with velocityVs and

finishing with Vi as presented in Fig. 6. The trajectory i
composed of two circles with radii
corresponding to the starting and final velocitiEse tangent
line is also part of the trajectory, and if possjlinly here the
acceleration or braking can occur. In an idealasitun we

start withVs and go over the first part of the trajectory (firs

circle). Then, we start the second part (line) whee try to

change the velocity frovsto Vi (accelerating or braking).
Finally, we enter the third part (second circle)thwihe

correct velocityWx and we can reach the final polt. The

next figure (Fig. 7) presents the same situatiderasome

period of time. The change in the starting positiamnd

velocity vector is a result of following the trafery. The

final position and velocity vector are dependentlua target
the robot has to reach and it does not need t@hstant.
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Fig. 6. Reaching required position and velocity
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Fig. 7. Reaching required position and velocityc¢s®l step)

At any time instant, the situation is analogicalnlyOthe
positions and velocities may change, resulting ififeknt
curvatures and different motion scenarios.

4.3 lterative dynamic programming

Since the problem of motion planning can be forrasdan
optimization task, a number of methods can be tseblve
it. In our research we try to utilize a variantagproximate
ynamic programming, i.e., Iterative Dynamic Pragnaing
IDP). Dynamic programming is an approach whosenmai
advantage lies in dividing an optimal control pevhlinto a
sequence of simpler problems that can be solvedratgy
[Luus 2000]. It is well known that the approachhmwever

prone to the course of dimensionality and findsliaption

only for low dimensional problems. IDP, however,
incorporates some approximations which make it iptessto
solve high dimensional problems, though at the cbsto
guarantee of finding the global minimum [Luus 2P00

The problem we wish to solve by IDP can be formadaas
follows [Luus 2000]. We consider a system describgda
system of ordinary differential equations (they gmng to
describe dynamic properties of our mobile robot):

X(t): f(x,u,t) (4)

where the initial state(0) is known,x is an(n x 1) state
vector andu is an(m x 1)control vector bounded by

a, <ut)<p, j=12.. (5)
The optimal control problem is then to choose thetiol u(t)

in the time intervaD <t < t; that minimizes the performance
index [Bryson, 1999]:

Ix(0), t,]= wW(xt,)) +j¢(x,u,t)dt ©)

Our IDP algorithm consists of the following steps:

1) Divide the problem into smaller ones. This is achikby
dividing the time intervals int® stages of equal lengths. In
our motion planning task, stage=1 represents the initial
pose ang=P the pose that has to be achieved by the robot.



2) Choose the number of test values for contrdenoted by contractor factop=0.9. The initial control region size was set
R, an initial control policy, an initial region siaeectorr;,, a to ri,=[2, pi/4] where the first value corresponds to the robot
region contraction factor, and the number of grid poirits velocity and second to its angular steering vejocit
3) Choose the total number of iteratiddis Additional control bounds were set up.5 for velocity and

4) Set the region size vectdrr, -rl4.. 7/4 for angular velocity.

5) Repeat the following for eagHfrom 1..B:

1 T T ‘ T T

Using the initial control policy generafé-1 alternative |

control sets. " \ g g : oo 7
Integrate the system (4) over the whole time irgtefor g : : ’ ’
each set of controls generatiNgstate trajectories. Stoxe . \ .
at the beginning of each stage. g \/\
for each stagp backward fronP..1 é ! \/ \
for each grid poinh from 1..N C y
GenerateR alternative controls for current point and .
stage.
for each controt from1..R ‘ i i | : :
Integrate (4) over one stage starting frgm(use 3} i i - - - .
stored system state at the beginning of spage stage

for each of the remaining staggfrom p+1..P ] ] .
Find the grid point in stage that is closest to the Fig. 8. Convergence of IDP over 30 iterations
current system state and use already known b

e‘é{)nsecutive trajectories for the above-mentionadupaters
control for this point to integrate (4) again. J s

are presented in Fig. 9. The initial control polied to a

end for linear trajectory that achieves the final point butsses the
end for obstacles (red circles) (Fig. 9(a)). The black dinare
_Store the control that had the lowest l:’erform"’mcﬁternative trajectories that are generated from ithitial
index control policy. The next panels in Fi§.present the current
ene(;]?c:ror optimal trajectories after the first, sixth andd#énth iteration.

The trajectory with lowest performance index is kear by

Store the trajectory that has a lowest performandex magenta colour.

as initial control policy _ _
Shrink the region Size Vectd?ﬂ': Y rJ Iteration 1 - initial teration 1 rﬁn‘a\

40 . 40

3 %

The formula for generating alternative control west is
given as [Luus 2000]:

uP-1)=u’(P-1)+Dr’ (7)

whereu*! (P -1) is the best value found in previous iteratior
5

and D is a diagonal matrix composed of random numbe
betweenl andl.

Iteration 6 - final Iteration 15 - final

additional constraints and control vectors. Thggbst * 5 “0
problem is however to find the appropriate dynamaxdel of 1 ‘_ »

A big advantage of the algorithm is the ease ofuifiag o 0 0w o 0 oW oW .

the robot. At the current stage of our researchpwevide * R STer
results for the very simple model * * %

x(t) = v{t)cosa(t) . ;; . 4

y(t) = v(t)sin 6(t) o AT

6(t) = w(t) @) o 4 A"

to illustrate the behaviour of the IDP algorithmtlnis type of _ ’

10 -10

-10 0 10 20 30 40 0 0 10 20 30 40

problem. The synthesis of the model for the MaxiSmow
under way. For the model (8) only constraints rdujey
maximal velocitiesr andw are considered (they are treated a
controls). The performance index we used consttude
combination of energy and the robot path lengtht can be observed that trajectories differ muct erplore
Additionally, a penalty term is added to avoid @lotts. Fig. quite well the region. Although not seen here, athegrid
8 presents the convergence of the algorithm 8@eterations point (a small open circleR test controls are evaluated,
with the number of Stag&].& the number of test controls which in fact covers the region much more precisAB/time
R=15 the number of grid point&\=10, and the region e|apses, the region explored gets narrower andrajectory

Fig. 9. Four selected steps of IDP; (a) initialjectory;
fb) iteration 1; (c) iteration 6; (d) iteration 15



becomes smoother. The final trajectory, howeveseisiom
smooth as the control region is composed of discvatues.
The problem of non-smoothness and long computdiioa
is known for the IDP. The algorithm, however, alfows to
use any model and works well with models with l@ogtrol
vectors. We expect that the results will be moterasting
after supplying the algorithm with the models ot treal
robots mentioned earlier. The robots are charaetériby
high manoeuvrability and high flexibility. We expgethe
generated trajectory to utilize well the advantagésthe
robots.

5. FURTHER RESEARCH

In the current phase of our research we have medera

simplifications in order to achieve preliminary uéds as a
basis for a more thorough analysis. Currently, \wéntize

only the length of the acceleration vector. In tlure,

however, we would like to extend the approach tiuite the
change in the direction of the acceleration veaaod to

include system uncertainties. Those uncertaintieginate

from sensors inaccuracy or changes in the envirahnia

the production environment, it is expected thaesavrobots
(or also humans) will operate at the same spacsubth a
situation, in order to plan an optimal trajectatys necessary
to analyze trajectories of other moving
Fig. 10 presents how the trajectory might changerwhan
unknown object is approaching. Here, also the uaitgres
are marked. The safe trajectory is characterisethdyongest
distances to the obstacles and a change in tleetoay of the
approaching object. In the case of other trajeesorivhich
are in a narrower confidence interval, the adamtats not
necessary and the trajectory is unchanged.

T\ ‘[\
Fig. 10. TrajeCtory change caused by the rhovingcctbj

The other simplification is the use of a predefimedximal
value of total acceleration. Since it is dependamtmany
factors (e.g. traction, load) some special adaptati
techniques or appropriate estimation is necessarytha
parameter might vary largely over time.

From the other side we also want to continue oseasch on
the IDP algorithm. After supplying it with the cent robot
model we want to utilize all the benefits of spédasign of
the robots. Besides constraints that can be addethe
optimization process,
improvements and variants for this algorithm thatéhto be
analyzed and tested on the real robots.

there are also many parasjeter

As it was already mentioned in the article, theegpmmaching
task might be similar to the task of capturing awader. In
our future work, we want also to extend our rededocthis
area. The final pose can be replaced by the peatlipbse
that can help catching the invader. The prediction
movement and learning the behaviour of other objésta
wide topic but can be an interesting combinatiothvaur
approach for motion planning. Our approach providasy
and safe trajectories from one point to anotherutiing the
final velocity vector and additional constraints.

5. SUMMARY

The article presented an approach for generatajgdiories
for mobile robots. The contribution is targetedtiaily for

microproduction purposes but can be further exténdde
generated trajectories are characterized by lintisedential
and normal acceleration which has positive impadtanly
on the movement of the robot but also on the wawtich

materials are transported. Thanks to the additiooastraints
imposed on the path optimization procedure, itdssible to
limit the slip of the wheels and prevent manoeuwieest
might lead to dangerous situations (e.g. enterisgaificant
curvature with an excessive velocity). The samestramts
increase also robot chassis stability during trartsgion. In

objectsthis way transported materials does not necesdaaihg to be

secured well for transportation. By providing catre
parameters, it will be also possible to transpoith vease
liquids in open containers. The approach is vesfulswith
robots that are able to achieve fast velocities iankimited
spaces as it requires many manoeuvres to be pedorm
Future research will extend the methodology but wiill
focus also on iterative dynamics programming andngm a
wider area of application.
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