KRICHEVER-NOVIKOV TYPE ALGEBRAS AND
WESS-ZUMINO-NOVIKOV-WITTEN MODELS
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ABSTRACT. Krichever-Novikov type algebras are generalizations of the Witt,
Virasoro, affine Lie algebras, and their relatives to Riemann surfaces of arbi-
trary genus and/or the multi-point situation. They play a very important role
in the context of quantization of Conformal Field Theory. In this review we
give the most important results about their structure, almost-grading and cen-
tral extensions. Furthermore, we explain how they are used in the context of
Wess—Zumino—Novikov—Witten models, respectively Knizhnik-Zamolodchikov
connections. There they play a role as gauge algebras, as tangent directions
to the moduli spaces, and as Sugawara operators.

1. INTRODUCTION

Krichever—Novikov (KN) type algebras are higher genus and/or multi-point gen-
eralizations of the nowadays well-known Virasoro algebra and its relatives. These
classical algebras appear in Conformal Field Theory (CFT) [3], [51]. But this is
not their only application. At many other places, in- and outside of mathematics,
they play an important role. The algebras can be given by meromorphic objects on
the Riemann sphere (genus zero) with possible poles only at {0,00}. For the Witt
algebra these objects are vector fields. More generally, one obtains its central ex-
tension the Virasoro algebra, the current algebras and their central extensions the
affine Kac-Moody algebras. For Riemann surfaces of higher genus, but still only
for two points where poles are allowed, they were generalized by Krichever and
Novikov [24], [25], [26] in 1986. In 1990 the author [31], [32], [33], [34] extended the
approach further to the general multi-point case.

These extensions were not at all straight-forward. The main point is to intro-
duce a replacement of the graded algebra structure present in the “classical” case.
Krichever and Novikov found that an almost-grading, see Definition 4.1 below, will
be enough to allow for the standard constructions in representation theory. In
[33], [34] it was realized that a splitting of the set A of points where poles are
allowed, into two disjoint non-empty subsets A = I U O is crucial for introduc-
ing an almost-grading. The corresponding almost-grading was explicitly given. A
Krichever-Novikov (KN) type algebra is an algebra of meromorphic objects with
an almost-grading coming from such a splitting. In the classical situation there is
only one such splitting possible (up to inversion), Hence, there is only one almost-
grading, which is indeed a grading.
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An important feature forced by quantization is the construction and classification
of central extensions. In the classical situation (i.e. the Virasoro case) there is only
one non-trivial central extension. This is not true anymore in the higher genus
and/or multi-point situation. The author classified [37], [38] bounded cocycles and
showed uniqueness of non-trivial almost-graded central extensions.

Quite recently the book Krichever—Novikov type algebras. Theory and applica-
tions [43] written by the current author appeared. It gives a more or less complete
treatment of the state of the art of the theory of KN type algebras including some
applications. For more applications in direction of integrable systems and descrip-
tion of the Lax operator algebras see also the recent book Current algebras on
Riemann surfaces [50] by Sheinman.

The goal of this review is to give an introduction to the KN type algebras in
the multi-point setting, their definitions and main properties. Proofs are mostly
omitted. They all can be found in [43], beside in the original works. KN type
algebras carry a very rich representation theory. We have Verma modules, highest
weight representations, Fermionic and Bosonic Fock representations, semi-infinite
wedge forms, b— ¢ systems, Sugawara representations and vertex algebras. As much
as these representations are concerned we are very short here and have to refer to
[43] too. There also a quite extensive list of references can be found, including
articles published by physicists on applications in the field-theoretical context. As
a special application we consider in the current review the use of KN type algebras
in the context of Wess—Zumino-Novikov—Witten (WZNW) models and Knizhnik—
Zamolodchikov (KZ) equations, [47], [48], respectively [43]. There they play a role
as gauge algebras, as tangent directions to the moduli spaces, and as Sugawara
operators.

There are other applications which we cannot touch here. I only recall the fact
that they supply examples of non-trivial deformations of the Witt and Virasoro
algebras [11], [12], [13] despite the fact that they are formally rigid, see e.g. [40].

This review extends and updates in certain respects the previous reviews [42],
[44] and has consequently some overlap with them.

It is a pleasure for me to thank the Institut Mittag-Leffler in Djursholm, Swe-
den and the organizers Lizhen Ji and Shing-Tung Yau of the very inspiring work-
shop “Uniformization, Riemann-Hilbert Correspondence, Calabi-Yau Manifolds,
and Picard-Fuchs Equations” for the invitation and hospitality.

My thanks also go to Oleg K. Sheinman for a long-term collaboration. The parts
on the Sugawara operators, WZNW models and KZ equations is based on joint work
with him. I acknowledge partial support in the frame of the OPEN scheme of the
Fonds National de la Recherche (FNR) with the project QUANTMOD 0O13/570706.

2. THE GEOMETRIC SET-UP FOR OUR ALGEBRAS

2.1. The geometric data. In the following let ¥ = ¥, be a compact Riemann
surface without any restriction on its genus ¢ = ¢(X). Furthermore, let A be a
finite subset of points on . Later we will need a splitting of A into two non-empty
disjoint subsets I and O, i.e. A=TUO. Set N :=#A, K := #I, M := #0, with
N = K + M. More precisely, let

(21) I:(Pl,...,PK), and O:(Ql,...,Q]V[)
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F1cURE 1. Riemann surface of genus zero with one incoming and
one outgoing point.

FIGURE 2. Riemann surface of genus two with one incoming and
one outgoing point.

FIGURE 3. Riemann surface of genus two with two incoming points
and one outgoing point.

be disjoint ordered tuples of distinct points (“marked points”, “punctures”) on the
Riemann surface. In particular, we assume P; # @Q; for every pair (¢,j). The
points in I are called the in-points, the points in O the out-points. Occasionally,
we consider I and O simply as sets’.

Sometimes we refer to the classical situation. By this we understand

(2.2) Yo=PC)=5% I={2=0}, O={z=o00}

The figures should indicate the geometric picture. Figure 1 shows the classical
situation. Figure 2 is the genus 2 two-point situation. Finally, in Figure 3 the case
of a Riemann surface of genus 2 with two incoming points and one outgoing point
is visualized.

n the interpretation of CFT, the points in A correspond to points where free fields either
are entering or leaving the region of interaction. In particular, there is from the very beginning a
natural decomposition of the set of points A into two disjoint subsets I and O.
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2.2. Meromorphic forms. To introduce the elements of our KN type algebras
we first have to discuss forms of certain (conformal) weights. Recall that ¥ is a
compact Riemann surface of genus g > 0 and A a fixed finite subset of 3. In fact
we could allow for this and the following sections (as long as we do not talk about
almost-grading) that A is an arbitrary subset. This includes the extremal cases
A=Por A=13.

Let K = Kx be the canonical line bundle of . A holomorphic (meromorphic)
section of K, i.e. a holomorphic (meromorphic) differential is given as a collection
of local meromorphic functions (h;);es with respect to a coordinate covering for
which the transformation law

(2.3) b hch with e (95 2 4
. j=hi-c, wi c1 = . =&
is true. We will not make any distinction between the canonical bundle and its
sheaf of sections, which is a locally free sheaf of rank 1.

In the following A is either an integer or a half-integer. If A is an integer then

(1) K = K& for A > 0,

(2) K% = O, the trivial line bundle, and

(3) KA = (K*)® for A < 0.

Here K* denotes the dual line bundle of the canonical line bundle. This is the
holomorphic tangent line bundle, whose local sections are the holomorphic tangent
vector fields f(z)(d/dz).

If A is a half-integer, then we first have to fix a “square root” of the canonical line
bundle, sometimes called a theta characteristics. This means we fix a line bundle
L for which L®? = K. After such a choice of L is done we set K* := K} := L&},
In most cases we will drop the mentioning of L, but we have to keep the choice in
mind. The fine-structure of the algebras we are about to define will depend on the
choice. But the main properties will remain the same.

Remark 2.1. A Riemann surface of genus ¢ has exactly 229 non-isomorphic square
roots of K. For g = 0 we have K = O(—2), and L = O(—1), the tautological bundle,
is the unique square root. Already for g = 1 we have four non-isomorphic ones. As
in this case K = O one solution is Ly = O. But we have also other bundles L;,
1 =1,2,3. Note that Ly has a nonvanishing global holomorphic section, whereas
this is not the case for L, Lo and L3. In general, depending on the parity of the
dimension of the space of globally holomorphic sections, i.e. of dimH(X, L), one
distinguishes even and odd theta characteristics L. For g = 1 the bundle O is an
odd, the others are even theta characteristics. The choice of a theta characteristics
is also called a spin structure on X [2].

We set
(2.4) FAA) := {f is a global meromorphic section of K |
f is holomorphic on ¥\ A}.

Obviously this is a C-vector space. To avoid cumbersome notation, we will often
drop the set A in the notation if A is fixed and/or clear from the context. Recall
that in the case of half-integer A everything depends on the theta characteristics L.

Definition 2.2. The elements of the space F*(A) are called meromorphic forms
of weight A (with respect to the theta characteristics L).
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Remark 2.3. In the two extremal cases for the set A we obtain F*((}) the global
holomorphic forms, and F*(X) all meromorphic forms. By compactness each f €
FA(E) will have only finitely many poles. In the case that f # 0 it will also have
only finitely many zeros.

For sections of K* with A\ € Z the transition functions are ¢y = (c1)*, with ¢;
from (2.3). The corresponding is true also for half-integer A. In this case the basic
transition function of the chosen theta characteristics L is given as c;/o and all
others are integer powers of it. Symbolically, we write v/dz; or (dz)'/? for the local
frame, keeping in mind that the signs for the square root is not uniquely defined
but depends on the bundle L.

If f is a meromorphic A-form it can be represented locally by meromorphic
functions f;. We define for P € ¥ the order

(2.5) ordp(f) := ordp(f;),

where ordp(f;) is the lowest nonvanishing order in the Laurent series expansion of
fi in the variable z; around P. The order ordp(f) is (strictly) positive if and only
if P is a zero of f. It is negative if and only if P is a pole of f. Its value gives the
order of the zero and pole respectively. By compactness our Riemann surface X, f
can only have finitely many zeros and poles. We define the (sectional) degree of f
to be

(2.6) sdeg(f) := Y _ ordp(f).
Pex

Proposition 2.4. Let f € F*, f #0 then

(2.7) sdeg(f) =2X(g —1).

For this and related results see [39)].

3. ALGEBRAIC STRUCTURES

Next we introduce algebraic operations on the vector space of meromorphic forms
of arbitrary weights. This space is obtained by summing over all weights

(3.1) F=& 7
AeSZ
The basic operations will allow us to introduce finally the algebras we are heading

for.

3.1. Associative structure. In this section A is still allowed to be an arbitrary
subset of points in . We will drop the subset A in the notation. The natural map
of the locally free sheaves of rang one

(3.2) KX x KY = K@K 2 KM (s,t) > s @,
defines a bilinear map
(3.3) i FA X FY s FAM

With respect to local trivialisations this corresponds to the multiplication of the
local representing meromorphic functions

(3.4) (sd2™td2") v sd2™ - tdz¥ = s-t dz*.
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If there is no danger of confusion then we will mostly use the same symbol for the
section and for the local representing function.
The following is obvious

Proposition 3.1. The space F is an associative and commutative graded (over
1Z) algebra. Moreover, A= F° is a subalgebra and the F* are modules over A.

Of course, A is the algebra of those meromorphic functions on 3 which are holo-
morphic outside of A. In case that A = (), it is the algebra of global holomorphic
functions. By compactness, these are only the constants, hence A(f)) = C. In case
that A = X it is the field of all meromorphic functions M(X).

3.2. Lie and Poisson algebra structure. Next we define a Lie algebra structure
on the space F. The structure is induced by the map

(3.5) FAXF = P (e, f) = e, f]
which is defined in local representatives of the sections by
d, d
(3.6) (ed2, fdz") s [ed2?, fdz"] == <()\)edf + Vfde> d v
z z

and bilinearly extended to F.

Proposition 3.2. [43, Prop. 2.6 and 2.7] The prescription [.,.] given by (3.6) is
well-defined and defines a Lie algebra structure on the vector space JF.

Proposition 3.3. [43, Prop. 2.8] The subspace L = F~' is a Lie subalgebra, and
the F»’s are Lie modules over L.

Theorem 3.4. [43, Thm. 2.10] The space F with respect to - and [.,.] is a Poisson
algebra.

Next we consider important substructures. We already encountered the subal-
gebras A and £. But there are more structures around.

3.3. The vector field algebra and the Lie derivative. First we look again
at the Lie subalgebra £ = F~!. Here the Lie action respect the homogeneous
subspaces F*. As forms of weight —1 are vector fields, it could also be defined as
the Lie algebra of those meromorphic vector fields on the Riemann surface > which
are holomorphic outside of A. For vector fields we have the usual Lie bracket and
the usual Lie derivative for their actions on forms. For the vector fields e, f € £ we
have (again naming the local functions with the same symbol as the section)

BN Sl =@ O = (L - 0 FEE)

For the Lie derivative we get

B8 VD=Ll = oo = (D)L MO G) a:t

Obviously, these definitions coincide with the definitions already given above. But
now we obtained a geometric interpretation.
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3.4. The algebra of differential operators. If we look at F, considered as Lie
algebra, more closely, we see that F° is an abelian Lie subalgebra and the vector
space sum FC@F ! = A@ L is also a Lie subalgebra. In an equivalent way this can
also be constructed as semidirect sum of A considered as abelian Lie algebra and
L operating on A by taking the derivative. It is called Lie algebra of differential
operators of degree < 1 and denoted by D!. In terms of elements the Lie product is

(39) [(gae)a(hvf)} = (eh_ fg7 [evf])

The projection onto the second factor (g,e) — e is a Lie homomorphism and we
obtain a short exact sequences of Lie algebras

(3.10) 0 A D! c 0.

Hence A is an (abelian) Lie ideal of D! and £ a quotient Lie algebra. Obviously,
L is also a subalgebra of D!.

Proposition 3.5. The vector space F» becomes a Lie module over D' by the
operation

(3.11) (g.e)-f =g f+ef, (g.e) €D'(A), feFA).

3.5. Differential operators of all degree. Differential operators of arbitrary
degree acting on F* can be obtained via universal constructions. See [43] for more
details.

3.6. Lie superalgebras of half forms. With the help of our associative product
(3.2) we will obtain examples of Lie superalgebras. First we consider

(3.12) N N e &

and introduce the vector space S with the product

(3.13) S:=LaF 2 [le,0),(f,0)] == (e, fl+ @+ ,e.0o— f.1)).

The elements of £ are denoted by e, f,. .., and the elements of F~1/2 by ¢, 9, .. ..

The definition (3.13) can be reformulated as an extension of [.,.] on £ to a
super-bracket (denoted by the same symbol) on S by setting
dp 1 de 1
.14 = — —e.0o=(e— — —po—)(d /2
(314) le,0] = —lpse] = e 0 = (€55 — 20 )(d2)
and
(3.15) (o] =0

We call the elements of £ elements of even parity, and the elements of F~1/2

elements of odd parity.
The sum (3.13) can also be described as S = Sy @ S, where &; is the subspace
of elements of parity .

Proposition 3.6. [43, Prop. 2.15] The space S with the above introduced parity
and product is a Lie superalgebra.

Remark 3.7. For the relation of the superalgebra to the geometry of graded Rie-
mann surfaces see Bryant [7]. Also Jordan superalgebras can be constructed in the
above setting, see e.g. Leidwanger and Morier-Genoux [28]. This superalgebra is
the so-called Neveu-Schwarz superalgebra. In physics literature there is another
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superalgbra of importance, the Ramond superalgebra. To define it additional geo-
metric data consisting of pairs of marked points and paths between them is needed.
On the relation to moduli space problems see the recent preprint of Witten [52].

3.7. Higher genus current algebras. We fix an arbitrary finite-dimensional
complex Lie algebra g.

Definition 3.8. The higher genus current algebra associated to the Lie algebra g
and the geometric data (3, A) is the Lie algebra g = g(A) = g(X, A) given as vector
space by g = g ®c A with the Lie product

(316) [$®f7y®g}=[$,y]®fg, T,y g, faQEA'
Proposition 3.9. g is a Lie algebra.

As usual we will suppress the mentioning of (¥, 4) if not needed. The elements
of g can be interpreted as meromorphic functions ¥ — g from the Riemann surface
3} to the Lie algebra g, which are holomorphic outside of A.

For some applications it is useful to extend the definition by considering differ-
ential operators (of degree < 1) associated to g. We define Dé =g ® L and take
in the summands the Lie product defined there and set additionally

(3.17) e,z ®g]:=—[xr®g,e] =2 (e.g).
This operation can be described as semidirect sum of g with £. We get

Proposition 3.10. [43, Prop. 2.15] D; is a Lie algebra.

3.8. Krichever—Novikov type algebras. Above the set A of points where poles
are allowed was arbitrary. In case that A is finite and moreover #A > 2 the
constructed algebras are called Krichever—Novikov (KN) type algebras. In this way
we get the KN vector field algebra, the function algebra, the current algebra, the
differential operator algebra, the Lie superalgebra, etc. The reader might ask what
is so special about this situation so that these algebras deserve special names. In
fact in this case we can endow the algebra with a (strong) almost-graded structure.
This will be discussed in the next section. The almost-grading is a crucial tool for
extending the classical result to higher genus. Recall that in the classical case we
have genus zero and #A = 2.

Strictly speaking, a KN type algebra should be considered to be one of the above
algebras for 2 < #A4 < oo together with a fixed chosen almost-grading induced by
the splitting A = I U O into two disjoint non-empty subset, see Definition 4.1.

3.9. The classical algebras. If we use the above definitions of the algebras for
the classical setting g = 0, A = {0, 00} we obtain the well-known classical algebras.
For further reference we will already introduce their classical central extensions.

3.9.1. The Witt algebra. In the classical situation the vector field algebra L is called
Witt algebra VW, sometimes also called Virasoro algebra without central term. It is
the Lie algebra generated as vector space over C by the basis elements

{e, = 2z"*t1 L | n € Z} with Lie structure

(3.18) [en, em] = (M —n)enim, n,mEZ.

Here z is the quasi-global coordinate on P!. By setting the degree deg(e,) := n it
will become a graded Lie algebra.
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3.9.2. The Virasoro algebra. For the Witt algebra the universal central extension
is the Virasoro algebra V. As vector space it is the direct sum V = C ¢ W. If we
set for z € W, & := (0, ), and ¢ := (1,0) then its basis elements are é,, n € Z and
t with the Lie product 2.

. . 1, m .
(3.19) [€n,ém] = (M —n)épntm + E( 3 n)s, M, [én,t] = [t,t] =0.
By setting degt := 0 we extend the grading of W to V.

3.9.3. The affine Lie algebra. In the classical situation the algebra A of functions
corresponds to the algebra of Laurent polynomials C[z,271]. Given g a finite-
dimensional Lie algebra (i.e. a finite-dimensional simple Lie algebra) then the
tensor product of g with the associative algebra A = Clz, z7!] introduced above
writes as

(3.20) [t ® 2",y ® 2" = [z,y] @ 2"

This algebra g is the classical current algebra or loop algebra. Also in this case
we consider central extensions. For this let 8 be a symmetric, bilinear form for g
which is invariant (e.g. B([z,y], 2) = B(z, [y, 2]) for all x,y, z € g). Then a central
extension is given by

(3.21) [Z® 2",y ® 2] := [z, y]/@;’”rm — B(z,y) -mo, ™ -t.

This algebra is denoted by g and called affine Lie algebra. With respect to the
classification of Kac-Moody Lie algebras, in the case of a simple g they are exactly
the Kac-Moody algebras of affine type, [19], [20], [29].

3.9.4. The Lie superalgebra. Also the classical Lie superalgebra of Neveu-Schwarz
type shows up by the above constructions. It has as basis elements

1
(3.22) en=2""Nd2)"Y, n€Z, @n=2""2d2)V2 meZ+ 3
To avoid doubling I give the structure equations already for the central extension.
Here t is an additional central element.

i(n?’ —n)d,"t,

[en,em] = (M —n)emin + B

(3.23) ey fm] = (m = 5) i,

1 1,
[QPmSOm]:ean_g( 2_1)§n t.

3.9.5. Generalisations. Our classical algebras had certain important features which
we like to recover at least to a certain extend in our general KN type algebras.
They are graded algebra. They have a certain system of basis elements which are
homogeneous with respect to this grading. A generalisation of this is obtained by
the almost-grading discussed in Section 4.

Furthermore, we have central extensions, which indeed are forced by the appli-
cations, e.g. by the quantization of field theories and their necessary regularisation.
In the classical situation they are essentially unique (up to equivalence). For the
generalised algebras we will discuss this in Section 5.

Let me point out here that a special central extension of the function algebra A
will be the (infinite dimensional) Heisenberg algebra.

2Here 52 is the Kronecker delta which is equal to 1 if k = [, otherwise zero.
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4. ALMOST-GRADED STRUCTURE

4.1. Definition of almost-gradedness. In the classical situation discussed in
Section 3.9 the algebras introduced in the last section are graded algebras. In the
higher genus case and even in the genus zero case with more than two points where
poles are allowed there is no non-trivial grading anymore. As realized by Krichever
and Novikov [24] in the two point case there is a weaker concept, an almost-grading,
which to a large extend is a valuable replacement of a honest grading.

Definition 4.1. Let £ be a Lie or an associative algebra such that £ = ®,czL,
is a vector space direct sum, then £ is called an almost-graded (Lie-) algebra if
(i) dim £,, < o0,
(ii) There exists constants Lq, Ly € Z such that
n+m+Lo
Ly Ly C @ Ly, Vn,m € Z.
h=n+m—L1

The elements in £,, are called homogeneous elements of degree n, and £,, is called
homogeneous subspace of degree n.

If dim £,, is bounded with a bound independent of n we call L strongly almost-
graded. If we drop the condition that dim £,, is finite we call £ weakly almost-graded.

Note that in [24] the name quasi-grading was used instead.

In a similar manner almost-graded modules over almost-graded algebras are de-
fined. We can extend in an obvious way the definition to superalgebras, respectively
even to more general algebraic structures. This definition makes complete sense also
for more general index sets J. In fact, we will consider the index set J = (1/2)Z in
the case of superalgebras. The even elements (with respect to the super-grading)
will have integer degree, the odd elements half-integer degree.

4.2. Separating cycle and Krichever-Novikov pairing. Before we give the
almost-grading we introduce an important geometric structure. Let C; be positively
oriented (deformed) circles around the points P;in I, =1,..., K and C7 positively
oriented circles around the points @; in O, j =1,..., M.

A cycle Cg is called a separating cycle if it is smooth, positively oriented of
multiplicity one and if it separates the in-points from the out-points. It might
have more than one component. In the following we will integrate meromorphic
differentials on ¥ without poles in ¥\ A over closed curves C. Hence, we might
consider C' and C” as equivalent if [C] = [C’] in H{ (X \ A, Z). In this sense we write
for every separating cycle

K M
(4.1) [Cs] =) [Ci] == [C5].
i=1 j=1
The minus sign appears due to the opposite orientation. Another way for giving
such a Cg is via level lines of a “proper time evolution”, for which I refer to [43,
Section 3.9].
Given such a separating cycle Cs (respectively cycle class) we define a linear

map

1
(4.2) Fl =, w»—>—,/ w
Cs

2mi
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The map will not depend on the separating line C's chosen, as two of such will be
homologous and the poles of w are only located in I and O.

Consequently, the integration of w over Cg can also be described over the spe-
cial cycles C; or equivalently over C7. This integration corresponds to calculating
residues

K M
(4.3) W o Z resp, (w) = —l_zlresQl(w)

Definition 4.2. The pairing

1

(4.4) FAXF =€, (f.9) = (f,9) =9 /. f-9,

between A and 1 — A forms is called Krichever-Novikov (KN) pairing.

Note that the pairing depends not only on A (as the F* depend on it) but also
critically on the splitting of A into I and O as the integration path will depend on
it. Once the splitting is fixed the pairing will be fixed too.

In fact, there exit dual basis elements (see (4.9)) hence the pairing is non-
degenerate.

4.3. The homogeneous subspaces. Given the vector spaces F» of forms of
weight £ we will now single out subspaces F., of degree m by giving a basis of
these subspaces. This has been done in the 2-point case by Krichever and Novikov
[24] and in the multi-point case by the author [31], [32], [33], [34], see also Sadov
[30]. See in particular [43, Chapters 3,4,5] for a complete treatment. All proofs of
the statements to come can be found there. Such an almost-grading is induced by
a splitting of the set A into two non-empty and disjoint sets I and O.

Depending on whether the weight A is integer or half-integer we set Jy = Z or
Jy» = Z +1/2. For F* we introduce for m € J, subspaces F., of dimension K,
where K = #1, by exhibiting certain elements frﬁ’p € F\ p=1,...,K which
constitute a basis of F2,. Recall that the spaces F* for A € Z + 1/2 depend on the
chosen square root L (the theta characteristic) of the bundle chosen. The elements
are the elements of degree m. As explained in the following, the degree is in an
essential way related to the zero orders of the elements at the points in I.

Let I = {Py, Ps,..., Pk} then we have for the zero-order at the point P; € T of
the element f,?,p

(4.5) ordp,(fp,)=(n+1-A) =0 i=1,... K.

The prescription at the points in O is made in such a way that the element f,’,\w
is essentially uniquely given. Essentially unique means up to multiplication with
a constant®. After fixing as additional geometric data a system of coordinates z
centered at P, for [ = 1,..., K and requiring that

(4.6) Fp(zp) = 25721+ O(2))(dzp)*
the element f, , is uniquely fixed. In fact, the element f,’)p only depends on the

first jet of the coordinate z,.

3Strictly speaking, there are some special cases where some constants have to be added such
that the Krichever-Novikov duality (4.9) is valid.
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Here we will not give the general recipe for the prescription at the points in O.
Just to give an example, which is also the important special case appearing in the
case of WZNW models discussed later, assume O = {@Q} is a one-element set. If
either the genus ¢ = 0, or g > 2, A # 0, 1/2, 1 and the points in A are in generic
position then we require

(4.7) ordg(fr,)=—K-(n+1-X)+(2Ax—1)(g—1).

In the other cases (e.g. for g = 1) there are some modifications at the point in O
necessary for finitely many m.

Theorem 4.3. [43, Thm. 3.6] Set
(48) B = (£, ne€ly p=1,. K}
Then (a) B* is a basis of the vector space F*.

(b) The introduced basis B* of F* and B*=* of F'=* are dual to each other with
respect to the Krichever-Novikov pairing (4.4), i.e.

4.9 A fIAN=6T6" Vnymely, rp=1,... K.
(

n,p’J —m,r p “n >
In particular, from part (b) of the theorem it follows that the Krichever-Novikov
pairing is non-degenerate. Moreover, any element v € F'~* acts as linear form on
F via
(4.10) O, : FA = C, w— Oy(w) = (v, w).

Via this pairing 71~ can be considered as restricted dual of F*. The identification
depends on the splitting of A into I and O as the KN pairing depends on it. The full
space (F*)* can even be described with the help of the pairing in a “distributional
interpretation” via the distribution ®; associated to the formal series

K
(4.11) b= Z Zam,p 11nTp>\’ amyp € C.

mely p=1
The elements of the dual space of vector fields £ will be given by the formal
series (4.11) with basis elements from F?2, the quadratic differentials; the elements
of the dual of A correspondingly from F*, the differentials; and the elements of the
dual of F~1/2 correspondingly from F3/2.
It is quite convenient to use special notations for elements of some important
weights:

1 . p—1/2 . ¢0
En,p = fn,p’ Pn,p = fn,p ’ An,p T dn,p
n,p .__ r1 n,p ._ r2
whPa=fo, L QP =2

In view of (4.9) for the forms of weight 1 and 2 we invert the index n and write it
as a superscript.

(4.12)

Remark 4.4. It is also possible (and for certain applications necessary) to write
explicitely down the basis elements f;L\’p in terms of “usual” objects defined on the
Riemann surface ¥. For genus zero they can be given with the help of rational
functions in the quasi-global variable z. For genus one (i.e. the torus case) rep-
resentations with the help of Weierstrall o and Weierstral p functions exists. For
genus > 1 there exists expressions in terms of theta functions (with characteris-
tics) and prime forms. Here the Riemann surface has first to be embedded into its
Jacobian via the Jacobi map. See [43, Chapter 5], [32], [35] for more details.
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4.4. The almost-graded algebras.

Theorem 4.5. [43, Thm. 3.8] There exists constants Ry and Ry (depending on the
number and splitting of the points in A and on the genus g) independent of A and
v and independent of n,m € J such that for the basis elements

A _ A+
fn,p' 71711,7" - fn+7l“r/1r ;

n+m+R1 K

hos) Mo (hos)
Y DA kA €€
h=n+m+1 s=1

(4.13)
g Fsd = (Am+wn) falrtlo)
n+m+Rs K

(h s) A+u+1 (h,s)
LD DD L T /S SRR T o
h=n+m+1 s=1

This says in particular that with respect to both the associative and Lie structure
the algebra F is weakly almost-graded. In generic situations and for N = 2 points
one obtains R; = g and Ry = 3g.

The reason why we only have weakly almost-gradedness is that
(4.14) F = F.  with dimF), =K

melx

and if we add up for a fixed m all A we get that our homogeneous spaces are infinite
dimensional.

In the definition of our KN type algebra only finitely many As are involved, hence
the following is immediate

Theorem 4.6. The Krichever-Novikov type vector field algebras L, function alge-
bras A, differential operator algebras D', Lie superalgebras S, and Jordan superal-
gebras J are (strongly) almost-graded algebras and the corresponding modules F
are almost-graded modules.

We obtain with n € Jy
(415) dim £,, = dim A, = dim F) = K

' dim S, = 2K, dimD} =3K.
If U is any of these algebras, with product denoted by [, ] then

n+m+R

(4.16) UnUn) S P Un,
h=n+m

with R; = Ry for Y/ = A and R; = Ry otherwise.
The lowest degree term component in (4.13) for certain special cases reads as

A”vP'Am,T = An+mr6p + h.d.t.
Anp - fnw = fapme6f + hdt.

[enps €mr] = (M —=n)-enyms 0 + hdt.
np- e = (m+An) - fro, 60 + hdt.

Here h.d.t. denote linear combinations of basis elements of degree between n+m-+1
and n +m + R;,

(4.17)
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Finally, the almost-grading of A induces an almost-grading of the current algebra
g by setting g,, = g ® A,,. We obtain

(4.18) §=Ps,. dimg, =K dimg.
nez

4.5. Triangular decomposition and filtrations. Let ¢/ be one of the above
introduced algebras (including the current algebra). On the basis of the almost-
grading we obtain a triangular decomposition of the algebras

(4.19) U= Uy & Uy S UL,
where
m=0
(4.20) Uy =P th, Ug= P Un, U= @ Un
m>0 m=—R; m<—R;
By the almost-gradedness the [+] and [—] subspaces are (infinite dimensional) sub-

algebras. The [0] spaces in general not. Sometimes we will use critical strip for
them.
With respect to the almost-grading of F* we introduce a filtration

(421) m>n
A A A
2 Faooy 2 Fmy 2 Fary

Proposition 4.7. [43, Prop. 3.15]
(4.22) Foy={feFodp(f)zn—A\ Vi=1,... K}

In case that O has more than one point there are certain choices, e.g. numbering
of the points in O, different rules, etc. involved in defining the almost-grading.
Hence, if the choices are made differently the subspaces F might depend on them,
and consequently also the almost-grading. But by this proposition the induced
filtration is indeed canonically defined via the splitting of A into I and O.

Moreover, different choices will give equivalent almost-grading. We stress the
fact, that under a KN type algebra we will mostly understand one of the introduced
algebras together with an almost-grading (respectively equivalence class of almost-
grading, respectively filtration) introduced by the splitting A =T U O.

5. CENTRAL EXTENSIONS

Central extension of our algebras appear naturally in the context of quantization
and regularization of actions. Of course they are also of independent mathematical
interest.

5.1. Central extensions and cocycles. Recall that equivalence classes of central
extensions of a Lie algebra W are classified by the elements of the Lie algebra
cohomology H2(W,C) with Values in the trivial module C. The central extension

W decomposes as vector space W = C®W. If we denote & := = (0,z) and t := (1,0)
then its Lie structure is given by

(5.1) 2,9 = [z, 9] + ¥(z,y) -, [tW]=0, z,yeW.
Here 1 € [¢)] where [¢] € H2(W,C).
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Recall that the Lie algebra 2-cocycle condition reads as
This condition is equivalent to the fact, that W fulfills the Jacobi identity.

5.2. Geometric cocycles. For the Witt algebra (i.e. the vector field algebra in the
classical situation) we have dim H?(W, C) = 1. hence there are only two essentially
different central extensions, the splitting one given by the direct sum C & W of
Lie algebras, and the up to equivalence and rescaling unique non-trivial one, the
Virasoro algebra V. For V we already gave the algebraic structure above (3.19).
Recall that the defining cocycle reads as

L (n® —n)o, ™.

(53) ¢(€n,€m) = E n

Obviously it does not make any sense in the higher genus and/or multi-point case.
We need to find a geometric description. For this we have first to introduce con-
nections.

5.2.1. Projective and affine connections. Let (U, za)acs be a covering of the Rie-
mann surface by holomorphic coordinates with transition functions zz = fga(24)-

Definition 5.1. (a) A system of local (holomorphic, meromorphic) functions R =
(Ra(zq)) is called a (holomorphic, meromorphic) projective connection if it trans-
forms as

NG 3 /R 2
) Raen) gl = Balea) 450wt s =12 = 3 (00)
the Schwartzian derivative. Here ' denotes differentiation with respect to the coor-
dinate z,.
(b) A system of local (holomorphic, meromorphic) functions T = (T, (z4)) is
called a (holomorphic, meromorphic) affine connection if it transforms as

f//
R
fha

Every Riemann surface admits a holomorphic projective connection [16],[14].
Given a point P then there exists always a meromorphic affine connection holo-
morphic outside of P and having maximally a pole of order one there [34].

From their very definition it follows that the difference of two affine (projec-

tive) connections will be a (quadratic) differential. Hence, after fixing one affine
(projective) connection all others are obtained by adding (quadratic) differentials.

(5.5) Ts(28) - (fp,0) = Ta(za) +

5.2.2. The function algebra A. We consider it as abelian Lie algebra. In the fol-
lowing let C' always be an arbitrary smooth not necessarily connected curve not
meeting A. We obtain the following cocycle

(5.6) Vhgh) = / gdh, g.he A
C

2mi

5.2.3. The current algebra g. For g = g ® A we fix a symmetric, invariant, bilinear
form 8 on g (not necessarily non-degenerate). Recall, that invariance means that
we have ([z,y],z) = B(x, [y, #]) for all z,y,2 € g. Then a cocycle is given by

1
61 VEswo oo h) =) o [ gdh apcs gheA

i
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5.2.4. The vector field algebra L. Here it is a little bit more delicate. First we have
to choose a (holomorphic) projective connection R. We define

68 vtale)= g [ (5 e - RCr o)) dz

Only by the term coming with the projective connection it will be a well-defined
differential, i.e. independent of the coordinate chosen. It is shown in [34] (and
[43]) that it is a cocycle. Another choice of a projective connection will result in a
cohomologous cocycle. Hence, the equivalence class of the central extension will be
the same.

5.2.5. The differential operator algebra D'. For the differential operator algebra
the cocycles of type (5.6) for A can be extended by zero on the subspace £. The
cocycles for £ can be pulled back. In addition there is a third type of cocycles
mixing A and £:

1

(5.9) ¢4C,T(€7g) = By .

with an affine connection T', with at most a pole of order one at a fixed point in O.
Again, a different choice of the connection will not change the cohomology class.
For more details on the cocycles see [37], [43].

(eg" + Teg')dz, eeL,ge A,

5.2.6. The Lie superalgebra S. The Lie superalgebra S has the vector field algebra
L as Lie subalgebra. In particular, every cocycle of & will define a cocycle of L.
It is shown in [41], [43] that for C as above and R any (holomorphic) projective
connection the bilinear extension of

Oc r(e, f) =Y gle, f)
B10)  Gonlew) =g [ (e~ Repev)ds

Porle, @) =0

gives a Lie superalgebra cocycle for S, hence defines a central extension of S. A
different projective connection will yield a cohomologous cocycle.

A similar formula was given by Bryant in [7]. By adding the projective connection
in the second part of (5.10) he corrected some formula appearing in [6]. He only
considered the two-point case and only the integration over a separating cycle. See
also [23] for the multi-point case, where still only the integration over a separating
cycle is considered.

In contrast to the differential operator algebra case the two parts cannot be
prescribed independently. Only with the same integration path (more precisely,
homology class) and the given factors in front of the integral it will work. The reason
for this is that there are cocycle conditions relating vector fields and (—1/2)-forms.

5.3. Uniqueness and classification of central extensions. The above intro-
duced cocycles depend on the choice of the connections R and T'. Different choices
will not change the cohomology class. Hence, this ambiguity does not disturb us.
What really matters is that they depend on the integration curve C' chosen.

In contrast to the classical situation, for the higher genus and/or multi-point
situation there are many non-homologous different closed curves inducing non-
equivalent central extensions defined by the integration.
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But we should take into account that we want to extend the almost-grading from
our algebras to the centrally extended ones. This means we take degz := degx
and assign a degree deg(t) to the central element ¢, and still we want to obtain
almost-gradedness.

This is possible if and only if our defining cocycle ¥ is “local” in the following
sense (the name was introduced in the two point case by Krichever and Novikov in
[24]). There exists My, My € Z such that

(5.11) Yo,m: YUp,Un)#0 = My <n+m < M.

Here U stands for any of our algebras (including the supercase). It is very important
that “local” is defined in terms of the almost-grading, and the almost-grading itself
depends on the splitting A = I UO. Hence what is “local” depends on the splitting
too.

We will call a cocycle bounded (from above) if there exists M € Z such that

(5.12) Vn,m: YUp,Un) #0 = n+m < M.

Similarly bounded from below can be defined. Locality means bounded from above
and from below. Given a cocycle class we call it bounded (respectively local) if and
only if it contains a representing cocycle which is bounded (respectively local). Not
all cocycles in a bounded (local) class have to be bounded (local).

If we choose as integration path a separating cocycle Cg, or one of the C; then
the above introduced geometric cocycles are local, respectively bounded. Recall
that in this case integration can be done by calculating residues at the in-points or
at the out-points. All these cocycles are cohomologically nontrivial. The theorems
in the following concern the opposite direction. They were treated in my works
[37], [38], [41]. See also [43] for a complete and common treatment.

The following result for the vector field algebra L gives the principal structure
of the classification results.

Theorem 5.2. [37], [43, Thm. 6.41] Let £ be the Krichever—Novikov vector field
algebra with a given almost-grading induced by the splitting A =1U O.

(a) The space of bounded cohomology classes is K-dimensional (K = #I). A
basis is given by setting the integration path in (5.8) to C;, i = 1,..., K the little
(deformed) circles around the points P; € 1.

(b) The space of local cohomology classes is one-dimensional. A generator is given
by integrating (5.8) over a separating cocycle Csg, i.e.

1 1
(5.13) Vs rle f) = EYP .. (Q(G/I/f —ef")—R-(e'f — ef’)) dz .
(c) Up to equivalence and rescaling there is only one non-trivial one-dimensional

central extension L of the vector field algebra L which allows an extension of the
almost-grading.

Remark 5.3. In the classical situation, Part (c) shows also that the Virasoro
algebra is the unique non-trivial central extension of the Witt algebra (up to equiv-
alence and rescaling). This result extends to the more general situation under the
condition that one fixes the almost-grading, hence the splitting A = I U O. Here I
like to repeat the fact that for £, depending on the set A and its possible splittings
into two disjoint subsets, there are different almost-gradings. Hence, the “unique”
central extension finally obtained will also depend on the splitting. Only in the two
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point case there is only one splitting possible. In the case that the genus g > 1
there are even integration paths possible in the definition of (5.8) which are not
homologous to a separating cycle of any splitting. Hence, there are other central
extensions possible not corresponding to any almost-grading.

The above theorem is a model for all other classification results. We will always
obtain a statement about the bounded (from above) cocycles and then for the local
cocycles. The cocycles will be explicitely given as geometric cocycles introduced
above with integration over the C; and Cg respectively.

If we consider the function algebra A as an abelian Lie algebra then every skew-
symmetric bilinear form will be a non-trivial cocycle. Hence, there is no hope of
uniqueness. But if we add the condition of L-invariance, which is given as

(5.14) P(e.g,h) +1(g,e.h) =0, VeeLl, gohe A

things will change.

Let us denote the subspace of local cohomology classes by Hl20c’ and the subspace
of local and L-invariant cohomology classes by H%J oc- Note that the condition is
only required for at least one representative in the cohomology class. We collect
a part of the results for the cocycle classes of the other algebras in the following
theorem.

Theorem 5.4. [43, Cor. 6.48)
(a) dim H%,loc(Aa (C) =1,

(b) dimH} (L£,C) =1,

(¢) dimH} (D',C) =3,

(d) dimH? _(§,C) =1 forg a simple finite-dimensional Lie algebra,

(e) dimH? (S,C)=1.

A basis of the cohomology spaces are given by taking the cohomology classes of the
cocycles (5.6), (5.8), (5.9), (5.7), (5.10) obtained by integration over a separating
cycle Cg.

Consequently, we obtain also for these algebras the corresponding result about
uniqueness of almost-graded central extensions. For the differential operator algebra
we get three independent cocycles. This generalizes results of [1] valid for the
classical case.

For the results on the bounded cocycle classes we have to multiply the dimensions
above by K = #1. In the supercase the central element which we consider here is of
even parity. For the supercase with odd central element the bounded cohomology
vanishes [41].

For g a reductive Lie algebra and if the cocycle is L-invariant if restricted to the
abelian part, a complete classification of local cocycle classes for both g and Dé can
be found in [38], [43, Chapter 9].

I like to mention that in all the applications I know of, the cocycles coming
from representations, regularizations, etc. are local. Hence, the uniqueness or
classification results presented above can be used.

Remark 5.5. I classified in [45] for the multi-point genus zero situation all 2nd
cohomology for the above algebras. In particular, we showed that all classes are
geometric. This is done by showing that all classes are bounded classes with respect
to the “standard splitting” of N —1 points in I and one point in O. Hence, from [37],
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[38] they can be explicitly given as geometric cocycles. In such a way the universal
central extensions can be obtained. This chain of arguments do not work in higher
genus as there are cocycle classes which will never be bounded with respect to any
splitting.

6. SUGAWARA REPRESENTATION

In the classical set-up the Sugawara construction relates to a representation of
the classical affine Lie algebra g a representation of the Virasoro algebra, see e.g.
[20], [21]. In some sense it assigns to a gauge symmetry a conformal symmetry.

In joint work with O. Sheinman the author succeeded in extending it to arbitrary
genus and the multi-point setting [46]. For an updated treatment, incorporating
also the uniqueness results of central extensions, see [43, Chapter 10].

We will need the Sugawara operators to define the Knizhnik-Zamolodchikov (KZ)
connection. Hence, we will give a very rough sketch of it here.

We start with an admissible representation V' of a centrally extended current
algebra g (i.e. the affine Lie algebra of KN type). Admissible means, that the
central element operates as constant x identity, and that every element v in the
representation space will be annihilated by the elements in g of sufficiently high
degree (the degree might depend on the element v).

For simplicity let g be either abelian or simple and 8 the non-degenerate sym-
metric invariant bilinear form used to construct g (now we need that it is non-
degenerate). Note that in the case of a simple Lie algebra every symmetric, invari-
ant bilinear form £ is a multiple of the Cartan-Killing form.

Let {u;}, {u’}, i = 1,...,dimg be a system of dual basis elements for g with
respect to 3, ie. B(u;,u!) = 65 Note that the Casimir element of g can be
given by >, u;u’. For x € g we consider the family of operators z(n,p) given by
the operation of z ® A, , on V. Recall that the {4, ,},n € Z, p=1,...,K is
the collection of basis elements introduced above of the algebra A. We group the
operators together in a formal sum

K
(6.1) BQ) =YY a(n,pw"?(Q), QeI

neZ p=1

Such a formal sum is called a field if applied to a vector v € V, i.e.,

(6.2) 2Q).v:=Y Y (z(n,p).0)w"?(Q), QET,

it gives again a formal sum (now of elements from V') which is bounded from above.
By the condition of admissibility Z(Q) is a field. It is of conformal weight one, as
the one-differentials w™? show up.

The current operator fields are defined as *

(6.3) Ti(Q) = w(Q) = Y ui(n, p™"(Q).

AFor simplicity we drop mentioning the range of summation here and in the following when it
is clear.
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The Sugawara operator field T(Q) is defined by
1 ,
(6:4) T(Q) =5 QT (Q): -

Here :...: denotes some normal ordering, which is needed to make the product of
two fields again a field. The standard normal ordering is defined as

(6.5) o p)ym,r): = {x(n,p)y(m,r), (n,p) < (m,7)

y(m,r)z(n,p), (n,p) > (m,7)
where the indices (n,p) are lexicographically ordered. By this prescription the
annihilation operator, i.e. the operators of positive degree, are brought as much as
possible to the right so that they act first.

As the current operators are fields of conformal weights one the Sugawara oper-
ator field is a field of weight two. Hence we write it as

K
(6.6) T(Q) =D Lip- 2"P(Q)
k€Z p=1
with certain operators Ly ,. The Ly, are called modes of the Sugawara field T or
just Sugawara operators. In fact we can express them via

f/ﬂwmm
Cs

Lk:,p = 2

(6.7) = % Z Z Z wi(n, r)ut (m, t): lé?};r)(m’t),

nm vt 1

. n,r)(m ]‘ n,r m
mhzwwuféw«m%wmm
S

2mi

Let 2« be the eigenvalue of the Casimir operator in the adjoint representation.
For g abelian k = 0. If g simple and 8 normalized such that the longest roots have
square length 2 then « is the dual Coxeter number. Recall that the central element
t acts on the representation space V as c-id with a scalar c¢. This scalar is called
the level of the representation. The key result is (where z(g) denotes the operator
corresponding to the element x ® g)

Proposition 6.1. [43, Prop. 10.8] Let g be either an abelian or a simple Lie
algebra. Then

(6.8) [Lips 2(9)] = —(c+ k) - x(exp - g) -

(6.9) [Lip T(Q)] = (¢ + K) - (exp - T(Q)) -

Recall that ey, are the KN basis elements for the vector field algebra L.

In the next step the commutators of the operators Ly, can be calculated. The
case ¢ + k = 0 is called the critical level. In this case these operators generate a
subalgebra of the center of gl(V'). If ¢+ x # 0 (i.e. at a non-critical level) the Ly,
can be replaced by rescaled elements Lj = C:_—lﬂLk.,p and we we denote by T7..]
the linear representation of £ induced by

(6.10) Tlekp) = Ly, -
From (6.8) we obtain
(6.11) [Te], u(g)] = ule. g)
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Let V be an admissible representation of g of non-critical level, then the Sugawara
operators define a projective representation of £ with a local cocycle. This cocycle
is up to rescaling our geometric cocycle 1/%& g With a projective connection R. In
detail,

cdimg .
(612) Tlle. £} = [T1e), T + S22 08, e, fid.
Consequently,
Theorem 6.2. In the non-critical level, by setting
cdimg .
6.13 Tl =T T[t] := d.
(613) @ =Tlel, Tl = S5m0

we obtain a honest Lie representation of the centrally extended vector field algebra
L given by the local cocycle Yo R.

For the general reductive case, see [43, Section 10.2.1].

7. WESS-ZUMINO-NOVIKOV-WITTEN MODELS AND
KNIZHNIK—ZAMOLODCHIKOV CONNECTION

Wess-Zumino-Novikov-Witten models (WZNW) are important examples of mod-
els of two-dimensional conformal field theories and their quantized versions. They
can roughly be described as follows. The gauge algebra of the theory is the
affine algebra associated to a finite-dimensional gauge algebra (i.e. a simple finite-
dimensional Lie algebra). The geometric data consists of a compact Riemann sur-
face (with complex structure) of genus g and a finite number of marked points
on this surface. Starting from representations of the gauge algebra the space of
conformal blocks can be defined. It depends on the geometric data. Varying the
geometric data should yield a bundle over the moduli space of the geometric data.

In [22] Knizhnik and Zamolodchikov considered the case of genus 0 (i.e. the Rie-
mann sphere). There, changing the geometric data consists in moving the marked
points on the sphere. The space of conformal blocks could completely be found
inside the part of the representation associated to the finite-dimensional gauge al-
gebra. On this space an important set of equations, the Knizhnik—Zamolodchikov
(KZ) equations, were introduced. In a geometric setting, solutions are the flat sec-
tions of the bundle of conformal blocks over the moduli space with respect to the
Knizhnik—Zamolodchikov connection.

For higher genus it is not possible to realize the space of conformal blocks in-
side the representation space associated to the finite-dimensional algebra. There
exists different attacks to the generalization. Some of them add additional struc-
ture on these representation spaces (e.g. twists, representations of the fundamental
group,..). A very incomplete list of names are Bernard, [4], [5], Felder, Wiecz-
erkowski, Enriquez, [9], [10], [8], Hitchin, [17], and Ivanov [18].

An important approach very much in the spirit of the original Knizhnik—Zamolod-
chikov approach was given by Tsuchiya, Ueno and Yamada [51]. The main point in
their approach is that at the marked points, after choosing local coordinates, local
constructions are done. In this setting the well-developed theory of representations
of the traditional affine Lie algebras (Kac-Moody algebras of affine type) can be

5The projective connection takes care of the “up to coboundary” and of different normal
orderings.
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used. It appears a mixture between local and global objects and considerable effort
is necessary to extend the local constructions to global ones.

Oleg Sheinman and the author presented in [47] and [48] a different approach
to the WZNW models which uses global objects. These objects are the Krichever—
Novikov algebras and their representations. A crucial point is that a certain sub-
space of the Krichever-Novikov algebra of vector fields is identified with tangent
directions on the moduli space of the geometric data. Conformal blocks can be
defined. Finally, with the help of the global Sugawara construction given in Sec-
tion 6 it is possible to define the higher genus multi-point Knizhnik—Zamolodchikov
connection (see (11.6)). This connection is well-defined on the vector bundle of
conformal blocks at least for those representations of the higher genus multi-point
affine algebras which fulfill certain conditions. These conditions are fulfilled e.g.
for Verma modules induced by representations of the finite-dimensional Lie algebra
g at the marked points [43, Sect. 9.9], or for fermionic Fock space representations
[43, Sect. 9.10]. It turns out that the connection is projectively flat.

This global operator approach to WZNW models will be presented in the fol-
lowing. Complete proofs appeared in [47], [48]. More details (and an improved
presentation) can be found in [43, Chapter 11] and [50].

I like to point out that up to now the global construction works only over an open
dense subset of the moduli space. This is in contrast to the approach of Tsuchiya,
Ueno and Yamada [51] which gives a theory valid for the compactified moduli space
and hence includes stable singular curves. In this way they were able to proof the
Verlinde formula.

8. MODULI SPACE OF CURVES WITH MARKED POINTS

We will switch to the point of view that we consider compact Riemann surfaces
3 as smooth projective curves C' over C. For simplicity we call them just curves but
will continue to use also the symbol ¥ for them. Without further explanations we
will use the language of algebraic geometry here. Using the fact that for compact
Riemann surfaces all global holomorphic objects will be algebraic we will allow
ourselves, if needed, to switch between the two languages.

Our set A where poles are allowed will be separated into

(8.1) I:={P\,Ps,..., Py}, O:={Py}.

In particular, our usual K will be NV and our usual N will be N + 1. This change
of notation reflects the fact the point P, will play a special role as reference point.

Ignoring for the moment the necessary reference point P, our principal moduli
space object is the moduli space M, y of genus g curves with N marked points. A
point b € M, n is given as

(8.2) b=[S,Pi,...,Py]

where [...] denotes equivalence with respect to algebraic isomorphisms ¢ : ¥ — ¥/
with ¢(P;) = P/. We will work over a generic open subset W of M, nx and hence
there will be an universal family of curves U — W.

We will need an additional reference point, hence we should consider Mg ny1.
Furthermore we will need (at least) first order jets of coordinates at the points in
I and for technical intermediate reasons also some jets of coordinates at the point
P. Recall that a k-jet of coordinates at P; is an equivalence class of coordinates
where two coordinates z; and z} are identified if they coincide up to order k in their
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power series expansion. This says 2/(z;) = z; + O(zF*1). Note that the zero order
term of a coordinate is always fixed by the point itself and consequently a 0-jet says
that we ignore the coordinates at the point P;.

We start rather general and denote by Mgk]\l,’l
projective curves of genus g (over C) with N 4+ 1 ordered distinct marked points
and fixed k-jets of local coordinates at the first N points and a fixed p-jet of a local

coordinate at the last point. The elements of M;kz\[;L are given as

, the moduli space of smooth

7 k k
(8.3) p5P) =[S, Py,..., Py, P, 2P 20 200
where ¥ is a smooth projective curve of genus g, P;, i = 1,..., N, 00 are distinct
points on X, z; is a coordinate at P; with z;(P;) = 0, and zi(l) is a [-jet of z;

(I € Np). Here [..] denotes an equivalence class of such tuples in the following sense.
Two tuples representing bk2) and kP are equivalent if there exists an algebraic
isomorphism ¢ : ¥ — ¥’ which respects the points and the corresponding jets of
coordinates. For the following two special cases we introduce the notation

0,0 1 1,0
(8.4) Mg i1 =M and ML = MUY

Also we will use b := b(1:0)_ In the first case there will be no coordinates at all, in
the second case only the first jets of coordinates at the points in I appear. These
elements will be given by

b=[S,P,...,Py,Py] € Myni

(8.5) )
b(l):[Z,Pl,...,PN,Pooyzgl)~"7Z](\})] € M.SJl,?V+1

By forgetting either coordinates or higher order jets we obtain natural projections
K,
(8.6) VP Méﬁll — Mg N1

or more generally Mélfﬁzrl — Mgkzlvi)l for any k' < k and p’ < p.

Here we deal with the situation in the neighborhood of a moduli point corre-
sponding to a generic curve ¥ with a generic marking (Py, Ps, ..., Py, Px). Let
W C M n+1 be an open subset around such a generic point b= 2, P, Py, ..., Py, Pxl.
A generic curve of g > 2 admits no nontrivial infinitesimal automorphism, and we
may assume that there exists a universal family of curves with marked points over
W. In particular, this says that there is a proper, flat family of smooth curves over
w

(8.7) U= W,

such that for the points b = (2,P,Ps,...,Py,Px] € W we have 7r_1(l~)) =Y and
that the sections defined as

(8.8) oW —=U, oib)=P, i=1,...,N, o0

will not meet and are algebraic.

The subset W can be pullbacked via 5P to ./\/l((]]f]’f;l_l and we obtain W*) as
open subset. Now the sections (8.8) can additionally be complemented by choosing
infinitesimal neighbourhoods of the order under consideration. As cases of special
importance we obtain the subsets

= = 1 = 1,1
(8.9) W =W cmty o weD Ml
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There is another relation to be taken into account. If we “forget” the last point
P, the reference point, we obtain maps

(8.10) My nir = Mgy, MDD = Mgy, MED - M8

Let us fix an algebraic section 6 of the universal family of curves (without mark-
ing). In particular, for every curve there is a point chosen in a manner depending
algebraically on the moduli. The subset

(8.11) W' ={b=1[8,P,Ps...,Pn,Px] | P =0([Z))} C W
can be identified with the open subset W of M, y via
(8.12) b=[(Z,P,Ps,...,PN,00([Z]))] = b=[(%,P1,Ps,...,Px)] .

By genericity, the map is one-to-one.
By choosing not only a section 74, but also a p-th order infinitesimal neighbor-
hood of this section we even get an identification of the open subset W of M, n

with an analytic subset W’ () of W©OP) of M;?}\’;Zrl. It is defined in a similar way
as W"'.

All constructions done below for the N + 1 point situation will yield results for
the N point situation. But it is important to keep in mind that the results will in
general depend on the chosen section G, yielding the reference points Pa.

All these considerations can be extended to the case where we allow infinite jets
(k,00)

of local coordinates at P,,. In this way we obtain the moduli space ./\/lg7N+1.

Next we consider the tangent space at the moduli spaces. Recall that our moduli
point is generic, hence the moduli space there is smooth. The Kodaira—Spencer map
for a versal family of complex analytic manifolds Y — B over the base B at the
base point b € B,

(8.13) Ty(B) — H'(Y3,Ty,)

is an isomorphism. Here Tj(B) denotes the tangent space of B at the point b,
Y}, is the fiber over b and Ty, the (holomorphic) tangent sheaf of Y;. The space
H(Y;, Ty,) is also sometime called Kuranishi tangent space.

We are in the local generic situation where we have a universal family. Hence we
can employ (8.13). Let X be the curve fixed by b, 5, respectively b(*P) . We obtain

(8.14) Tis)(Mgo) 2 HY(Z, TY) .

Denote by S the divisor S = Zfil P; on . Then the Kodaira Spencer map gives
(8.15) TyMy n1 2 HY(Z,Ts(—S — Py)),

(8.16) i Mo ey = H (5, T (=25 = (p+ 1)Pxc)),

(8.17) Ty00m ML = HY(E, To(—(k +1)S — (p + 1) P))

With the help of Riemann-Roch and Serre duality the dimension of the moduli
spaces can be calculated. The following cases will be of importance for us.

39 - 33 g 2 2
(8.18) dim[g] (Mg,()) = 1, g = 1

0, g=0,
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and for N # 0
. 3g—3+ N, g>1

8.19 dims (M =
(8:19) v Mo.n) Lmﬂ&N—@,g:O,
and correspondingly for dimj;(Mg y41). Finally

. 3g—2+2N+p g=>1
8.20 dimga (M) = ’
( ) lmb(lyp)( g,N—‘rl) maX(()’ _2 + 2N +p)7 g — 0 )

Remark 8.1. For genus 0 and 1 the situations are in certain sense special. In
this case it is better to work with the configuration space. For illustration let us
consider ¢ = 0. There is only one isomorphy type. By an automorphism of P! it is
always possible to move three distinct points to the triple (0,1, 00). If this is done
there are no further automorphisms. Hence the moduli space My y has a non-zero
dimension exactly for N > 4. Its dimension is min(0, N — 3) in accordance with
the formula (8.19). In this case one usually works with the configuration space of
N points which reads as

W:Z{(P1,P2,.~.,PN)|PZ'€(C7 P; # P, for i # j}

and studies the remaining invariance at the end to pass to the moduli space. It is
quite useful to map the reference point P, always to co.

9. TANGENT SPACES OF THE MODULI SPACES AND THE KRICHEVER-NOVIKOV
VECTOR FIELD ALGEBRA

In this section we will relate the tangent spaces at a moduli point of the above
introduced moduli spaces with certain parts of the Krichever—Novikov vector field
algebra associated to the corresponding curve. This is done by showing that the
above identified cohomology spaces can be identified with elements of the critical
strips of the Krichever-Novikov vector field algebra. Hence the elements of the
latter can be identified with tangent vectors to the moduli spaces.

To do this we first have to recall the triangular decomposition of Section 4.5 of
the vector field algebra £, (and will do it for later use also already for A and hence
for g).

L=L 0LoydL,
A=A, @A(o) oA

These decompositions are defined with the help of the Krichever—-Novikov basis
elements.

Recall that due to the almost-grading the subspaces A4, and L4 are subalgebras
but the subspaces A(g), and L) in general are not. We used the term critical strip
for them.

Note that Ay, respectively £, can be described as the algebra of functions
(vector fields) having a zero of at least order one (two) at the points P;,i =1,..., N.
These algebras can be enlarged by adding all elements which are regular at all P;’s.
This can be achieved by moving the set of basis elements {Ag;,i = 1,...,N},
(respectively {egq,e—1,,¢ =1,...,N} from the critical strip to these algebras.
We denote the enlarged algebras by A%, respectively by L%

(9.1)



26 MARTIN SCHLICHENMAIER

On the other hand A_ and £_ could also be enlarged such that they contain all
elements which are regular at P,,. We obtain A* and L£* respectively.

In the same way for every p € Ny let £?) be the subalgebra of vector fields

vanishing of order > p 4+ 1 at the point P, and A(f) the subalgebra of functions
vanishing of order > p at the point P,,. We obtain decompositions

L=cyeLl e, forp>0,

9.2)
A=A, @A% AP forp>1,

with “critical strips” CES; and AES;, which are only subspaces.

Of particular interest to us is EE(l)g which we call reduced critical strip. For g > 2
its dimension is
(9.3) dimL{g) =N+ N+(Bg—3)+1+1=2N+3g—1.
The first two terms correspond to £y and £_;. The intermediate term comes from
the vector fields in the basis which have poles at least at one the P;,i =1,..., N
and a pole at P,,. The “1 + 1”7 corresponds to the vector fields in the basis with
exact order zero respectively one at P,,. Also a special role will be played by the
reduced regular subalgebras

(9.4) Ar=AY car, =9 crr,

containing the function respectively the vector fields vanishing at P..

Recall that the almost-grading extends to the higher genus current algebra g by
setting deg(z ® Anp) := n, and we obtain obtain a triangular decomposition as
above

(95) §:ﬁ+ ®§(0)®§—7 with gB:g®Aﬁv 56{_7(0)7—’_} )
In particular, g, are subalgebras. The corresponding is true for the enlarged sub-

algebras. Among them, g" := ﬁ(_l)
the reduced reqular subalgebra of g.

=g® A(_l) is of special importance. It is called

Remark 9.1. All these subalgebras can be considered as subalgebras of the corre-
sponding almost-graded central extensions ./Zl\, Z, and g respectively. This is obvious
as the defining cocycles which are integrated over a separating cycle Cs can be cal-
culated by calculating residues either at the points P, ..., Py or at P,,. But the
elements of the subalgebras are holomorphic at one these sets. Also note that
the finite-dimensional Lie algebra g via  — = ® 1 can naturally be considered as
subalgebra of g. As 1 = Zp Ao p it lies in the subspace g.

Let X be the Riemann surface we are dealing with and let Uy, be a coordinate disc
around P.,, such that Pi,..., Py ¢ Us. Let Uy = ¥\ {Px}. Because Uy and Uy,
are affine (respectively Stein) [15, p.297] we get H! (U;, F) = 0, j = 1, cc for every
coherent sheaf F'. Hence, the sheaf cohomology can be given as Cech cohomology
with respect to the covering {U, U }. Set UL = U1 NUs = Uso \ { P }- The Cech
two-cocycles are given by $1,00 € F(UZ) (50,0 = Sco,c0 = 0), hence by arbitrary
sections over the punctured coordinate disc UZ. We recall that it does not make
any difference whether we calculate the Cech cohomology in the algebraic-geometric
category or in the complex-analytic category.
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Coming back to the holomorphic (algebraic) tangent bundle T%. For every ele-
ment f of the Krichever-Novikov vector field algebra its restriction to UZ is holo-
morphic and indeed algebraic as the poles (outside of UZX) are of finite order.
Hence, it defines an element of H*(X, 7). Note that it defines also an element of
HY(Z, T%(D)), where D is any divisor supported outside of UZ . We introduce the
map
(9.6) Op: L — H(3,T5(D)),  fr0p(f) = [fiv.]-

If the divisor D is clear from the context we will suppress it in the notation. For
us only the divisors

(9.7) Dipi=(k+1)S+(p+1)Px,  kp€Z kp=-1.
are of importance and we set 0y, = 0p, .

Theorem 9.2. [43, Thm. 11.6] Let g > 2 and k,p > —1 then there is a surjective
linear map from the Krichever-Novikov vector field algebra L to the cohomology
space

(9.8) 0=0r,: L — HETs(—(k+1)S—(p+1)Px)
such that 6 restricted to the following subspace gives an isomorphism

Lpa @@ L) = H (S, To(—(k+1)S — (p+ 1) Pxo)

(9.9)

~Y 17

= Ty MU,
Moreover,
(9.10) ker Oy, = P Lo @ £,

n>k

For g =1 the same is true if at least k or p is > 0. For g =0 it is true except for
some small values N, k, or p.

This can be specialized to the following important cases:

LoDL 1D EEp) = Hl(ZaTE(*QS —(p+1)Px) = TB(LP)MSJ,Q-M

0) —
(9.11) Loy ® LY = H(S, To(—=8 = (p+ 1)Po)) = Tyo, Mg n41,
L = HY(S, To(—(p+ 1)Po) 2 Ty, pon MY,
For the infinite jets we obtain
1, . ~
(9.12) Ty MR, = Jlim (S, Te(~25 — pPa)) = Li0) & L.

Remark 9.3. The spaces kery , are invariantly defined. They neither depend
on the ordering of the points, nor on any special recipe for fixing the Krichever—
Novikov basis elements. Because the vector fields in ker § C £ are not corresponding
to deformations in the moduli we sometimes call this vector fields vertical vector
fields. They should not be confused with the sections of the relative tangent sheaf
of the universal family. The following should also be kept in mind. The definition of
the critical strip, hence of the complementary subspace to ker 6, is only fixed by the
order prescription for the basis. A different prescription (which involves changing
the required orders) will yield a different identification of tangent vectors on the
moduli space with vector fields in the fiber.
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The inverse of the map 60}, , we will denote by
- 1, _
(9'13) p: TE(k,p)Mg(;J\;?Zrl - L, X = p(X)

where strictly speaking the image should lie in the subspace Lx_1 ® - @ 6%. In
fact we could also describe p in a more natural manner as a composition of the
canonical map to £/ ker8y , with a non-canonical identification with the critical
strip.

(9.14) i ThunMUTL, = L/kerbh, = Ly1 & @ LE),

In this more natural description p(X) is an element of the critical strip modulo
vertical vector fields which does not depend on choices. For the equation (9.14) we
could instead of the critical strip take any complement of ker 6 ,. The map p is
the Kodaira—Spencer map.

Remark 9.4. In genus 0 and 1 there are global holomorphic vector fields. Hence
the decomposition of the critical strip and its identification in (9.9) are not valid

anymore. The space Lo® L_1 and E*O) @ £ have a non-trivial intersection. This
is in complete conformity with the corrected dimensions of the moduli space.

10. SHEAF VERSIONS OF THE KRICHEVER-NOVIKOV TYPE ALGEBRAS
Let W be a generic open subset of M n1 which we consider here. Let
(10.1) b= [, Py, Ps,..., Py, Py
be a point of . For each b we construct the Krichever-Novikov objects

(10.2) Az, L3, EB’ [ ﬁl;, .7'—5)‘, etc.
with respect to the splitting I = {Py, Pa,..., Py} and O = {Py}.

We sheafify these objects over W. This is done with the help of the universal
family. For details we have to refer to [43, Chapter 11.3].

This construction can be extended to the affine algebra situation. Given a finite-
dimensional Lie algebra g, the sheaf of the associated current algebras gi;; and the

sheaf of the associated affine algebra EW are defined as
(10.3) O = Ap®e, Oy =0 005 -t,

where the Lie structure is given by the naturally extended form of Section 5 (re-
spectively without its central term for gg;).

Clearly, these are Og-sheaves. Furthermore, let b e W and let Oy ; be the
local ring at b and Mj, its maximal ideal. Set Cj; = Og; ;/Mj, then we obtain the
following canonical isomorphisms of localizing

(CE®AW%AE, Cg@AWgAE, C; @ 8 = 055 (CE(X)EWEEB.
Definition 10.1. A sheaf U of Oy;-modules is called a sheaf of representations for
the affine algebra gy if the U(U) are modules over g;;(U) for all open subsets of

w.

For a sheaf of representations U we obtain that 0; is a module over g; for every
point in W. We already introduced the moduli space

117 1 1,0
(10.4) woO Ml =m0
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containing first order jets of coordinates at P;. Let 7 : M;lz\,H — My n41 be the
surjective analytic map obtained by forgetting the coordinates. It is a surjective
analytic map.

Proposition 10.2. [43, Prop.11.11] The sheaves over wo

R — ~ A
(10.5) Az Liyas Lo Swars Swars Fra

are free sheaves of Oy -modules of infinite rank.

The reason for this is that if the first order jets of the coordinates at the points
in I are fixed, then the basis elements of the corresponding algebras are uniquely
fixed, not only up to a scalar. By their explicite expressions valid for generic points
as described in [32] it is clear that they constitute a basis over W),

Pulling back a sheaf of representation 2 over W we obtain a sheaf of representa-
tion YW) = 5*Y of gw - More generally, we can define sheaves of representations
over W directly. In particular for these sheaves of representations, operators
depending on the Krichever-Novikov basis are well-defined.

With the help of the Krichever-Novikov basis elements also an almost-grading
was introduced for the algebraic objects. Hence, clearly the sheaves (10.5) carry an
almost-grading too and the homogeneous subspaces globalize immediately to the
sheaf version. The definition of the homogeneous subspaces does not depend on a
rescaling of the basis elements. Hence, already the sheaves (10.3) over W carry an
almost-graded structure. This allows to define a sheaf of admissible representations
to be a sheaf of representations either over W or over W), where all fiber-wise
representations are admissible. In addition we will usually require (if nothing else
is said) that the central element ¢ operates as ¢ - id with ¢ a function on W. This
function is called the level function. Usually one assumes c to be a constant, which
is just called the level of the representation.

Remark 10.3. Sheaf version of the Sugawara construction.

Recall from Section 6 the Sugawara construction which is well-defined for admis-
sible representations of the affine Lie algebra g associated to a finite dimensional
reductive Lie algebra g. The construction again can be sheafified. Hence let U be
an admissible representation sheaf of the sheaf aWH)' For simplicity let g be either
abelian or simple. Let 2k be the eigenvalue of the Casimir in the adjoint represen-
tation of the finite Lie algebra and let ¢ be the level of the representation under
consideration. Assume that the level function ¢ obeys ¢ + k # 0 for the moduli
points we are considering. For every sheaf of admissible representations over wo
or W the Sugawara operators

-1 1
rw o o, @@

are well-defined. But note that the individual T'le,, ,] = L;, , will depend on the
first order jet of the coordinates.

(10.6) Tle] :=

Recall the definition of the reduced regular subalgebras A", L™ and g" = g® A".
as consisting of those elements vanishing at P,,. Denote by ﬁfw, LTW etc. the
corresponding sheaves.

Definition 10.4. Let Uy be a sheaf of (fiber-wise) representations of gg;. The
sheaf of conformal blocks (associated to the representation Ug;) is defined as the
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sheaf of coinvariants
(10.7) CW = C’VV(%) = %W/ﬁfwmw

Here ﬁ‘%‘ﬂw should mean that we take the sheaf of point-wise vector spaces
generated by these elements. Of course, we can define also conformal blocks for
representation sheaves over W) and even more generally.

For a general representation sheaf the sheaf of conformal blocks will only be
a sheaf. For the examples given by the Verma modules (at least for simple Lie
algebras g) and for certain fermionic Fock modules the sheaf of conformal blocks

will be locally free of finite rank over W), For more information see [48], [50],
[43].

11. THE KNIZHNIK—ZAMOLODCHIKOV CONNECTION

For the following let 2 be a locally free representation sheaf of g over W or more
generally over W = (l/(l’l))*l(W). To simplify the presentation we restrict
ourselves on . We assume that for 0 the fiber-wise representations are admissible.
Furthermore we assume that the sheaf of conformal blocks is locally free of finite

rang. This is e.g. the case for the Verma module sheaf and the fermionic module
sheaf.

11.1. Variation of the complex structure. We will now sketch how our objects
behave under variation of the moduli point (moduli parameter) 7 € M. Let A,
be the stalk of the sheaf Ay at the moduli point 7. This says that elements
are functions on X.. If we differentiate e.g. an g € A, with respect to moduli
parameters it will not be a Krichever—-Novikov function on the same ¥, anymore.
But it can be given as infinite series with respect to the expansion at the point
P,. To take care of this, we have to consider completions of the algebras at P, by
allowing (infinite) Laurent series of Krichever—Novikov basis elements. These series
are only defined locally in a neighbourhood of P,, and might have algebraic poles
there. The appearing sums are of the type

n<M N

(11.1) F=30 Y anphny

n=-—oo p=1

In this way we obtain the algebra of local functions ,Z, local vector fields E, and
local currents g.

Our cocycles for the above algebras can be obviously extended as cocycles to the
algebra of local elements, as they are calculated via residues at P.. Furthermore,
they define sheaves jﬁ, EW’ and gg; over W.

To avoid cumbersome notations we will sometimes drop the mention of the space
if we talk about a sheaf. For example A could mean one special copy of the algebra
A or the sheaf over W, etc.

In the following we will need the action of u(g) and T'[e] on a representation U
not only for honest Krichever-Novikov elements g and e, but for local elements.
To make this well-defined we have to complement the representation space U in
negative degree direction (or equivalently in positive degree direction with respect to
the P, degree). This completion is denoted by 2. For those representation which
we are considering here such a completion is possible. By the almost-gradedness the
above operators will be well-defined and the important result (6.11) stays valid for



KRICHEVER-NOVIKOV TYPE ALGEBRAS AND WZNW MODELS 31

local objects. Indeed, only finitely many terms of the expansions (of the operator
and of the corresponding element in ) contribute in the result to the component
of a given degree. See [48] and [50] for more details. We will define the Knizhnik—
Zamolodchikov connection further-down anyway only for conformal blocks

(11.2) C(V)=T/9"V =V/g"V = C(V),

and low negative degrees will be truncated, see e.g. [43, Lemma 11.19]. Next
we deal with the variation of the complex structure. Above we introduced U, and
made via Cech cohomology the identification of the vector field with tangent vectors
on moduli. Choose a generic point in the moduli space with moduli parameters 7
in M.

In particular, ¥, has a fixed conformal structure representing the algebraic
curve corresponding to the moduli parameters 79. For 7 lying in a small enough
neighbourhood of 7, the conformal structure on X, can be obtained by deforming
the conformal structure X,,. Roughly speaking we cut a coordinate patch at P,
deform the gluing function and re-glue it back again. This is exactly the way the
Kodaira—Spencer cocycle is constructed. If X is an infinitesimal direction on the
moduli space Mélj\l,)ﬂ then via the Kodaira—Spencer cocycle map p we can assign

to it a local vector field p(X) (lying in £,) on W. By adding suitable coboundary
terms (which corresponds to taking a different local coordinate at P.,) we could
even obtain that p(X) € L. Furthermore, with (9.14) we get

(11.3) p(X) € L/ kerb, = L,

where L is a fixed chosen complement. For example we can take the corresponding
critical strip.

11.2. Defining the connection. Let U be a locally free representation sheaf of
the sheaf gi5;. In the following we will ignore the fact, that we temporary have to
use the completion . By passing to the conformal blocks it will disappear again.

Consider a sheaf of operators on the local sections of the sheaf 0. Assume B to
be a local section of it. Then its derivative is defined as

(114) axB.’U: [8X7B].U:8X(B.v)—B(8Xv),

where v denotes a local section of the sheaf 2. We have to deal with the following
cases

(1) B=u(g) whereuecgandge A

(2) B =Tle] =: T(e), the Sugawara operator associated to e € LS.
Recall that we extended the operation to the local objects. To avoid cumbersome
notation we already used A, L, etc. but meant of course the sheaves, and the
elements are supposed to be sections of the sheaves. We will use this simplified
notation also in the following.

We assume now that for the derivative of the operators u(g) on U we have

(11.5) Ixul(g) = u(Oxg).
As it is shown in [48] that this is fulfilled both for the fermionic representation and

for the Verma module representations.

6In this section we choose to denote the Sugawara operator by T'(e) to avoid confusion with
the Lie bracket.
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Given an X we choose the local vector field p(X) as described above and define
the first order differential operator on local sections of U
(11.6) Vx = 0x +T(p(X)),

The operator Vx on U will depend on the pullback of p(X), i.e. on the coordinate
at P.
The following statements are the key results.

Proposition 11.1. [48, Prop.4.4.] The operator Vx is well-defined on conformal
blocks C(0) and does not depend on a choice of the pull-back p(X) of X.

Now all relations in the following should be understood with respect to conformal
blocks.

Proposition 11.2. [48, Prop.4.6] Let U be either an irreducible representation of
g or a fermionic representation then for every X € TW we have

OxT(e) =T(0xe) + A-id,
where A = A(X,e) € C.
Proposition 11.3. [51, Lemma 1.3.8]
(11.7) p(IX,Y]) = [o(X), (V)] + Dxp(Y) — By p(X).
Theorem 11.4. [48, Thm. 4.8.], [50, Thm. 3.14] The operator V x is a projectively
flat connection on the vector bundle of conformal blocks, i.e.
(11.8) [Vx,Vy]=Vxy +AMX,Y)-id, MX,Y)ecC.

11.3. Knizhnik—Zamolodchikov equations. Let U be a sheaf of admissible rep-
resentations of the affine algebra g over W or W11 as introduced above. We as-
sume the level ¢ to be constant and obeying the condition (¢+x) # 0. Moreover, let
all the additional assumptions be fulfilled which are needed in the previous section
to define the Knizhnik—Zamolodchikov connection on conformal blocks.

Definition 11.5. [47] The Knizhnik-Zamolodchikov equation are the equations
(11.9) Vx®=(0x +T(p(X))® =0, XeXecH (W, TMyni1),

respectively HO(W(M),TM;%}&A) where @ is a section of the sheaf of conformal
blocks C(%0).

Hence, the Knizhnik—Zamolodchikov equations are the equations which have as
solutions the horizontal sections of the connection Vx.

After fixing 0, and a first order infinitesimal neighbourhood of it we can again
formulate this over the moduli space M, . This says that we do not consider the
point P, as a moving point, hence there is no tangent direction corresponding to
this.

Denote the tangent vectors by Xi, k=1,...,3g— 3+ N and set e, = p(X}) for
the corresponding element of the critical strip.

We set 0, := Ox,,. and define for sections ® of ¥ and for every k the operator

(11.10) Vi®:= (0 +Tlex]) @ .
Then the Knizhnik—Zamolodchikov equations read as
(11.11) Ve®=0, k=1,...,3g—3+ N .
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Using (6.7) and

(np)(ms) _ 1 D, mis
(11.12) Lr = o . whPw™ ey

we rewrite this as

1 (n,p)(m.s) G o=
Ok — S I, ; e (n, p)u*(m,s): | =0,

(11.13)

p,s

k=1,...,3¢—3+ N .

Here the summation over a is a summation over a system of dual basis elements in
g. The coefficients llin’p )(m:5) ancode the geometric information about the complex

structure and the positions of the points.

Remark 11.6. If we pass over to the Kodaira—Spencer class p(X) we obtain the
Knizhnik—Zamolodchikov equations in terms of a fixed critical strip. By Theo-
rem 9.2 the elements of the standard critical strip correspond to tangent vectors
along the moduli space M, . For example the N equations related to e_ip,
p=1,...,N. correspond to moving the points, and the other ones correspond-
ing to the 3g — 3 elements e; € LE‘O) (for g > 2) are responsible for changing the
complex structure of the curve. Without further assumptions on the representa-
tions under consideration, respectively additional conditions on the solutions of the
Knizhnik—Zamolodchikov equations the equations (with p(X)) will depend on the
critical strip chosen. One such assumption guaranteeing independence is that we
require from the solutions ® that g.® = 0. But this might be too restrictive for
certain applications.

Remark 11.7. In genus zero the only relevant variations are moving the points
Let z;, i =1,...,N be the N moving points and fix the reference point z,, to be
oo. It is shown in [48] and in the book [50] that in the Verma module case the
equation

s

0 2
11.14 - — | P = i =1,...,N
( ) (62,2 c_i_K;;Z ZZ_ZJ) 05 2 9 ?

a

will be obtained. This is exactly the usual form of the rational Knizhnik-Zamolodchikov
equation found in [22].

Here u, is a self-dual basis of g and the action of u,(0,7) = u4(Ap,;) can be
described as

uq(0,7) ® =t D,
where ¢ indicates the Point P;. We get
ua (0, j)ua(0,7) @ =5t & = t{t; &, forj#i.

In genus zero, the conformal blocks can be realized in degree zero. Finally, we obtain
the expression (11.14). The degree zero property is not true anymore for higher
genus, see e.g. already the genus g = 1 case in the above mentioned references.
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