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Milstein’s type schemes for fractional SDEs

Mihai Gradinaru@ and Ivan NourdinE

Résumé. On étudie la vitesse exacte de convergence de certains schémas d’approximation associés a
des équations différentielles stochastiques scalaires dirigées par le mouvement brownien fractionnaire
B. On utilise le comportement asymptotique des variations a poids de B, et la limite de ’erreur entre
la solution et son approximation est calculée de fagon explicite.

Abstract: Weighted power variations of fractional Brownian motion B are used to compute the
exact rate of convergence of some approximating schemes associated to one-dimensional stochastic
differential equations (SDEs) driven by B. The limit of the error between the exact solution and the
considered scheme is computed explicitly.

Key words: Fractional Brownian motion - weighted power variations - stochastic differential equation
- Milstein’s type scheme - exact rate of convergence.

2000 Mathematics Subject Classification: 60F15, 60G15, 60H05, 60H35.

1 Introduction

Let B = (B¢)sc[o,1] be a fractional Brownian motion with Hurst index H € (0,1). That is, B
is a centered Gaussian process with covariance function given by

1
Cov(Bs, By) = 5(52H + 20 — |t — s, st e0,1].

For H =1/2, B is a standard Brownian motion, while for H # 1/2, it is neither a semimartin-
gale, nor a Markov process. Moreover, it holds, for any p > 1:

E|B; — By’ = ¢yt — s[PH, 5,6 €[0,1], with ¢, =E(G]F), G~ #(0,1),

and, consequently, almost all sample paths of B are Holder continuous of any order o € (0, H).
The study of stochastic differential equations driven by B has been considered by using
several methods. For instance, in [22] one uses fractional calculus of same type as in [25]; in
[2] one uses rough paths theory introduced in [11], and in [I9] one uses regularization method
used firstly in [23].
In the present paper, we consider the easiest stochastic differential equation involving
fractional Brownian motion, that is

dX; = O'(Xt)dBt, t e [O, 1], Xo=z €eR. (11)

Here and in the rest of the paper, 0 € C®(R) stands for a real function which is bounded
with bounded derivatives. Let us denote by ¢ : R> — R the flow associated to o, that is the
unique solution to

o(x,y) =z + /Oy o(p(x,2))dz, z,y€R. (1.2)
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Assume that the integral with respect to B we consider in ([LI]) verifies the following It6-
Stratonovich type formula:

f(By) = f(0)+ /Ot f'(Bs)dBs, te][0,1], f:R— R smooth enough. (1.3)

Then, combined with (L2]), one easily checks that
Xtm = (b(waBt)? le [07 1]7 (14)

is a solution to (LIJ).
Approximating schemes for stochastic differential equations of the type

dX; = o(X,)dB, + b(X,)dt, t € [0,1], Xo=z €R, (1.5)

have been considered only in few articles. The first work in that direction is [10]. Precisely,
whenever H > 1/2, it is shown that the Euler approximation of equation (LE) — but in the
particular case where o(X;) is replaced by o(t), that is the so-called additive case — converges
uniformly in probability. In [I8] one introduces (see also [24]) some approximating schemes for
the analogue of (IL5)) where B is replaced by any Hélder continuous function. One determines
upper error bounds and, in particular, these results apply almost surely when the driving
Holder continuous function is a single path of the fractional Brownian motion B, and this for
any Hurst index H € (0,1). In [12], upper error bounds for Euler approximations of solutions
of (LX) are derived whenever H is bigger than 1/2. The convergence of Euler schemes has
also been studied in [3] in the context of the rough paths theory.

Results on lower error bounds are available only since very recently: see [I3] for the
additive case, and [I5] for equation (L) (see also [14] where approximation methods with
respect to a mean square error are analysed). More precisely, it is proved in [I5] that the
Euler scheme X = {X ™}, cy associated to (I5) verifies, under some classical assumptions
on o and b and whenever H € (1/2,1), that

- 1 [t
n2H-1 {an) —Xl} as. _ 5/ o'/(Xs)DledS, as n — oQ. (1.6)
0

Here, D, X7 denotes the Malliavin derivatives of X7 with respect to B. Observe that the upper
and lower error bounds are obtained from an almost sure convergence, which is somewhat
surprising when compared with the case H = 1/2, see below. In [15], it is proved that, for the

so-called Crank-Nicholson scheme X = {Y(n)}neN associated to (ILI]) and defined by

X
() () ~(n) (1)
{ Xierym=Xim+3 (U(sz) + U(X(1z+1)/n)> (Be41ym — Bem), £€{0,...,n—1},

(1.7)
the following convergence holds for o regular enough and whenever H € (1/3,1/2):
n® {an) - Xl} @O, Vao < 3H —1/2, asn — oo. (1.8)

In the particular case where the diffusion coefficient o verifies o(z)? = ax? + 3z ++, for some

a, 8,7 € R, one can derive the exact rate of convergence and one proves that, as n — oo:

RtV (XY - X | B () G (1.9)
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Here, G is a centered Gaussian random variable independent of X7, whose variance depends
uniquely on H. In particular, the upper and lower error bounds are obtained here from a
convergence in law.

As we said, the convergence in (L)) is somewhat surprising, since there is no analogue for
the case of the standard Brownian motion. More precisely, when H = 1/2, it is proved in [§]
that the Euler scheme (L) verifies (by denoting X' the solution of (CH]) in the It6 sense),

v(n aw 1 !
N [X{ ) X“O} L SvoAL / o (X1)o! (X1O)Y1dW,,  as n — oo. (1.10)
0

Here, W is a Brownian motion independent of the Brownian motion B and

t 1 [t t
Y; = exp (/ V(X)ds — 3 / oo’ (X1 ds —i—/ o' (X1o) st> , te€]0,1].
0 0 0

On the other hand, it can be proved (see Remark[4.212) that, for the Crank-Nicholson scheme
(I70), we have, as n — oo:

1

[ - xpe] L L

1 1
/ (0)" (X5 [V15dW, + 3dB,) + 116 / o(a®)" (X5 ds, (1.11)
0
where X5 denotes the solution of (ILI)) in the Stratonovich sense.

In the present paper, we are interested in a better understanding of the phenomenoms
observed in (L6), (L3), (LI0) or (III). What type of convergence allows to derive the upper
and lower error bounds for some natural scheme of Milstein’s type? More precisely, let us
define, by induction, the family of differential operators (27) jeNU{o} a8

2°f=f, P'f=fo and forj>2 Df=2Y(2f). (1.12)
For instance, the first 27¢’s are given by:
o =0, 9o =00, D%0 = 00" + 0%0", D30 = 00" + 402%0'0" + 535", ete.

Now, let us consider the following scheme introduced in [18§]:

M)

XM =

0 am o) i~ (1.13)
Kieryn = Xy, + 22550 (J+1) s Po(X P ) (ABy,) e {0,...,n—1},

the integer m € N U {0} being called the size of X = {X(n)}neN- Here, for j,n € N and
¢€{0,...,n—1}, weset ABy, instead of B¢y, — By, for simplicity. The idea of introducing
these schemes will be better explained in Section 3 below. For the moment, just observe that
Euler (resp. Milstein) scheme corresponds to m = 0 (resp. m = 1).

The aim of the present paper is to answer the following questions. Does the sequence
{X }neN converge? Is the limit X{ given by (L4)), as could be reasonably expected? What
is the rate of convergence? Are upper and lower error bounds obtained from a convergence
in law or rather from a pathwise type convergence?

The paper is organized as follows: the next section reviews some very recent results con-
cerning the asymptotic behavior of weighted power variations of fractional Brownian motion.
In section 3, after recalling the definition and the main properties of the so-called Newton-
Cotes integral, we explain how to use it in order to study (LIJ). Finally, in section 4, we state
and prove our results concerning the exact rate of convergence associated to (LI3)).



2 Asymptotic behavior of weighted power variations

Let k > 2 be an integer, and h,¢g : R — R be two functions belonging to C*°. Assume
moreover that h and g are bounded with bounded derivatives. Denote by o, the 2n-moment
of a random variable G ~ .47(0,1). The following theorem collects some very recent results
about the asymptotic behavior of the so-called weighted power variations of B, defined by

n—1
Z h(Be/n)(AB[/n)K (recall that ABy, stands for By, — By,)-
£=0

Theorem 2.1 1. If k is even and H € (0,1) then, as n — oo:

n—1 1
WS (B (BBt % [ h(B)ds. (2.1)
(=0 0

2. If k is odd and H € (0,1/2) then, as n — oo:

n—1 1
WIS By ) (B ) B, (2.2
(=0 0

3. If k is odd and H = 1/2 then, as n — oo,

n—1 n—1
(Bl, nT 3" g(By)(ABy,) 0T > h<Be/n><ABz/n>“+1>
(=0 =0

Law

— <Bl,/01 9(Bs) (Vi2rdWs + i 1dBs), i1 /01 h(Bs)d5> » (2.3)

with W another standard Brownian motion independent of B.

4. If k is odd and H € (1/2,1) then, as n — oco:

n—1 B
WS By ) (B Y e [ blads. (24)
=0 0

Remark 2.2 1. For sake of conciseness, we omit the proof of Theorem 2.1l We give below
some ideas and references for the proofs.

2. The convergence (2] is actually almost sure. Its proof is a classical result when h =1
(see e.g. [7] when k = 2). If h is arbitrary, the proof could be completed along the lines
of the proof of Lemma 3.1, p. 7-8 in [4].

3. Proofs of (22]) and ([2.4]) can be completed along the lines of [17, Corollary 2].

4. We shall see that, for the standard Brownian motion case, in order to study our Mil-
stein’s type schemes one needs the behaviour of the triplet (2.3) and not only the
behaviour of the second coordinate in (Z3]). The proof of ([Z:3) can be completed along



the lines of [20, Corollary 2.9]. More precisely, using the methodology introduced in
this latter reference, we first prove tha

n—1
k—1
((Bt)te[o,l]aHQ Z g(BZ/n)(ABZ/n)H>

£=0

, as n — 00,

1
ﬂ((Bt)te[o,u, /0 9(Bs) (Vhi2edWs + um+1st)>. (2.5)

Then, using the fact that (see ([2.1))), as as n — oo,
n—1 1
k=1 k4-1Prob
Zh(Bf/n)(ABl’/ )T M h(Bs)ds,
=0 0

and that pg41 fo s)ds is a random variable measurable with respect to B, the desired
conclusion follows eamly

5. Other results on weighted variations of fractional Brownian motion (or related processes)
can be found in [I] and [9].

3 Newton-Cotes integral and fractional SDEs

In the sequel, we will use, as integral with respect to B, the so-called Newton-Cotes integral
introduced in [5] and studied further in [19]:

Definition 3.1 Let f : R — R be a continuous function, X,Y be two continuous processes
on [0,1] and N € NU{0}. The N-order Newton-Cotes integral of f(Y') with respect to X is
defined by:

t 1 t 1
/(; f(Y'S)dNC,NXS = lglilolprobg /0 dS(XS+€ — XS) A f(Y;; + CM(}/S+€ — }/s))l/N(dOZ), te [0, 1],

(3.1)
provided the limit exists. Here vy = &g, vy = (d0+01)/2 and, for N > 2,

2N2

u—k
VN = / ) du 6j/(2N—2)’
0 kj

bq being the Dirac measure at point a.

Remark 3.2 1. The 0- and 1-order Newton-Cotes integrals are nothing but the forward
integral and the symmetric integral in the sense of Russo-Vallois [23], respectively:

/f dNCOX /f Ys)d™ X _11mpr0b /f Xsre — Xy)ds,

! Using the notion of stable convergence for random variables, ([Z.35)) is equivalent to say that

B—S ab 1
AB[/n F _t)lly/ g(Bs)(« /2 dWs —&—u,ﬁlst).
£=0 0

Here, #” denotes the o-field generated by (Bt)ie[o,1) (see also Theorem 1.1, p. 3 in [6]).



and

! NC,ly _ ¢ ov 16 1 (" f(Yee) + f(Y5)
/0 fY)d " X = /0 fYs)d° X = lelf(r]lprobg/o 5 (Xsre — Xs)ds.

2. Another way to define vy is to view it as the unique discrete signed probability carried
by i/2N-2) (j =0,...,2N —2), which coincides with Lebesgue measure on polynomials
of degree smaller than 2N — 1.

The Newton-Cotes integral defined by (3.1]) is actually a special case of so-called N-order
v-integrals introduced in [5], p. 789. Moreover, in the same cited paper, p. 795, one proves
that the N-order Newton-Cotes integral of f(B) with respect to B exists for any f € C4V+!
if and only if H € (1/(an+2),1). In this case, an It6’s type change of variables formula holds:
for any antiderivative F' of f, we can write

t
F(B;) — F(0) = / f(B)dNNB,, te]0,1]. (3.2)
0
Moreover, as a consequence of ([3.:2)), let us note that

/t f(By)dCN B, = /t f(By)dN®"B, = F(B;) — F(0),
0 0

as soon as f € C*N+l n < N and H € (1/(4n+2),1). Therefore, for f regular enough, it is
possible to define the Newton-Cotes integral without ambiguity by:

/tf(Bs)dNCBS = /tf(Bs)dNC’"BS if H € (Y(4n+2),1). (3.3)
0 0

Set n, :=inf{n > 1: H > /(4n+2)}. Hence, an immediate consequence of ([B.2]) and (B.3)) is
that, for any H € (0,1) and any f : R — R of class C*=z 1 the following It6’s type change
of variables formula holds:

t
F(B;) = F(0) -|—/ f(Bs)dNCBs, for any antiderivative F' of f. (3.4)
0

Remark 3.3 In the sequel we will only use the fact that the Newton-Cotes integral verifies
the classical change of variable formula (L3) or ([B4]). Consequently, any other stochastic
integral verifying (8.4 could be used in the following.

All along this paper we will work with an ellipticity assumption, and we will also need
regularity for the function o. More precisely, we suppose

(&) infg |o| >0 and o € C*°(R) is bounded with bounded derivatives.

Under hypothesis (&), the flow ¢ associated to o, given by (L2, is well-defined and verifies
the group property:
Va,y,z €R,  @((z,y),2) = ¢(z,y + 2). (3.5)

Note that the process X* given by (L.4]) verifies:
t
Xf=g +/ o(X%)dNCB,, tel0,1], (3.6)
0

as we can see immediately, by applying (8.4]).



Remark 3.4 In [19] (see also [21]), one studies a notion of solution for (3.6]) and also the
existence and the uniqueness of solution. Note however that, in the present work, we will
only use the fact that there exists a natural solution to (3.6]) given by (L4).

The following result explains the definition (ILI3]). By using (ILI2]), the process X* defined
by (L4]) can be expanded as follows:

Lemma 3.5 For any integers m >0, n>1 and £ € {0,...,n — 1}, we have
1
Z“’l)/n Xz/n + Z Xg/n) (AB[/n)]‘f'

(Z‘Q'l)/n t1 tm tm+1
+ / dN°B,, / dN°B,, ... / dN°By,. ., / 2™ o(XT AN By, .
n n n n m

(3.7)
Proof. We proceed by induction on m. By applying ([B.6]), and then using (L4]) and (3.4),
we can write:

(E+1)/n
Xfry, = X3, +o(X3,)ABy, + // (0(XE) — o(XE,)) B,

(+1)/n

= X7, + o(X{,)ABy, + [

t1
dNC By, / oo’ (XE)dNC By,
fn Yn

which is exactly B.1) for m = 0.
Now, let us assume that (3.7 is true for some m € NU {0}. Then we can write

Xiervyn = Xy, + Z 9 o(X3,) (ABy, Y™

(e+1)/n tm tm+1
+ 2" o (X)) / dNCB,, ... // dN°By, ., / dN°By, .,
L/n £/n

n

(Z‘Q'l)/n tm tm-+1
+ / dN°B,, ... / AN°By, ., / (2" o (XE,,,) — 2" o(XE,)d By,
n /n n
(3.8)
On one hand, using (3.4]) repeatedly, it is immediate to compute that
(+1)/n tm tmt1 1
dN°B / dN°B / dN°B,, , = ————(AB,,)"".
[”/n SR S o e (ot 2)!( )
On the other hand, using (I.4]) and again (3.4]), we can write

tm+2
I (XE ) — T (X)) = l/ (7™ 6) (X2 )dNCB,, .

Finally, putting these latter two equalities in ([3.8)) and noting that U(Qmﬂa)l = 9™ 25 by
definition, we obtain that (3.1) is true for m + 1. The proof by induction is done. O

Clearly, (LI3]) is the natural scheme constructed from (B.7)), by considering the (m + 2)th
multiple integral in the right hand side of ([B.7) as a remainder.



4 Rate of convergence of the approximating schemes

4.1 Statement of the main result

Recall that we denote by g, the 2n-moment of a random variable G ~ .4#7(0,1). For m €
N U {0}, let us introduce the functions g, by, : R — R given by:

(9m+10)/0

CESI (4.1)

gm = —0 hp +hpy1r and by, = —

Our main result contains a complete answer to the questions in the introduction and can
be stated as follows:

Theorem 4.1 Assume that hypothesis (&) is in order, and let m € NU{0}. Then, for any

H € (1/(m+2),1), the sequence {)?fn)}neN defined by (I13) converges almost surely toward
X? = ¢(z, B1) as n — oo. Moreover,
e when m is even and H € (1/(m+2),1),

1
p(m+2)H-1 [an) _Xﬂ Prob nt2 O—(Xf)/ P (X2 )ds ; (4.2)
0
e when m is odd and H € (1/(m+2),1/2),
1
m 1 Tan z| Prob x 1 z
(LR x| B8 o(X) /0 (gm = Gohm) (X3)ds: (43)

e when m is odd and H = 1/2,

1
e [0 < x5 o0 ([ O i s s dB] (1)

1
+:U’m+3/ gm(XLem)d‘S) )
0

with W a Brownian motion independent of B.
e when m is odd and H € (1/2,1),

B
m S(n T rob T
(M) H {Xf )_Xl} Prob um+3a(X1)/0 hn (¢(2,y))dy. (4.5)

Remark 4.2 1. For m = 0 and H > 1/2, one recovers the convergence (LL.G)).

2. With the same method used to obtain (4.4]), one could prove (LII) with the help of
Lemma 3.4 in [19]. Details are left to the reader.

3. Actually, we could prove that the convergence is almost sure in ([@2]). Also the conver-
gence in (£3)) is certainly almost sure, but the method of proof we have used here does
not allow to deduce it. Thus it remains an open question.

4. According to Theorem ELT], whenever H € (1/(m+2), 1/2) the scheme X of size m = 2k — 1
has the same rate of convergence than the scheme X of size m = 2k, namely n(t2)H-1,
Thus, it is a priori better to use odd-size schemes.



5. With the same method (see also Theorems 2 and 4 in [15]), one could also derive the
exact rate of convergence for the global error on the whole interval [0, 1].

Observe that, under (&), the convergences ([£.2)) and ([£3]) give the right lower error bound
if the probability that the right-hand side vanishes is strictly less than 1. Due to (L4]) and
the fact that B; has a Gaussian density for any t €]0, 1], it is easy to see that this last fact
is equivalent to have that the real function inside the integral, say f,, is not identicaly zero.
Indeed, if fol g(Bs)ds = 0 almost surely for a certain g € C}(R), then 0 = D, fol g(Bg)ds =
ful g (Bs)ds, for any u € [0,1] (here D denotes the Malliavin derivative with respect to B).
We deduce that ¢'(B,) = 0, for any u € [0, 1], and, since the support of the law of By (for
instance) is R, we obtain ¢’ = 0. The desired conclusion follows easily.

Except for m = 0, solving f,,, = 0 seems complicated. Nevertheless, when m = 1, we can
state:

Proposition 4.3 Assume that (&) is in order, and moreover that o does not vanish. Then
the function 30" + 600’c” + 020" (which is, up to a constant, the function appearing inside
the integral of the right-hand side of ({.3) when m = 1) is not identically zero.

Remark 4.4 1. When o(z) = o is constant, we have X’fn) = X{ = x + 0 B;. Conse-
quently, the study of the rate of convergence in the case where ¢ is a constant function
is not interesting.

2. A corollary of Theorem [£.T]and Proposition [43]is that, under the additional hypothesis
that o/ does not vanish, the upper and lower error bounds always come from a conver-
gence in probability whenever H # 1/2 and m = 1. In particular, we never observe a
phenomenon of the type (L.9).

Proof of Proposition 4.3l Since ¢’ does not vanish, we have either ¢/ > 0 or ¢/ < 0.
Suppose for instance that ¢’ > 0, the proof for the other situation being similar. Assume for a
moment that f := 30’3 +600’0"” +020" is identicaly zero. We then have 30’(02)" = —o(0?)".
We deduce that the derivative of 0®(02)” is zero and then (02?)” = a.0~3 on R, for some o # 0.
Set h = o2; we have K b/ = a b/ h~%2 or, equivalently, K2 = —4a h~"/2 + (3 for some 3 € R.
In particular, we have § — 4ay~"? > 0, for any y € h(R). Let F be defined on h(R) by

4 dz
Fo) = [ =
h0) \/ B — 4o 272

For all x € R, we have
F(o(z)?) = F(h(z)) = 2 + v, for some v € R. (4.6)

The function o2 being bounded, we necessarily have h(z) — (4/5)* (in particular § # 0) as
& — 0o. Then, since h" = ah~"?, this implies that h”(x) — 6°/(4342) as & — oo, which is in
contradiction with the fact that h = 2 is bounded. The proof of the proposition is done. O

4.2 Proof of Theorem [4.1]

Here, and for the rest of the paper, we assume that H belongs to (1/(m+2),1) and we denote
A, = maxg—g.. p—1 ]ABk/n]. We split the proof of Theorem [£1] into several steps.



1. General computations. The following lemma can be shown by using the same method
as in the proof of Lemma B8] but with Lebesgue integral instead of Newton-Cotes integral
(and by taking into account that o € C*°(R) is bounded with bounded derivatives, in order
to have uniform estimates):

Lemma 4.5 Asy — 0, we have, uniformly in x € R,

m+2

1 ] i+1 m-+4
(z,y) = $+]ZO ]TU@]U(HU)ZJH +O(y™).

By applying this lemma to z = )?1573 and y = AByy,, we obtain, using the definition of

X<(:+)1)/n7
n m (ABk/")m+2
Xy, = %1, ABy,) = 7o (R e
3
m+2 _y(n) (AB’“/H) " At
T X ) gy oA

By straightforward computations we getﬁ

)?((Iﬁzl)/ =¢ <X,S7 s ABy,, + by (X (/))(ABW )m+2 +gm(X(/))(ABk/n)m+3 n O(A?H)) ,
(4.7)

with g, and h,, given by (4J]). By applying the group property ([B.5) repeatedly, we finally
obtain that, for any ¢ € {1,...,n}:

X =0 ( By +Zh (X)) (ABy,)"™ +ng ") (ABy,) ™ +0(M*4>) '

k=0
(4.8)
Since 9%/oy = o o ¢ is bounded and (&) is in order, we deduce, as n — oo,
sup (/ n) sup XV‘(/Z) — ¢z, By,)| = O(nAnm+2). (4.9)
Le{1,...,n} Ze{l,...,n}

/\n)

In particular, X f converges almost surely to X{ as n — oo, since H > 1/(m+2).

2. Proof of {{-3). Let m be an even integer. As a consequence of (48] and ([@J]), we can
write

)’E(n) (x By + Z . ABk/n) O(nAner?’) + O(n2Aim+4)> . (4.10)

2 In fact, we rather obtain
S(n Sn m+2 o(n m+3 m
X((k+)1)/n ¢ ( 7ABk/n + hm (XIE/Z)(ABk/n) + 9m<X£/3) (ABk/n) ) + O(An +4)7

which is not exactly (7). But, in order to introduce O(A7***(B)) in the argument of ¢, we proceed as follows,
by using the ellipticity property in hypothesis (&):

Pz, 2) +0(0) = ¢(x, ¢~ (z,$(x, 2) + 0(9))) = d(x, z + O(5))-

10



(Observe that the main difference between (4.8]) and the previous identity is that the argument
of hy, is here X,f/n) By using (2.1) with x = m + 2, and due to the fact that X} = ¢(x, By)
and 9¢/oy = o o ¢, we finally obtain (4.2]).

3. Proof of ({4.3) for H € (2/(2m+3),1/2). Let m be an odd integer and assume that
H € (2/(2m+3),1/2). Thanks to (4£9), identity (£8]) can be transformed into

-1
k=0
{—1

+3 gm(XE,) (ABy,) " + O(nAnm+4)+O(n2Aim+5)>. (4.11)
0

k=
On the other hand, due to (&), we have, for any fixed M > 1 and uniformly in = € R,

107¢
P(z,y2) = ¢z, 1 +Z 10w = (@,y1)(y2 — 1) + O((y2 — 1)),

Combined with (3]), it yields

() L9, - .
Xin = Xk +Z 1oy (, Bi/n) Z ham kl/n (ABiy)" "+ 0(nATT)
k1=0

+ O(nM+1A,(1m+2)(M+1)). (412)

By using (£12]) with M =1 as well as the equality 94/ay = o o ¢, we get

k—1
X = X5, 4+ 0(X5,) S hn(X0) ) (ABwy )™ 4 0(n2AZ™H) 1+ 0(nAT+)
k1=0
and then, by (Z9),
k—1
X0 = XE, +0(X0,) Y han(XE) (ABuy) ™ + O (A2 1 O (nATH).
k1=0

By inserting the previous equality in (£I1]) with £ = n, we obtain

X(n (z B1+th k/ ABk/n m+2+zgm k/ )(ABk/n)m+3
k=0

k—1
S ) (8B Y (5, (8™
k=0 Jj=0

+ O(RPAYE) 1 O(R?AZ"P) + O(nATY)). (4.13)

Due to ([2.2)) with K = m + 2 we have, as n — oo,

1
p(m+3)H - 1Zh ) (ABy,)" 1 T s ”;* & / ohl, (X¥)ds
0

11



and also, due this time to (2ZI]) with Kk = m + 3, as n — oo,

n—1 1
m _ z m rob T
n(m LN g (XE,) (ABy,) LRl T / G (XT)ds.
k=0 0

Moreover, since we assume in this step that H > 2/(2m+3), we have, as n — oo,

Prob Prob Prob
n(m+3)HAZH—4 ro 0, (m+3)H+1A2m+5 ro (m+3)H+2A§Lm+6 %0.

0 and n

At this level, we need the following result which is contained in [I7, Proposition 7]:

Lemma 4.6 Fiz an integer ¢ > 2 and denote by H, the qth Hermite polynomial. Let f €
C?4(R) be bounded with bounded derivatives and, for k € {1,...,n}, denote

k—

H

SW(f) =" F(By,) Hy(n ABy,).
7=0
Then
E‘S,(cq)(fﬂ? = O(nVE2HDY 4 n — oo, uniformly in k. (4.14)

m—+2

Recall also that, since m + 2 is odd, the monomial z may be expanded in terms of the

Hermite polynomials as follows:

(m+1)/2
a2 - M s3T = Z Am+2,2q+1H2q41(x), for some universal constants a,4224+1-
q=1
(4.15)
Therefore, for k € {1,...,n},
k—1
(OIS g (X8 ) (ABy )™ — g 0?1 1Zh Jn)ABy,
§=0
(m+1)/2
nfl=1 Z am+2,2q+151(€2q+1)(hm(¢(xa )))
q=1
and, by (D),
k—1 2
B nH N 1 (X3, ) (ABy) ™ — s 1Zh 7)ABy,
§=0

-0 (n(ZH—l)v(—4H)) ]

Hence
k—1
p(m+3)H-1 Z O'hl k/n ABk/n)m+2 B ]/n) (ABJ/n)m+2
j=0
n—1 k—1
—Um+3 T 2H-1 ZO‘h/ k/n)(ABk/n)m+2 hm(X]x/n)ABj/n
k=0 §=0

O(n(%—Hme)\/(174Hme))

12



which tends to zero as n — oo, because H > 2/(2m+3) implying H > 1/(2m+2) and H > 1/(m+4).
Moreover, by the mean value theorem:

k 1

Zh 5 )ABy, = /OBk/"h (4(z, ) dz——Zah’ (X3, (ABy,)

7=0
for some 6,,, between j/n and (7+1)/n. Consequently, since H < 1/2, we have
/n

2

k—
Z ]/n AB]/n - O(n2_4H)
j=0
so that
k—1
n2H-1 Z h/ ABk/n)m-i-Q B (X2 i )ABJ/n _ O(nf(m+2)H) —0.
j=0

Finally, by combining all these convergences to zero together, we get

p(m+3)H— 120h/ ABk/n m+2zh )(AB]/n)mH Prob 0,
7=0

so that the proof of (£3]) is done in the case where H > 2/(2m+3).
4. Proof of (4-3) for H € (1/(m+2),2/(2m+3)]. It suffices to use (4I2]) with the appropriate

M for the considered H and then to proceed as in the previous step. The remaining details
are left to the reader.

5. Proof of ({-4)). By going one step further in ([@.IT]) using (£.9), we get

)?(n é(z, By + Zh )(ABy,) m+2 n ng s )(AB%)mH
k=0

+ O(nzAim+4) + O(nA$+4)).
Whenever m > 3 and since H = 1/2, we have, as n — oc:

n(mtD/2+1 Am+4 Prob

Prob
0 and n"TURRZAZAL I ()

Hence, for m > 3, (£4]) is an immediate consequence of (Z.3]) and of the previous two relations.
If m = 1, we rather need to use (£I3). Since H = 1/2, we have, as n — oc:
Prob Prob Prob
n?AS 20, nPAT 220 and ntA? 2 0.

)

Finally, combining these convergences with (21I) (for H = 1/2), (Z3]) and the fact that

2

k—1
E nZah' J(ABy,)° Zhl(xjf/n)(ABj/n)?’
=0
n—1k—1 9
—nZZZE‘Jh' ABk/n) ha (X3, )(ABy,) ‘ =0(Mn %) —0 asn— oo
k=0 7=0

13



we obtain ([£4]) also for m = 1.

6. Proof of (4.3]). By combining ([A.I0]) with the fact that X}’ = ¢(z, B;) and 9%/ay = oo ¢,
we get

n—1
X = X7+ 0(XT) Y han(XE,) (ABy,) " + O (nAZF3) + O(n? A2
k=0

Since H > 1/2, we have, as n — oo,

Prob Prob
n(m“)H“A?“’ =20 and 7”L("L+1)H+2Ai’”’”r4 =2 0.

Hence (43 is an immediate consequence of (2.4)). -

Acknowledgement: We thank Jean Jacod for helpful discussion about stable convergence
and especially about reference [6] and Serge Cohen for its suggestion of reference [7].
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