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Chapter O

Energy Consumption Optimization in
Cloud Data Centers

Dzmitry Kliazovich, Pascal Bouvnkabrizio Granelli,
NelsonL. S. daFonseca

Abstract. Cloud computing data centers are becoming incghagiapular for providing
computing resourcesiowever, theexpenses ofhesedata centerfasskyrocketed with

the increase in computing capaaitith large percentage of the operational expedses

to energy consumption, especiaity data centers that are used as backend computing
infrastructure for cloud computinghis chapteremphaizes the role othecommunication
fabric in energy casumptionand presents solutianfor energy efficient network aware

resource allocation in clouds.
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1. Introduction
Cloud computing has enteredr lives ands dramaticallychanging the way people
consume information. It provides platforms enablihg operation of large variety of

individually-owned terminal devices. There are about 1.5 billion computgéfsahd 6
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billion mobile phonesd] in the wald today. Next generatin user devices, such as Google
glasses 3|, offer not only constant readiness for operation, but also constant information
consumption. In such an environmerdmputing, information storage and communication
become a utility,and cloud computing is oneffective way of offering easier
manageability, improved security, and a significant reduction in operational 4psts [

Cloud computing relies on the data center industith over 500 thousand data
centers deployed watWide [5]. The operation osuch wdely distributed data centers
however requires a casiderable amount of energyhich accounts for a large slice of the
total operational cost${7]. Interactive Data Corporation (IDC§|[reportecthat, in 2000,
on average the power naéiced by a singd rack was 1 kW, although 2008,this hadsoared
to 7.4 kW. The Gartner groumas estimatethat energy consumption accounts for up to
10% of the current data center operational expenses (OPEX)wiimdhis estimate
possiblyrising to 50% in the nextew years 9]. The cost of energy for running servers
may already be greater than the cost of the hardware t€glf11]. In 201Q data centers
consumed about 1. 5% 1@]fwiththseercemagd rdingso 2% Ffoe ct r i ci
The United Statesf America This consumption accounts for mdin@n 50 million metric
of tonsof CO2 emissionannually.

Energy efficiencyhas never been a goal in the information technology (IT)
industry. Since th&980s the only target haseen to deliver more and fasithis has been
traditionally achieved by packing more inbosmaller space, and running processors
higher frequencyThis consumes more power, whigjeneratesnore heat, andthen

requires araccompanying cooling system thaists in the range of $2 to $5 million per
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year forcorporatedata centers9]. Thesecooling systems magvenrequire more power
than that consumed by the IT equipment itsEH,[[14].

Moreover, h order toensureeliability, computing, storage, powdistribution and
cooling infrastructuretends to beverprovisionedTo measure this inefficiencthe Green
Grid Consortium 15] has developed two metricdie Power dage Effectiveness (PUE)
andData Center Infrastructure Efficiency (DCIE)g, which measureshe proportion of
power delivered to the IT equipment relative to the total power consumed by the data center
facility. PUE is the ratio of total amount of energy used by a compatarcentefacility
to the energydelivered to computing equipment while DCI& the percentage value

derived, by dividinginformation technologyequipment power by total facility power

Currently, roughly 40% of the total energpnsumeds related tothat consumed by
information technology (IT) equipmentT]. The consumption accounts approximately,
while the power distribution system accounts the aibés.

There are two main alternatives forducing the energy consumption déta
centes: (a) shuttingdown devices or (b) scaling down performance. The former
aternative commonly referred to as Dynamic Power Management (DPM) results
greatessavings sincethe average workload ofteamainsbelow 30% in cloud computing
systems 18]. The latter corresponds to Dynamic Voltage and Frequ8caling (DVFS)
techrology, whichcan adjusthe performance dhe hardware andonsumption opower
to match the corresponding characteristics of the workload.

In summary energy efficiency is one of the most important parameters in modern
cloud computing datacentersdeterminingoperatioral costs and capital investmeatong

with the performance andarbon footprint of the industrylhe rest of the chapter is


http://en.wikipedia.org/wiki/Data_center
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organized as follows: Section discusses the role obmmunicationsystems incloud
computing Section 3 presnts energy efficient resourcealocation and scheduling

solutions.Finally, Section 4 concludes the paper.

2. Energy Consumption in Data Centers:
Components and Models

This section introduces the energy consumption of computing and communication
devicesemphasizing how efficient energy consumption can be achieved, especially in

communication networks.

2.1 Energy Consumption of Computing Servers and Switches
Computing servers account for thejor portion of energy consumptiaf data
centers The power cosumption of a computing server is proportional toutilezation of
the CPU utilization. Athough a idle servestill consumes around twihirds of thepeak
load consumptiofjust to keep memory, disks, and 1/O resources runrdi@, [49]. The
remainingonethird increases almost linearly with arcrease in théoad of the CPU[6],

[49]:

. . 0 0 .
Oa 0 P a QR 1)

whered is idle power consumption) is thepower consumed at peak loads a
server load, and is the level olutilization at which the server attaipewer consumption

which varies linearly withthe offered load. For most CPs [0.2, 05].
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There are two main approaches for reducing energy consumption in computing
serves: (a) DVFS [®] and (b) DPM 60]. The formerscheme adjusts the CPU power
(consequently thievel of performanceaccording to théoad offered Thepower in a chip
decreases proportionally to "Q wherew is a voltage, andQis the operating frequency.

The scpe of thisDVFS optimization is limited téthe CPUSs, so that trleomputing server
components, such asuses, memory, and disks continfugnctioning at the original
opemting frequency. On the other hanitie DPM schemean paver down computing
servers but includingll of their componentsvhich makest much more efficient, but a
power up (ordown) is required, considerably moreenergy must be consumed
comparisorto the DVFS schemérequency downshitcan be exmssed as follow (Eq.

1):

. . 0 0 .
Oa 0 p a QR 2

No DVFS
DVFS enabled

r r r 3 3 3 r r r
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Server load

Fig. 1. Computing server power consumption.
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Network switchegorm the basis of the intesonection fabriaused to delivejob
requests to the oamputing servers for execution. Thaeeegy consumition of a switch
depends on various factdr) type of switch, (b) number of ports, (c) port transmission

rates, and (demployed cabling solutions; thes&n beexpresed by the following19]:

~ ~ ~ ~ ~

u 0 € 20 € 20 26 h (3)

where 0 is the power related tdhe switch chassisp is the power
consumed by a single line cagd, is the number of line cards plugged intbe switch,0
is the power consumedly a port running at rate ¢ is the number of ports operating at

rater ando N T1ip is a port utilizationwhich can be defined as follows:

P 6 b'Q‘ P 5 o0Qb (4)
oV 5 (0] Nz 0O O

where6 0i s an instantaneous t hr owg@hsthetinkat t he

capacity, andYis the time interval between measurements

2.2 Energy Efficiency
In an ideal data centeall the power would be delivered to the IT equipment
executing user requestshi¥ energy wouldhenbe divided between the communication
and the computing hardware. Several studiemve mistakenly consided the
communication network as overhead, requiioaly to deliver the tasks to the computing
serversHowever as will be see later inthis section, communications & the heart of

taskexecution, and the characteristics of the communication network, such as bandwidth
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capacity, transmission delagelay jitter, buffering, loss ratioand performance of
communication protocols, areatlyinfluence the quality of task execution.

Mahadevan at el. [19] present power benchmarking of the most common
networking switchesWith current network switch tedology, the difference in power
consumption between peak consumptiowl &le state is less than 8%irning off an
unused port saves only2lwatts [20].The powerconsumptiorof a switchis composed of
three components: (a) power consumed by the swiasle Inardware (the chassis), (b)
power consumed by active line cards, and (c) power consumed by active transOeiyers.
the last component scales with the transmission rate, or the presence of the forwarded
traffic, while the former two components remaionstant, even when the switch is idle.
This phenomenon is known as energy proportionality, and describes how energy
consumptionncreases with aimcreasan workload [20].

Making network equipment energy proportional is one of the main challenges faced
by the research community. Depending on the data center load level, the communication
network can consume between 30 and 50% of the total power used by the IT equipment
[21], [51] with 30%being typical forhighly loaded data centersherea$0%is common
for averagdoad levels of 1660% [22]. As with computing servers, mosblutions for
energyefficient communication equipment depend on downgrading the operating
frequency (or transmission rate) or powering down the entire device or its components in
order to conserve energ@ne solutionfirst studied by Shang at eRJ] and Benini at el.

[23] in 2003,proposed a poweaware interconnection network utilized Dynamic Voltage
Scaling (DVS) links 21], and this DVS technology wasater combined with Dynarc

Network Shutdown (DNS) to further optimize energy consumpt®&h [The following
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papergeviewthechallenges andome otthe most important solutions for optimization of
energy consumption aritde use ofesource[54], [55], [56], [57], [58], [59].

The design othese poweanware networks wheon/off links are employed is
challenging. There aressues with connectivity, adaptive routing, gratential network
deadlockg[27]. Becausea network always remains connectedclsichallenges are not
facedwhen usingDVS links. Some recent proposatembined traffic engineering with
link shutdown functionality 28], but most of thee approaches are reactive, anty
perform poorlyin the event of unfavorable traffic patterrs. proactive approach is
necessar for on/off procedures. A number of studibave demonstrate that simple
optimization of the data center architecture and enexgmre scheduling calead to
significant energy savingef up to 75%based ontraffic management andorkload

consolidationéchniques29].

2.3 Communication Networks

Communcation systems have rarely beextensively considered in cloud
computing research. Most of the cloud computing techniques evolved from the fields of
cluster and grid computing which are both designed trwe large computationally
intensive jobs, commonly referred as Higarformance Computing (HPQ({]. However,
cloud computing is fundamentally different: Clousigisfy the computing and storage of
millions of users at the same tipyeteach individuatser request is relatively small. Hee
users commonly neaderelyto read an email, retrieve an HTML page, or watch an online
video. Such taskrequire only limited computation to be performedtletr performance

is determined by the successful comiplet of the communication requestbut
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communicationsnvolves more than jughe data center netwagrkhe data path frorthe
data center to the usaiso camstitute an integral part for satisfying communication
request Typical delays foprocessingises” requestssuch as search, social networks and
video streaming, adess than a few milliseconds, and semetimes even measuredtba
level of microsecondDepending orthe user location, these delagse as large as 100
milliseconds for intercontineal links and up t0o200 milliseconds if satellite links are
involved [31]. As a result, a failure to consider the communication charaaters an
endto-end basis camislead the design and operationatimizationof modern cloud
computing systems.

Optimizationof cloud computing systems and cloud applications will not only
significantly reduce energy consumption inside data centers, but also globally, in the wide
area network. The World hosts around 1.5 billion Internet ug¢@mnd6 billion mobile
phone users?], and all of them are potential customers for cloud computing applications.
Onanaverage, there are 14 hops betwaearoud provider and end userns the Internet
[24], [32). This means that there are 13 routew®lved in forwarding theiser traffic each
consuming from tens of watts to kilowatts9]. According to Nordman33], Internet
connected equipment accounts for almost 10% of the total energy consumed in the United
States. Obviouslypptimizationof the flow of communiation between tle data center
providers andcend usersan make a significant differencBor example, avidespread
adoptionof the new Energi¥fficient Ethernet standard IEEE 802.3&2][canresult in
savings of 1 billion Euro35)].

At the cloud useend, energy ibecoming an even greatncern: More and more

cloud users use mobile equipment (smart phones, laptops, tablet PCs) to access cloud
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services. The only efficient way for these battpoyvered devices to save power is to
power off most of the main comporienincluding the central processor, transceivers and
memory, while also configuring sleeping cycles appropriat®8y [The aim is to decrease
request processing time Huat user terminals will consne less battery powesmaller
volumes of traffic arrarged in bursts will permit longer sleeping times for the transceivers,

andfaster replies to the cloud service requests will reduce the drain on batteries.

3. Energy Efficient Systemlevel Optimization of
Data Centers

This section addresses isstglatedto scheduling, lad balancing, data replication,
virtual machingplacement and networking that can be capitalized on to reduce the energy

consumption in data centers.

3.1 Scheduling

Job scheduling is at the heart of the successful power management in texta cen
Most of the existing approaches focus exclusively on the distribution betigebs
computing servers3[7], thetargetingof energy efficiency38] or thermal awarenes89).
Only a few approaches considbe characteristics of tlat center netork [40-42], such
as DPMlike power management [18]

Sinceenergy savingsesultfrom suchDPM-like power management procedures
[18], job schedulers tend to adopt a policyvedrkload consolidation maximizing the load
on the operation@omputing serverand increasinghe number of idle servers that can be

put i nto the “aschesdim’poliay warks wellnEsysteims that can be
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treatedas a homogenous ploof computing servers, butata centenetwork topologies
require special policies-orexample, the most widely used data center architeci®e [
fat tree architecturpresented in Fig.,2olindly concentrateschedulingandmay end up
groupng all of the highly loaded computing servers on a few ragks,this creates a
bottleneck fometwork traffic at a rack oraggregation switch.

Moreover, orarack level, all servers are usually connected usingiiidg-thernet
(GE) interfaces. Aypical rackhosts up to 48 serverbut hasonly two links of 10GE
connecting them to the aggregatiogtwork. Ths corresponds to mismatch of 48GE /
20GE =2.4 between the incoming and the outgoing bandwidth capdaitEementation
in a data center with cloud apgditions requiring communication means tihat scheduler

should tradeoff workload conceation with the load balancing of network traffic.

CQore Network

Aggregation
Network

Access
Network

Fig. 2 Threetier data center architecture.

Any of the data center switches may become congestetherthe uplink or
downlink direction or both. In the downlink direction, congestion occurs Wieecapacity
of individual ingress link surpasses that adgress link. In the uplink direction, the

mismatch in bandwidth is primarily due to the bandwidth ovessuption ratio, which
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occurs when the combined capacity of serverspovercomes a switcliggregate uplink
capacity.

Congestion (or hotspots) may severely affect the ability of a data center network to
transport datarhe Data Center Bridging Task Gro(lgEE 802.1) #4] speciieslayer2
solutions for congestion control IEEE 802.1Qastandard This standardntroduces a
feedback loobetween data center switches to signal the presence of congestion. Such
feedback allows overloaded switches to backsuee heavy selers by notifying them if
the congestion. Such technique eawoid some of thecongestiorrelated losses and keep
the data center network utilization high. However, it does not address the problem
adequately sincas it is more efficient tassign datantensive jobs to different computing
serversothatthosgobscanavoid sharing common communication paths. To benefit from
such spatial separation in thbreetiered architectureFg. 2), these jobs must be
distributed among the compug servers in proportion job communication requirements.
However, suctapproach contradidhe objectives of energgfficient scheduling, which
tries to concentrate all of the active workloads on a minimum set of servers and mvolve
minimum number of communication resources.

Another energy efficient approach would be DENS methodologyhich takes
the potential communication needs of the components of the data center into consideration
along with the load level to minimize thedabénergy consumption when selecting the-best
fit computing resource for job executiono@municational potential is defined as the
amount of endo-end bandwidth provided to individual servers or group of servers by the
data center architecture. Contraty traditional scheduling solutionthat model data

centers as a homogeneous pool of computing sef@ts the DENS methodology
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develops a hierarchical model consistent with the state of tbEtapology of dat@entes.
For a thredier data cente see Fig.2), DENS metricM is definedas a weighted

combination of servelevel "Q), racklevel "Q), and moduldevel "Q functions:
0 | JQ 1 JQ 1 JQ (5)

wherea, f, andy are weighted coefficients that define the impact of the corresmppnd
components (servers, racks, and/or modules) on the metric behavior. d&hgthees favor
the selection of highly loaded servers in lighthadedracks. Highers values will give
priority to computationally loaded racks with low network traffic adtivHighery values
favor theselection of loaded modules.

The selectionof computing servers combines the server Idadx and the
communication potential 13 correspondindo the fair share of the uplink resources on

thetop of the rackloR switch. This relationship is given as:

Qa0 d3_an ©6)

whered @ is a factor depending on the load of the individual sefyérsrj defines the
|l oad at the rack uplink by anal yngqueud), t he con
1 is a bandwidth over provisioning factor at the rack switch zaischa coefficient defining
the proportion betweed & and0 £ in the metric. Given that both & and0 A
must be within the rangetp highere values vill decrease the importance of the traffic
related component 1 .
The factthat the energy consumptionarf idle server consumeserely twaothird
of that atpeak consumption4f], suggests that an energificient scheduler must

consolidate data cestt jobs on theninimum possible set of computing servers. On the
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other hand, keeping servers constantly running at peak loads may decrease hardware
reliability and consequently affect job execution deadlib&k These issues are addressed

with DENS loadfactor, thesum of two sigmoid functions:

0 o P P 8 (7)

P Q  p Q"

The first component in Eq. Y&lefines the shape of the maigmoid, while the
second senso encourageonvergence towards the maximum setgad value (see Fig.
3). The parameter defines the size and the inclination of this falling slope lenderver

load diis within the rangertp .

0.8~

ot

Favor high server |
utilization

L)

06

0.4 Penalize underloaded
servers

g5:

[ L [ L L L L
0 01 0.2 0.3 04 05 0.6 0.7 0.8 0.9 1
Server load, |

0.2

0

Fig. 3. DENS metricselection of computing server
Fig. 4 presents the combinesrver load and quetggze related componentBhe
bell-shaped functiorobtainedfavors the selection of servers with laad level above

average located in racks wiittle or no congestion.
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Fig. 4. Server selection according load and communicatigrotential.

3.2 Load Balancing

Enabling thesleep mde in idle computing servers and network hardwarte
most efficient method ofvoidng unnecessary power consumpti@onsequentlyload
balancing becomes the key enalftersavingenergy.

However changes in the power mooroduce considerable dsls. Moreoverthe
inability of instantaneousvake upof a sleeping servaneans thaa pool of idle servers
must be available to kable to accommodate incoming lsad the shortérm andorevent
QoS degradationt should beremembeed that data centers arequired to provide a
specificlevel d quality of service, defined &ervice Level Agreements (SLAS), even at
peak loads. Therefore, they tend to overprovision computing and communication
resources. In fact, on average, datacergez$unctioning at only30% of their capacity.
The load in data centers hgghly correlatedwith region and time of the day since more
users are active dung the daytime hourshé number of users during the day is almost

double that at nighMoreover,user arrival rate is not constant, but can spike due to the



Wiley STM / Editor:Cloud Services, Networking and Management, pagel6
Chapter 0 D. Kliazovich, P Bouvry, E Granelli, N Fonsecd filename: ch??.doc

crowd effect.Most of the time almost 70% of data center servers, switchedjnésd
remain idle, although during peak periods, this usage can reachi@®ééver, idle servers
still need to runOS software, maintain virtual machines, and powebaoth peripheral
devices and memory. As asult, even when being idlsgrversstill consume around two
thirds of thepeak power consumption. In switd) this ratio is even higher with the energy
consuned beingsharedby the switchchassis, the line cards, and the transceiver ports.
Moreover, various Ethernet standards requirthe uninterrupted transmission of
synchronization symbols ithe physical layer tguarantee theynchronizatiorrequired
prevens thedownscalingof the consumption of energgven when no user traffic is
transmitted.

An energyefficient scheduler for cloud computing applications withffic load
balancing can belesigned to optimize energy consumption of cloud computing data
certers like e STAB proposed ifi47]. One of these hee-STAB scheduler, whiclgives
equal treatment taommunicational demandand computing requirements ¢@dbs
Specifically,e-STAB aims at(a) balancing theommunication flows produced hgbs and
(b) consolidatingobs usinga minimumof computing servers. Sinceetwork traffic can
be highly dynamic and often difficult to predietq], the eSTAB scheduler analgs both
load on the network links and occupancy of outg@ugues at the network switch&sis
gueuing analysibelps prevena buildup of network congestiomhis scheduler ialready
involved in various transportlayer protocols 46] estimatingbuffer occupancy of the
network switchesind can react before congesti@hated losses occur.

The e STAB scheduling policynvolvesthe execution of thdollowing two steps

for eachincoming cloud computing data cenjeb:
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Step 1:Select a group of servergconnected to the data center network with the
highest available bandwidtlif, at least oneof the servers inYcan accommodate the
computational demands of the scheduled job. The avaiberidwidth is defined as the
unused capacity of the link or a set of links connecting the group of sérietise rest of
the data center network.

Step 2:Within the selected group of serverg select a computing server with the
leastavailable computing capacity, but sufficient to satisfy the computational demands of
the scheduled task.

One of the main goals of theSTAB scheduler is to achievedd bahanced network
traffic as well as toprevent network congestion. A helpful measure is dhailable
bandwidth per computingode within the data center. However, such a measure does not
capture the dynamiasf the systemsuch as sudden increasethe trasmission ratef
cloudapplications.

To provide a more precise measuraefwork congestion,-8TAB adjustsscales
theavailable bandwidth tthe component related to the size of the bottleneck oiseee
Fig. 5. Thisfavorsempty queues or queues withnimum occupancy and penalstgghly
loaded queues that are on the threshold of buffer overflow (or on the threshold of losing

packets).
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Fig. 5 Queuesize related component of the SBAcheduler.
By utilizing available bandwidth with the componantd metric, theavailable
perserver bandwidth can lm®mputed for modules and individual racks as
o

Yol io @ &
oy 7 % Q0 (8)

o~ p
Ol o =
~

Qv
Q

where0 1 0 is theweight associated with occupancy levels of the queyés) is the
size of the queue at timie and0 181 & ds themaximum size of the queuatiowed at
the rackQ

Figure 6 presents the evolutioof "Oi 0 with respect to differentalues of the
network traffic and buffer occupancy. The function is insensitive to the level of utilization
of the network links for higly loaded queues, while fdightly loaded queues, the links

with the lighter load are prefed to the heavily utilizé ones
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Fig. 6. Selection of racks and modules by the STAB scheduler.

Having selected a proper module and a rack based on their traffic load and
congestion state indicated by the queue occupancy, we must select a computing server for
the job execution. @ do so, we must analyze energy consumption profile of the servers.

Oncethe energy consumption of a serig@known, it is possible tderive a metric

to be used by the 8TAB scheduler for server selectj@s follows:

Oi o .,B P e P ~U
Y o 0~ - C U
9)
p a6 Q Qb

whered 0 is theinstantaneous load of serv@at timeo and”Yis an averagininterval.
While the second sumandunder the integral in Eq. (% a reverse normalideversion of

Eq. (2), the first sutmandis a sigmoid designed to penalize selection of idle servers for
job execution. The parametercorresponds to the CPU load of idie server required to

keep theoperating system and virtual machines running. Figupeesents a chafor

Oi 0.
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Fig. 7. Selectionof computing servers by the SBAscheduler.

3.3 Data Replication

The performance of cloud computing applications, such as gaming, voice and video
conferencing, online office, storage, backapdsocial networking, dependtsrgely on the
availability and efficiency of higiperformance communication resourceBor better
reliability and low latency service provisioning, data resources can be brought closer
(replicated) to the physical infrastructure, where the cloud apjlicatire running. A large
number of replication strategies for data centers have been propdkediieraturg62]-
[66]. These strategies optimize system bandwidth alada availability between
geographically distributed data centers. However, none @i tfiocuses on energy

efficiency and replication techniques inside data centers.

In [62], an energy efficient data replication scheimeve been proposefbr
datacenter storagéJnderutilized storage servers can be turned off to minimize energy
consumptionalthoughone of the replica serveraust be kepfor eachdata object to
guarantee availability. In [§3 dynamic data replication i cluster of data grids is

proposed. This approach creates a potitgker, whichis responsible fothe replica
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managementt periodically collects information from the cluster hearish significance
determinedby a set of weights selected according to the age of the reading. The policy
maker further determines the popularity of a file based on the access frequencyeVe ach
load balancing, the number of replicas fofila is computed in relation tthe access
frequency of all other files in the system. This solution follows a centralized design

approachhowever, leaving it vulnerable tosingle point of failure.

Otherproposals have concentrated on replication strategies between multiple data
centers.In [64], power consumption in the backbone netwakminimized by linear
programming to determine tleptimal points of replicatioon the basis ofdata center
traffic demands anthe popularity of data objectsThis linear relation of the traffiload
to power consumption aggregation ports is lineand, consequentlypptimization

approaches that considée traffic demand can bring significant power savings.

Anotherproposal for replication is designed to conserve energy by replicating data
closer toconsumergo minimize delays. The optimal location for replicaseath data
object is determined by periodically processinggdbrecent data accesses. Taaica
site isthendetermined by employing a weightkdaneans clustering of user locations and
deployingthereplica closer to theentroid of each cluster. igrationwill take place from
one site to anotheif the gain in quality of service frommigrationis higher than a

predefined threshold.

Another approach igostbased data replicatiof66]. This approach analyzes

failures indata storage anthe probability ofdata lossprobability, which are directly
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related to each otheand builds a reliability mdel. Time points forreplica creation are

thendetermined fronthe data storage reliability function.

The approach presented [67] is different from all the othersreplicaton
approaches discussed above due(ap the scope othe data replication which is
implemented both within singledata centeandbetween geographically distributed data
centers, and (b) the optimization target, which takes into account system energy
consumption, network bandwidth and communication delay to define the replication

strategyto be employed

Largescale cloud computing systems are composelhiaf centergeographically
distributedaroundthe gbbe data centers (see Fig. 8). Thatcal database (Central DB) is
located in the widarea network and hosts all the datguieed by the cloud applications.
To speed up database access and reduce access latency, each data center hosts a local
database, callealdatacenter database (Datacenter DB), which is used to replicate the most
frequently used data items from the centtalabaseMoreover each rack hosts at least
one server capable of runniagocal racklevel database (Rack DB), which is used for

subsequent replication from the datacenter database.
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Figure 8. Replicatiomi cloud computing data centefdl database requests produced by

the cloud applications running a@momputing servers are first directed to the rhsiel
database server. Rack DB either replies with the requested data or forwards the request to
the Dataceter DB. In a similar fashion, the Datacenter DB either satisfies the request or

forwards it up to the Central DB.

When data is requestedhe informabn about requesting serverack, and
datacenter is storetMoreover the statistics showing the numlodraccesses and updates
are maintained for each data item. The access rate (or popularity) is measured as the number
of access events per period of time. While accessing datg dlemg applications caalso
modify them.Suchmodificationsmustbe senback to the database thatall replica sites

will be updated

A module located at the central daéise, the replica managperiodically analyzes

data access statistics to identfat items are the most suitable for replication and at
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which replicatimm sites. The availability otheseaccess and update statistics makes it

possible to project data center bandwidth usage and energy consumption.

Figure 9presents theequirements oflownlink bandwidth Since it isproportional
to both the size of a dateem and theate of updatethe bandwidth consumption grows
rapidly and easily overtakes therrespondingcapacities of the core, aggregation and

access segments of the datacenter network requiring replication.
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Figure 9. Downlink bandwidth requirements.

Figure 10reports the tradeoff between datacenter energy consumistohunging
the consumption of both the servers and network switches, and the downlink residual
bandwidth. For all replication scenarios, the dager reaches saturation firs sincesithie
smallest of the datacenter network segmemd hascapacity ofonly 320 GB/s.The
residual bandwidth for all network segmegenerally decreases with increase in load,

except for thegateway linkfor which theavailable bandwidth remains constantlboth
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page25
Datacenter DB and Rack DB replication scenasosce data queries are processed at the
replica databases and only data updates are rowtactHe Central DB tothe Datacenter
DB. The benefit of Rack DB remation is twefold: on one handetwork,traffic can be

restricted to the access network, which has lower nominal power consumption and higher

network capacity, while on the other, data access becomes lo¢cdlzesdmproving

performance of cloud appliganhs.
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Figure 10 Energy and residual bandwidth for (a) Central DB, (b) Datacenter DB, and (c)

Rack DB replication scenarios.

3.4 Placement of Virtual Machines
Virtualization represents a key technology for efficient operation of cloud data
centers.Energy casumption n virtualized data centers can be reducedppyopriate

decisionon which physical serva virtual machineshould be placed. Virtual machine
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consolidation strategies try to use the lowest possible number of physical machines to host
a certaimumber of virtual machines. Some proposed strategies are described next.

In [50], the authors developed a strategytfaditional thredier data center
architecture which takes into consideratiahe energy consumption of bagbrvers and
networkswitches. The proposetrategyanalyzes théoad of each network switdio
avoidoverloadng them It tries to compromise load balancing of data center network
traffic and consolidation of virtual machines. Such compromise is important to the
operation ofdata centers running jobs thatposelow computaibnal load but produce
heavy traffic streams.

The problem of virtual machine placement has been addressed by different
formulations of the bipacking problem. The proposal irBJ&mploysa variation éthe
best fit decreasing algorithmilthough, in this case, only the energy consumption of
servers is considered, results showetential energy savings wiht a significant number
of violation of service level agreements [70], a heuristicis proposedo achieveserver
utilization close to an optimal levaletermined by the computation of theididean
distance of the allocation state. A first fit desieg strategy was employed in [#ar data
centers processing web search and MapReduygkcations. Theconsolidation approach
is based on the analysis of CPU usage, and s$aher placement of correlated virtual
machines in distinct physical sergeto avoid overloading theservers.

Theformulation ofvirtual machine problerpresentedn [69] includesactive
cooling controbesides théraditional approaches such as DPM 8\6-S. This work

also does not take into accouhe contribution of network switches to the energy
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consumption of a data center and it shown éietite cooling cotrol result in small, but
relevant, gains.

The work in [2] promotesenergy reduction by consolidating networkvito
instead of virtual machines; only the consumption of network switches are considered.
Correlated flowsare analyzed and assignech&iwok paths in a greedy wayhis
approach employlsnk rate adaptation arghutting down of witcheswith low
utilization. Resultsderived usingsimulationsbased on real traces of Wikipediaffic

demonstratethat this approach can in fact reduce energysomption.

3.5 Communications Infrastructure
The @ergy efficiency of a data centemlso depends on the underlying
communication infrastructure. Indeed, at the average load level of a data center, the
communication network consumbstween 30% an80% of thetotal power used by the

IT equipment; thisn turn represents roughly 40% of the total energy budget.

Moreover, an analysisf the distribution ofdata traffic in clouds suggedtsat the
majority of the traffic is transferred within the data cenielf (around 75%), with rest
being spli between communication withsers (18%) and data center to data center

exchanges (7%)B].

Based orthese factsit is clear theneedto develop energy efficient solutionsr fo
communicatiortechnologies and architectsré interconnect the servarsdata centes:.
Since high-speed and high capacity are required, the most suitable communication

technology for cloud data centers is optical. In the remainder of this section, sohkposs
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architectures addressirenergy efficient solutions for internal communications in data

centersare presented

Optical interconnection networlare a novel alternative technology to provide
high bandwidth, low latency and reduced power consumptignuntil recently such
opticd technology has been used only for peimpoint links to connect the electrical
switcheg(fiber optics)thus reducingioise andeavingsmaller footprints. However, since
theswitches operate the electrical domain, power hungry electritabptical (E/O) and

opticatto-electrical (O/E) transceivers are required.

New modules conneiag the silicon chipdirectly with optical fibershave been

developed, thus enabling switching to be performed in the optical domain.

Optical interconnectionsan be basedn circuit switching or packet switching,
eachgeneratng different tradeff in terms of energy vs performance. &glin terms of
energy efficiency optical circuit switching represents the most efficient solution, but it
leads to high reconfiguratiomties due to the nature of circuit switching. On the other side,
packet switchingalthoughless energy efficientpotentiallythe source of greatéatency,
achieves betteperformance since its reconfiguration time is lower ants scalability

higher.

Onerecent alternatives the usage of optical OFDMDptical OFDM distributes the
data on dargenumber of lowdata rate subcarriers andnthusprovide finegranularity
capacity to connections by the elastic allocatdrsubcarriers according twonnedin

demands.
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The useof optical OFDM as a bandwidtyariable and highly spectruefficient
modulation format can provide scalable and flexible -sabhd supexvavelength
granularity, compared to the conventional, fixeahdwidth fixedgrid WDM network.
However, this new concept pes new challenges fdhe routing and wavelength
assignment algorithms. Indeed, traditional algorithms for routing esmvelength
assignment will no longer be directly applicable $oich new kinds of communication

infrastructure.

4. Conclusiors and Open Challenges

Costs and operating expenskave become a growing concern ie cloud
computing industry, with energy consumption accounforga large percentage of the
operational expenses the data centers used as backend computifrgstructure.This
chapter emphasizes the role of communications and network awarehedss
consumption and presents suggeseldtions for energy efficient resource allocation
clouds.

The challenge of energy efficiency will largely determine theire of cloud
computing systemsat presenexperienang unprecedented growth.dgt of the existing
energyefficient and performance optimization solutions in tAe domain focus on
computing, withcommunicationselated processeselegated to asecondey role or
unaccounted for. In realityhyowever,communications are at the heart of cloud systems
and network characteristics, such as bandwidth capacity, transmission delay, delay jitter,
buffering, loss rate and performance of communication protoctitny determine the

quality of task execution. Howevamostcurrent research is restricted to processes inside
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data centersyetthe models must also account for communication dynamics in the wide
area network, and at the user end.
Open research challenga® essentially related to improving the enesgplability
of cloud computing The previous sectionBave underlined the need fothe joint
optimization of computing and communication while maintaining an appropriate balance
between perfonance and eneygonsumption fothe overall architecture.
Thefollowing specificresearch challengésve been identified
1 Integration of novel and more efficient energy consumption models for the
different components of thdoud computing architecture.sAhe concept
of energyproportional computing is emerging in the design of computing
hardware and software infrastructures, ialisobecoming relevant in the
designof communication equipment. Thes@erging models will drive the
need for impreged and innovative appaches fothe joint optimization and
balancing of performance and energy consumption in cloud computing.

1 The concept of Mobile Cloydderiving fran the clear trend towards user

mobility (and the “al ways eetrhorepar adi gr

powe r f ul devices in the hands of t
possibility of even more pervasive usage of the cloud computing
i nfrastruct ufor4/7 adadabilitysof cloud segvices £ven in
sparsely ¢ o v e r ewillleacto aededinition or least an evolutioaf

the cloud architecturewhich will involve the need for efficient

dissemination of both informaticandservices across the Internatiether

h e

C |



Wiley STM / Editor:Cloud Services, Networking and Management, page31
Chapter 0 D. Kliazovich, P Bouvry, E Granelli, N Fonsecd filename: ch??.doc

in data centers, amsers devices or somewhere in between. This is sure to

have an impaabtn the way data is replicated and services are provided.
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