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Abstract. Cloud computing data centers are becoming increasingly popular for providing computing resources. However, the expenses of these data centers has skyrocketed with the increase in computing capacity with large percentage of the operational expenses due to energy consumption, especially in data centers that are used as backend computing infrastructure for cloud computing. This chapter emphasizes the role of the communication fabric in energy consumption and presents solutions for energy efficient network aware resource allocation in clouds.

Keywords: cloud computing, energy efficiency, resource allocation.

1. Introduction

Cloud computing has entered our lives and is dramatically changing the way people consume information. It provides platforms enabling the operation of a large variety of individually-owned terminal devices. There are about 1.5 billion computers [1] and 6
billion mobile phones [2] in the world today. Next generation user devices, such as Google glasses [3], offer not only constant readiness for operation, but also constant information consumption. In such an environment, computing, information storage and communication become a utility, and cloud computing is one effective way of offering easier manageability, improved security, and a significant reduction in operational costs [4].

Cloud computing relies on the data center industry, with over 500 thousand data centers deployed worldwide [5]. The operation of such widely distributed data centers, however, requires a considerable amount of energy, which accounts for a large slice of the total operational costs [6-7]. Interactive Data Corporation (IDC) [8] reported that, in 2000, on average the power required by a single rack was 1 kW, although in 2008, this had soared to 7.4 kW. The Gartner group has estimated that energy consumption accounts for up to 10% of the current data center operational expenses (OPEX), and with this estimate possibly rising to 50% in the next few years [9]. The cost of energy for running servers may already be greater than the cost of the hardware itself [10], [11]. In 2010, data centers consumed about 1.5% of the world’s electricity [12], with this percentage rising to 2% for The United States of America. This consumption accounts for more than 50 million metric tons of CO2 emissions annually.

Energy efficiency has never been a goal in the information technology (IT) industry. Since the 1980s, the only target has been to deliver more and faster; this has been traditionally achieved by packing more into a smaller space, and running processors at a higher frequency. This consumes more power, which generates more heat, and then requires an accompanying cooling system that costs in the range of $2 to $5 million per
year for corporate data centers [9]. These cooling systems may even require more power than that consumed by the IT equipment itself [13], [14].

Moreover, in order to ensure reliability, computing, storage, power distribution and cooling infrastructures tends to be overprovisioned. To measure this inefficiency, the Green Grid Consortium [15] has developed two metrics: the Power Usage Effectiveness (PUE) and Data Center Infrastructure Efficiency (DCIE) [16], which measures the proportion of power delivered to the IT equipment relative to the total power consumed by the data center facility. PUE is the ratio of total amount of energy used by a computer data center facility to the energy delivered to computing equipment while DCIE is the percentage value derived, by dividing information technology equipment power by total facility power. Currently, roughly 40% of the total energy consumed is related to that consumed by information technology (IT) equipment [17]. The consumption accounts approximately, while the power distribution system accounts the other 15%.

There are two main alternatives for reducing the energy consumption of data centers: (a) shutting down devices or (b) scaling down performance. The former alternative, commonly referred to as Dynamic Power Management (DPM) results in greatest savings, since the average workload often remains below 30% in cloud computing systems [18]. The latter corresponds to Dynamic Voltage and Frequency Scaling (DVFS) technology, which can adjust the performance of the hardware and consumption of power to match the corresponding characteristics of the workload.

In summary, energy efficiency is one of the most important parameters in modern cloud computing datacenters in determining operational costs and capital investment, along with the performance and carbon footprint of the industry. The rest of the chapter is
organized as follows: Section 2 discusses the role of communication systems in cloud computing. Section 3 presents energy efficient resource allocation and scheduling solutions. Finally, Section 4 concludes the paper.

2. Energy Consumption in Data Centers: Components and Models

This section introduces the energy consumption of computing and communication devices, emphasizing how efficient energy consumption can be achieved, especially in communication networks.

2.1 Energy Consumption of Computing Servers and Switches

Computing servers account for the major portion of energy consumption of data centers. The power consumption of a computing server is proportional to the utilization of the CPU utilization. Although an idle server still consumes around two-thirds of the peak-load consumption just to keep memory, disks, and I/O resources running [48], [49]. The remaining one-third increases almost linearly with an increase in the load of the CPU [6], [49]:

$$P_s(l) = P_{fixed} + \left(\frac{P_{peak} - P_{fixed}}{2}\right)(1 + l - e^{-\frac{l}{a}}),$$  \hspace{1cm} (1)

where $P_{fixed}$ is idle power consumption, $P_{peak}$ is the power consumed at peak load, $l$ is a server load, and $a$ is the level of utilization at which the server attains power consumption which varies linearly with the offered load. For most CPUs, $a \in [0.2, 0.5]$. 
There are two main approaches for reducing energy consumption in computing servers: (a) DVFS [29] and (b) DPM [60]. The former scheme adjusts the CPU power (consequently the level of performance) according to the load offered. The power in a chip decreases proportionally to $V^2f$, where $V$ is a voltage, and $f$ is the operating frequency. The scope of this DVFS optimization is limited to the CPUs, so that the computing server components, such as buses, memory, and disks continue functioning at the original operating frequency. On the other hand, the DPM scheme can power down computing servers but including all of their components, which makes it much more efficient, but if a power up (or down) is required, considerably more energy must be consumed in comparison to the DVFS scheme. Frequency downshifts can be expressed as follow (Eq. 1):

$$P_s(l) = P_{\text{fixed}} + \frac{(P_{\text{peak}} - P_{\text{fixed}})}{2} (1 + l^3 - e^{-\frac{l^3}{\alpha}}),$$

(2)

Figure 1 plots the power consumption of computing server.
Network switches form the basis of the interconnection fabric used to deliver job requests to the computing servers for execution. The energy consumption of a switch depends on various factors: (a) type of switch, (b) number of ports, (c) port transmission rates, and (d) employed cabling solutions; these can be expressed by the following [19]:

\[
P_{\text{switch}} = P_{\text{chassis}} + n_c \times P_{\text{linecard}} + \sum_{r=1}^{R} n_p^r \times P_p^r \times u_p^r,
\]

where \( P_{\text{chassis}} \) is the power related to the switch chassis, \( P_{\text{linecard}} \) is the power consumed by a single line card, \( n_c \) is the number of line cards plugged into the switch, \( P_p^r \) is the power consumed by a port running at rate \( r \), \( n_p^r \) is the number of ports operating at rate \( r \) and \( u_p^r \in [0,1] \) is a port utilization, which can be defined as follows:

\[
u_p = \frac{1}{T} \int_t^{t+T} \frac{B_p(t)}{C_p} dt = \frac{1}{T \times C_p} \int_t^{t+T} B_p(t) dt,
\]

where \( B_p(t) \) is an instantaneous throughput at the port’s link at the time \( t \), \( C_p \) is the link capacity, and \( T \) is the time interval between measurements.

### 2.2 Energy Efficiency

In an ideal data center, all the power would be delivered to the IT equipment executing user requests. This energy would then be divided between the communication and the computing hardware. Several studies have mistakenly considered the communication network as overhead, required only to deliver the tasks to the computing servers. However, as will be seen later in this section, communications is at the heart of task execution, and the characteristics of the communication network, such as bandwidth
capacity, transmission delay, delay jitter, buffering, loss ratio, and performance of communication protocols, all greatly influence the quality of task execution.

Mahadevan at el. [19] present power benchmarking of the most common networking switches. With current network switch technology, the difference in power consumption between peak consumption and idle state is less than 8%; turning off an unused port saves only 1-2 watts [20]. The power consumption of a switch is composed of three components: (a) power consumed by the switch base hardware (the chassis), (b) power consumed by active line cards, and (c) power consumed by active transceivers. Only the last component scales with the transmission rate, or the presence of the forwarded traffic, while the former two components remain constant, even when the switch is idle. This phenomenon is known as energy proportionality, and describes how energy consumption increases with an increase in workload [20].

Making network equipment energy proportional is one of the main challenges faced by the research community. Depending on the data center load level, the communication network can consume between 30 and 50% of the total power used by the IT equipment [21], [51] with 30% being typical for highly loaded data centers, whereas 50% is common for average load levels of 10-50% [22]. As with computing servers, most solutions for energy-efficient communication equipment depend on downgrading the operating frequency (or transmission rate) or powering down the entire device or its components in order to conserve energy. One solution, first studied by Shang at el. [21] and Benini at el. [23] in 2003, proposed a power-aware interconnection network utilized Dynamic Voltage Scaling (DVS) links [21], and this, DVS technology was later combined with Dynamic Network Shutdown (DNS) to further optimize energy consumption [25]. The following
papers review the challenges and some of the most important solutions for optimization of energy consumption and the use of resources [54], [55], [56], [57], [58], [59].

The design of these power-aware networks when on/off links are employed is challenging. There are issues with connectivity, adaptive routing, and potential network deadlocks [27]. Because a network always remains connected, such challenges are not faced when using DVS links. Some recent proposals combined traffic engineering with link shutdown functionality [28], but most of these approaches are reactive, and may perform poorly in the event of unfavorable traffic patterns. A proactive approach is necessary for on/off procedures. A number of studies have demonstrated that simple optimization of the data center architecture and energy-aware scheduling can lead to significant energy savings of up to 75% based on traffic management and workload consolidation techniques [29].

### 2.3 Communication Networks

Communication systems have rarely been extensively considered in cloud computing research. Most of the cloud computing techniques evolved from the fields of cluster and grid computing which are both designed to execute large computationally intensive jobs, commonly referred as High-Performance Computing (HPC) [30]. However, cloud computing is fundamentally different: Clouds satisfy the computing and storage of millions of users at the same time, yet each individual user request is relatively small. These users commonly need merely to read an email, retrieve an HTML page, or watch an online video. Such tasks require only limited computation to be performed yet their performance is determined by the successful completion of the communication requests but
communications involves more than just the data center network; the data path from the
data center to the user also constitute an integral part for satisfying a communication
request. Typical delays for processing users’ requests, such as search, social networks and
video streaming, are less than a few milliseconds, and we sometimes even measured on the
level of microsecond. Depending on the user location, these delays are as large as 100
milliseconds for intercontinental links and up to 200 milliseconds if satellite links are
involved [31]. As a result, a failure to consider the communication characteristics on an
end-to-end basis can mislead the design and operational optimization of modern cloud
computing systems.

Optimization of cloud computing systems and cloud applications will not only
significantly reduce energy consumption inside data centers, but also globally, in the wide-
area network. The World hosts around 1.5 billion Internet users [1] and 6 billion mobile
phone users [2], and all of them are potential customers for cloud computing applications.
On an average, there are 14 hops between a cloud provider and end users on the Internet
[24], [32]. This means that there are 13 routers involved in forwarding the user traffic, each
consuming from tens of watts to kilowatts [19]. According to Nordman [33], Internet-
connected equipment accounts for almost 10% of the total energy consumed in the United
States. Obviously, optimization of the flow of communication between the data center
providers and end users can make a significant difference. For example, a widespread
adoption of the new Energy-Efficient Ethernet standard IEEE 802.3az [34] can result in
savings of 1 billion Euro [35].

At the cloud user end, energy is becoming an even greater concern: More and more
cloud users use mobile equipment (smart phones, laptops, tablet PCs) to access cloud
services. The only efficient way for these battery-powered devices to save power is to power off most of the main components, including the central processor, transceivers and memory, while also configuring sleeping cycles appropriately [36]. The aim is to decrease request processing time so that user terminals will consume less battery power. Smaller volumes of traffic arranged in bursts will permit longer sleeping times for the transceivers, and faster replies to the cloud service requests will reduce the drain on batteries.

### 3. Energy Efficient System-level Optimization of Data Centers

This section addresses issues related to scheduling, load balancing, data replication, virtual machine placement and networking that can be capitalized on to reduce the energy consumption in data centers.

#### 3.1 Scheduling

Job scheduling is at the heart of the successful power management in data centers. Most of the existing approaches focus exclusively on the distribution between of jobs computing servers [37], the targeting of energy efficiency [38] or thermal awareness [39]. Only a few approaches consider the characteristics of the data center network [40-42], such as DPM-like power management [18].

Since energy savings result from such DPM-like power management procedures [18], job schedulers tend to adopt a policy of workload consolidation maximizing the load on the operational computing servers and increasing the number of idle servers that can be put into the “sleep” mode. Such a scheduling policy works well in systems that can be
treated as a homogenous pool of computing servers, but data center network topologies require special policies. For example, the most widely used data center architecture [43], fat tree architecture presented in Fig. 2, blindly concentrates scheduling and may end up grouping all of the highly loaded computing servers on a few racks, yet this creates a bottleneck for network traffic at a rack or aggregation switch.

Moreover, on a rack level, all servers are usually connected using Gigabit Ethernet (GE) interfaces. A typical rack hosts up to 48 servers, but has only two links of 10GE connecting them to the aggregation network. This corresponds to a mismatch of 48GE / 20GE = 2.4 between the incoming and the outgoing bandwidth capacities. Implementation in a data center with cloud applications requiring communication means that the scheduler should tradeoff workload concentration with the load balancing of network traffic.

![Diagram](image)

Fig. 2. Three-tier data center architecture.

Any of the data center switches may become congested in either the uplink or downlink direction or both. In the downlink direction, congestion occurs when the capacity of individual ingress links surpasses that of egress links. In the uplink direction, the mismatch in bandwidth is primarily due to the bandwidth oversubscription ratio, which
occurs when the combined capacity of server ports overcomes a switch aggregate uplink capacity.

Congestion (or hotspots) may severely affect the ability of a data center network to transport data. The Data Center Bridging Task Group (IEEE 802.1) [44] specifies layer-2 solutions for congestion control in IEEE 802.1Qau standard. This standard introduces a feedback loop between data center switches to signal the presence of congestion. Such feedback allows overloaded switches to backpressure heavy senders by notifying them if the congestion. Such technique can avoid some of the congestion-related losses and keep the data center network utilization high. However, it does not address the problem adequately since as it is more efficient to assign data-intensive jobs to different computing servers so that those jobs can avoid sharing common communication paths. To benefit from such spatial separation in the three-tiered architecture (Fig. 2), these jobs must be distributed among the computing servers in proportion to job communication requirements. However, such approach contradict the objectives of energy-efficient scheduling, which tries to concentrate all of the active workloads on a minimum set of servers and involve a minimum number of communication resources.

Another energy efficient approach would be the DENS methodology, which takes the potential communication needs of the components of the data center into consideration along with the load level to minimize the total energy consumption when selecting the best-fit computing resource for job execution. Communicational potential is defined as the amount of end-to-end bandwidth provided to individual servers or group of servers by the data center architecture. Contrary to traditional scheduling solutions that model data centers as a homogeneous pool of computing servers [37], the DENS methodology
develops a hierarchical model consistent with the state of the art of topology of data centers. For a three-tier data center (see Fig. 2), DENS metric $M$ is defined as a weighted combination of server-level ($f_s$), rack-level ($f_r$), and module-level ($f_m$) functions:

$$M = \alpha \cdot f_s + \beta \cdot f_r + \gamma \cdot f_m$$  \hspace{1cm} (5)

where $\alpha$, $\beta$, and $\gamma$ are weighted coefficients that define the impact of the corresponding components (servers, racks, and/or modules) on the metric behavior. Higher $\alpha$ values favor the selection of highly loaded servers in lightly loaded racks. Higher $\beta$ values will give priority to computationally loaded racks with low network traffic activity. Higher $\gamma$ values favor the selection of loaded modules.

The selection of computing servers combines the server load $L_s(l)$ and the communication potential $Q_r(q)$ corresponding to the fair share of the uplink resources on the top of the rack ToR switch. This relationship is given as:

$$f_s(l, q) = L_s(l) \cdot \frac{Q_r(q)^\varphi}{\delta_r}$$  \hspace{1cm} (6)

where $L_s(l)$ is a factor depending on the load of the individual servers $l$, $Q_r(q)$ defines the load at the rack uplink by analyzing the congestion level in the switch’s outgoing queue $q$, $\delta_r$ is a bandwidth over provisioning factor at the rack switch, and $\varphi$ is a coefficient defining the proportion between $L_s(l)$ and $Q_r(q)$ in the metric. Given that both $L_s(l)$ and $Q_r(q)$ must be within the range $[0, 1]$ higher $\varphi$ values will decrease the importance of the traffic-related component $Q_r(q)$.

The fact that the energy consumption of an idle server consumes merely two-third of that at peak consumption [48], suggests that an energy-efficient scheduler must consolidate data center jobs on the minimum possible set of computing servers. On the
other hand, keeping servers constantly running at peak loads may decrease hardware reliability and consequently affect job execution deadlines [52]. These issues are addressed with DENS load factor, the sum of two sigmoid functions:

\[
L_s(l) = \frac{1}{1 + e^{-10(l-1/2)^2}} - \frac{1}{1 + e^{-10/\epsilon(l-(1-\epsilon)/2)}}.
\] (7)

The first component in Eq. (8) defines the shape of the main sigmoid, while the second serves to encourage convergence towards the maximum server load value (see Fig. 3). The parameter \(\epsilon\) defines the size and the inclination of this falling slope and he server load \(l\) is within the range \([0, 1]\).

Fig. 3. DENS metric selection of computing server.

Fig. 4 presents the combined server load and queue-size related components. The bell-shaped function obtained favors the selection of servers with a load level above average located in racks with little or no congestion.
3.2 Load Balancing

Enabling the sleep mode in idle computing servers and network hardware is the most efficient method of avoiding unnecessary power consumption. Consequently, load balancing becomes the key enabler for saving energy.

However, changes in the power mode introduce considerable delays. Moreover, the inability of instantaneous wake up of a sleeping server means that a pool of idle servers must be available to be able to accommodate incoming loads in the short term and prevent QoS degradation. It should be remembered that data centers are required to provide a specific level of quality of service, defined as Service Level Agreements (SLAs), even at peak loads. Therefore, they tend to overprovision computing and communication resources. In fact, on average, datacenters are functioning at only 30% of their capacity.

The load in data centers is highly correlated with region and time of the day since more users are active during the daytime hours; the number of users during the day is almost double that at night. Moreover, user arrival rate is not constant, but can spike due to the
crowd effect. Most of the time almost 70% of data center servers, switches, and links remain idle, although during peak periods, this usage can reach 90%. However, idle servers still need to run OS software, maintain virtual machines, and power on both peripheral devices and memory. As a result, even when being idle, servers still consume around two thirds of the peak power consumption. In switches, this ratio is even higher with the energy consumed being shared by the switch chassis, the line cards, and the transceiver ports. Moreover, various Ethernet standards require the uninterrupted transmission of synchronization symbols in the physical layer to guarantee the synchronization required prevents the downscaling of the consumption of energy, even when no user traffic is transmitted.

An energy-efficient scheduler for cloud computing applications with traffic load balancing can be designed to optimize energy consumption of cloud computing data centers, like e-STAB proposed in [47]. One of these is the e-STAB scheduler, which gives equal treatment to communicational demands and computing requirements of jobs. Specifically, e-STAB aims at (a) balancing the communication flows produced by jobs and (b) consolidating jobs using a minimum of computing servers. Since network traffic can be highly dynamic and often difficult to predict [45], the e-STAB scheduler analyzes both load on the network links and occupancy of outgoing queues at the network switches. This queuing analysis helps prevent a buildup of network congestion. This scheduler is already involved in various transport-layer protocols [46] estimating buffer occupancy of the network switches and can react before congestion-related losses occur.

The e-STAB scheduling policy involves the execution of the following two steps for each incoming cloud computing data center job:
**Step 1:** Select a group of servers $S$ connected to the data center network with the highest available bandwidth, if at least one of the servers in $S$ can accommodate the computational demands of the scheduled job. The available bandwidth is defined as the unused capacity of the link or a set of links connecting the group of servers $S$ to the rest of the data center network.

**Step 2:** Within the selected group of servers, $S$, select a computing server with the least available computing capacity, but sufficient to satisfy the computational demands of the scheduled task.

One of the main goals of the e-STAB scheduler is to achieve load balanced network traffic as well as to prevent network congestion. A helpful measure is the available bandwidth per computing node within the data center. However, such a measure does not capture the dynamics of the system, such as sudden increase in the transmission rate of cloud applications.

To provide a more precise measure of network congestion, e-STAB adjusts scales the available bandwidth to the component related to the size of the bottleneck queue (see Fig. 5). This favors empty queues or queues with minimum occupancy and penalizes highly loaded queues that are on the threshold of buffer overflow (or on the threshold of losing packets).
Fig. 5. Queue-size related component of the STAB scheduler.

By utilizing available bandwidth with the component $Q(t)$ metric, the available per-server bandwidth can be computed for modules and individual racks as

$$
Fr_j(t) = \frac{1}{T} \int_t^{t+T} \left( \frac{(Cr_j - \lambda r_j(t)) \cdot e^{-\frac{\rho \cdot qr_j(t)}{Q_{r_j, \text{max}}}}}{Sr_j} \right) dt
$$

where $Qr_j(t)$ is the weight associated with occupancy levels of the queues, $qr_j(t)$ is the size of the queue at time $t$, and $Qr_j, \text{max}$ is the maximum size of the queues allowed at the rack $j$.

Figure 6 presents the evolution of $Fr_i(t)$ with respect to different values of the network traffic and buffer occupancy. The function is insensitive to the level of utilization of the network links for highly loaded queues, while for lightly loaded queues, the links with the lighter load are preferred to the heavily utilized ones.
Having selected a proper module and a rack based on their traffic load and congestion state indicated by the queue occupancy, we must select a computing server for the job execution. To do so, we must analyze energy consumption profile of the servers.

Once the energy consumption of a server is known, it is possible to derive a metric to be used by the e-STAB scheduler for server selection, as follows:

\[
F_{S_k}(t) = \frac{1}{T} \int_{t}^{t+T} \left( \frac{1}{1 + e^{-10 \left( l_k(t) - \frac{\varepsilon}{2} \right)}} - \frac{1}{2} \left( 1 - \frac{P_{idle}}{P_{peak}} \right) \right) \left( 1 + l_k(t)^3 - e^{-\left( \frac{l_k(t)}{\tau} \right)^3} \right) dt,
\]

where \( l_k(t) \) is the instantaneous load of server \( k \) at time \( t \) and \( T \) is an averaging interval.

While the second summand under the integral in Eq. (9) is a reverse normalized version of Eq. (2), the first summand is a sigmoid designed to penalize selection of idle servers for job execution. The parameter \( \varepsilon \) corresponds to the CPU load of an idle server required to keep the operating system and virtual machines running. Figure 7 presents a chart for \( F_{S_k}(t) \).
Fig. 7. Selection of computing servers by the STAB scheduler.

### 3.3 Data Replication

The performance of cloud computing applications, such as gaming, voice and video conferencing, online office, storage, backup, and social networking, depends largely on the availability and efficiency of high-performance communication resources. For better reliability and low latency service provisioning, data resources can be brought closer (replicated) to the physical infrastructure, where the cloud applications are running. A large number of replication strategies for data centers have been proposed in the literature [62]-[66]. These strategies optimize system bandwidth and data availability between geographically distributed data centers. However, none of them focuses on energy efficiency and replication techniques inside data centers.

In [62], an energy efficient data replication scheme have been proposed for datacenter storage. Underutilized storage servers can be turned off to minimize energy consumption, although one of the replica servers must be kept for each data object to guarantee availability. In [63], dynamic data replication in a cluster of data grids is proposed. This approach creates a policy maker, which is responsible for the replica
management. It periodically collects information from the cluster heads, with significance determined by a set of weights selected according to the age of the reading. The policy maker further determines the popularity of a file based on the access frequency. To achieve load balancing, the number of replicas for a file is computed in relation to the access frequency of all other files in the system. This solution follows a centralized design approach, however, leaving it vulnerable to a single point of failure.

Other proposals have concentrated on replication strategies between multiple data centers. In [64], power consumption in the backbone network is minimized by linear programming to determine the optimal points of replication on the basis of data center traffic demands and the popularity of data objects. This linear relation of the traffic load to power consumption at aggregation ports is linear and, consequently, optimization approaches that consider the traffic demand can bring significant power savings.

Another proposal for replication is designed to conserve energy by replicating data closer to consumers to minimize delays. The optimal location for replicas of each data object is determined by periodically processing a log of recent data accesses. The replica site is then determined by employing a weighted k-means clustering of user locations and deploying the replica closer to the centroid of each cluster. Migration will take place from one site to another if the gain in quality of service from migration is higher than a predefined threshold.

Another approach is cost-based data replication [66]. This approach analyzes failures in data storage and the probability of data loss probability, which are directly
related to each other, and builds a reliability model. Time points for replica creation are then determined from the data storage reliability function.

The approach presented in [67] is different from all the others replication approaches discussed above due to (a) the scope of the data replication, which is implemented both within a single data center and between geographically distributed data centers, and (b) the optimization target, which takes into account system energy consumption, network bandwidth and communication delay to define the replication strategy to be employed.

Large-scale cloud computing systems are composed of data centers geographically distributed around the globe data centers (see Fig. 8). The central database (Central DB) is located in the wide-area network and hosts all the data required by the cloud applications. To speed up database access and reduce access latency, each data center hosts a local database, called a data center database (Datacenter DB), which is used to replicate the most frequently used data items from the central database. Moreover, each rack hosts at least one server capable of running a local rack-level database (Rack DB), which is used for subsequent replication from the datacenter database.
Figure 8. Replication in cloud computing data centers. All database requests produced by the cloud applications running on computing servers are first directed to the rack-level database server. Rack DB either replies with the requested data or forwards the request to the Datacenter DB. In a similar fashion, the Datacenter DB either satisfies the request or forwards it up to the Central DB.

When data is requested, the information about requesting server, rack, and datacenter is stored. Moreover, the statistics showing the number of accesses and updates are maintained for each data item. The access rate (or popularity) is measured as the number of access events per period of time. While accessing data items, cloud applications can also modify them. Such modifications must be sent back to the database so that all replica sites will be updated.

A module located at the central database, the replica manager, periodically analyzes data access statistics to identify what items are the most suitable for replication and at
which replication sites. The availability of these access and update statistics makes it possible to project data center bandwidth usage and energy consumption.

Figure 9 presents the requirements of downlink bandwidth. Since it is proportional to both the size of a data item and the rate of update, the bandwidth consumption grows rapidly and easily overtakes the corresponding capacities of the core, aggregation and access segments of the datacenter network requiring replication.

Figure 9. Downlink bandwidth requirements.

Figure 10 reports the tradeoff between datacenter energy consumption, including the consumption of both the servers and network switches, and the downlink residual bandwidth. For all replication scenarios, the core layer reaches saturation first since it is the smallest of the datacenter network segments and has capacity of only 320 GB/s. The residual bandwidth for all network segments generally decreases with increase in load, except for the gateway link, for which the available bandwidth remains constant for both
Datacenter DB and Rack DB replication scenarios, since data queries are processed at the replica databases and only data updates are routed from the Central DB to the Datacenter DB. The benefit of Rack DB replication is two-fold: on one hand network, traffic can be restricted to the access network, which has lower nominal power consumption and higher network capacity, while on the other, data access becomes localized, thus improving performance of cloud applications.

![Figure 10. Energy and residual bandwidth for (a) Central DB, (b) Datacenter DB, and (c) Rack DB replication scenarios.](image)

3.4 Placement of Virtual Machines

Virtualization represents a key technology for efficient operation of cloud data centers. Energy consumption in virtualized data centers can be reduced by appropriate decision on which physical server a virtual machines should be placed. Virtual machine
consolidation strategies try to use the lowest possible number of physical machines to host a certain number of virtual machines. Some proposed strategies are described next.

In [50], the authors developed a strategy for traditional three-tier data center architectures which takes into consideration the energy consumption of both servers and network switches. The proposed strategy analyzes the load of each network switch to avoid overloading them. It tries to compromise load balancing of data center network traffic and consolidation of virtual machines. Such compromise is important to the operation of data centers running jobs that impose low computational load but produce heavy traffic streams.

The problem of virtual machine placement has been addressed by different formulations of the bin-packing problem. The proposal in [38] employs a variation of the best fit decreasing algorithm. Although, in this case, only the energy consumption of servers is considered, results showed potential energy savings without a significant number of violation of service level agreements. In [70], a heuristic is proposed to achieve server utilization close to an optimal level determined by the computation of the Euclidean distance of the allocation state. A first fit decreasing strategy was employed in [71] for data centers processing web search and MapReduce applications. The consolidation approach is based on the analysis of CPU usage, and favors the placement of correlated virtual machines in distinct physical servers, to avoid overloading the servers.

The formulation of virtual machine problem presented in [69] includes active cooling control besides the traditional approaches such as DPM and DVFS. This work also does not take into account the contribution of network switches to the energy
consumption of a data center and it shown that active cooling control result in small, but relevant, gains.

The work in [72] promotes energy reduction by consolidating network flows instead of virtual machines; only the consumption of network switches are considered. Correlated flows are analyzed and assigned to network paths in a greedy way. This approach employs link rate adaptation and shutting down of switches with low utilization. Results derived using simulations based on real traces of Wikipedia traffic demonstrated that this approach can in fact reduce energy consumption.

### 3.5 Communications Infrastructure

The energy efficiency of a data center also depends on the underlying communication infrastructure. Indeed, at the average load level of a data center, the communication network consumes between 30% and 50% of the total power used by the IT equipment; this in turn represents roughly 40% of the total energy budget.

Moreover, an analysis of the distribution of data traffic in clouds suggests that the majority of the traffic is transferred within the data center itself (around 75%), with rest being split between communication with users (18%) and data center to data center exchanges (7%) [68].

Based on these facts, it is clear the need to develop energy efficient solutions for communication technologies and architectures to interconnect the servers in data centers. Since high-speed and high capacity are required, the most suitable communication technology for cloud data centers is optical. In the remainder of this section, some possible
architectures addressing energy efficient solutions for internal communications in data centers are presented.

Optical interconnection networks are a novel alternative technology to provide high bandwidth, low latency and reduced power consumption. Up until recently, such optical technology has been used only for point-to-point links to connect the electrical switches (fiber optics) thus reducing noise and leaving smaller footprints. However, since the switches operate in the electrical domain, power hungry electrical-to-optical (E/O) and optical-to-electrical (O/E) transceivers are required.

New modules connecting the silicon chip directly with optical fibers have been developed, thus enabling switching to be performed in the optical domain.

Optical interconnections can be based on circuit switching or packet switching, each generating different trade-off in terms of energy vs performance. Solely in terms of energy efficiency, optical circuit switching represents the most efficient solution, but it leads to high reconfiguration times due to the nature of circuit switching. On the other side, packet switching, although less energy efficient, potentially the source of greater latency, achieves better performance, since its reconfiguration time is lower and its scalability higher.

One recent alternative is the usage of optical OFDM. Optical OFDM distributes the data on a large number of low data rate subcarriers and can thus provide fine-granularity capacity to connections by the elastic allocation of subcarriers according to connection demands.
The use of optical OFDM as a bandwidth-variable and highly spectrum-efficient modulation format can provide scalable and flexible sub- and super-wavelength granularity, compared to the conventional, fixed-bandwidth fixed-grid WDM network. However, this new concept poses new challenges for the routing and wavelength assignment algorithms. Indeed, traditional algorithms for routing and wavelength assignment will no longer be directly applicable for such new kinds of communication infrastructure.

4. Conclusions and Open Challenges

Costs and operating expenses have become a growing concern in the cloud computing industry, with energy consumption accounting for a large percentage of the operational expenses in the data centers used as backend computing infrastructure. This chapter emphasizes the role of communications and network awareness of this consumption and presents suggested solutions for energy efficient resource allocation in clouds.

The challenge of energy efficiency will largely determine the future of cloud computing systems, at present experiencing unprecedented growth. Most of the existing energy-efficient and performance optimization solutions in the IT domain focus on computing, with communications-related processes relegated to a secondary role or unaccounted for. In reality, however, communications are at the heart of cloud systems, and network characteristics, such as bandwidth capacity, transmission delay, delay jitter, buffering, loss rate and performance of communication protocols, often determine the quality of task execution. However, most current research is restricted to processes inside
data centers, yet the models must also account for communication dynamics in the wide-area network, and at the user end.

Open research challenges are essentially related to improving the energy scalability of cloud computing. The previous sections have underlined the need for the joint optimization of computing and communication while maintaining an appropriate balance between performance and energy consumption for the overall architecture.

The following specific research challenges have been identified:

- Integration of novel and more efficient energy consumption models for the different components of the cloud computing architecture. As the concept of energy-proportional computing is emerging in the design of computing hardware and software infrastructures, it is also becoming relevant in the design of communication equipment. These emerging models will drive the need for improved and innovative approaches for the joint optimization and balancing of performance and energy consumption in cloud computing.

- The concept of Mobile Cloud, deriving from the clear trend towards user mobility (and the “always on” paradigm) and the availability of ever more powerful devices in the hands of the cloud services’ users is shaping the possibility of even more pervasive usage of the cloud computing infrastructure. Users’ request for 24/7 availability of cloud services even in sparsely “covered” areas, will lead to a redefinition or least an evolution, of the cloud architecture, which will involve the need for efficient dissemination of both information and services across the Internet, whether
in data centers, on users´ devices, or somewhere in between. This is sure to have an impact on the way data is replicated and services are provided.
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