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Introduction

In a few words these Notes could be considered both as an introduction to non
commutative complex analytic geometry and to the study of microdifferential
systems. Indeed, on a complex manifold X, we replace the structure sheaf
O'x with a formal deformation of it, that is, a DQ-algebra, or better, a DQ-
algebroid, and study modules over this ring, extending to this framework
classical results of Cartan-Serre and Grauert, and also classical results on
Hochschild classes and the index theorem. Here, DQ stands for “deformation
quantization”. But the theory of modules over DQ-algebroids is also a natural
generalization of that of Z-modules. Indeed, when the Poisson structure
underlying the deformation is symplectic, the study of DQ-modules naturally
generalizes that of microdifferential modules, and sometimes makes it easier
(see Theorem [[2.3).

The notion of a star product is now a classical subject studied by many
authors and naturally appearing in various contexts. Two cornerstones of
its history are the paper [I] (see also [2, B]) who defines x-products and the
fundamental result of [46] which, roughly speaking, asserts that any real
Poisson manifold may be “quantized”, that is, endowed with a star algebra
to which the Poisson structure is associated. It is now a well-known fact (see
[36, 145]) that, in order to quantize complex Poisson manifolds, sheaves of
algebras are not well-suited and have to be replaced by algebroid stacks. We
refer to [13] [65] for further developments.

In this paper, we consider complex manifolds endowed with DQ-algebroids,
that is, algebroid stacks locally associated to sheaves of star-algebras, and
study modules over such algebroids. The main results of this paper are:

e a finiteness theorem, which asserts that the convolution of two coherent
kernels, satisfying a suitable properness assumption, is coherent (a kind
of Grauert’s theorem),

e the construction of the dualizing complex and a duality theorem, which
asserts that duality commutes with convolution,

e the construction of the Hochschild class of coherent DQ-modules and
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the theorem which asserts that Hochschild class commutes with convo-
lution,

e the link between Hochschild classes and Chern classes and also with
Euler classes, in the commutative case,

e the constructibility of the complex of solutions of an holonomic module
into another one in the the symplectic case.

Let us describe this paper with some details.

In Chapter [1I, we systematically study rings (i.e., sheaves of rings) which
are formal deformations of rings, and modules over such deformed rings.
More precisely, consider a topological space X, a commutative unital ring
K and a sheaf o/ of K][[h]]-algebras on X which is h-complete and without
h-torsion. We also assume that there exists a base of open subsets of X,
acyclic for coherent modules over o7, := &7 /ha/.

We first show how to deduce various properties of the ring o7 from the
corresponding properties on .«%. For example, &7 is a Noetherian ring as
soon as 7 is a Noetherian ring, and an .@/-module .# is coherent as soon as
it is locally finitely generated and h".# /h" ™' /4 is @/-coherent for all n > 0.
Then, we introduce the property of being cohomologically complete for an
object of the derived category D(&7). We prove that this notion is local,
stable by direct images and an object .# with bounded coherent cohomology
is cohomologically complete. Conversely, if .# is cohomologically complete,

L
it has coherent cohomology objects as soon as its graded module @& _.#
has coherent cohomology over o7 (see Theorem [[L6.4]). We also give a similar
criterion which ensures that an </-module is flat.

In Chapter [2] we consider the case where X is a complex manifold,
K =C, o = Ox and < is locally isomorphic to an algebra (Ox[[A]], x) where
x is a star-product. It is an algebra over C":=C[[h]]. We call such an algebra
o/ a DQ-algebra. We also consider DQ-algebroids, that is, C"-algebroids
(in the sense of stacks) locally equivalent to the algebroid associated with a
DQ-algebra. Remark that a DQ-algebroid on a manifold X defines a Poisson
structure on it. Conversely, a famous theorem of Kontsevich [46] asserts that
on a real Poisson manifold there exists a DQ-algebra to which this Poisson
structure is associated. In the complex case, there is a similar result using
DQ-algebroids. This is a theorem of [45] after a related result of [36] in the
contact case.

If (X, @7y ) is a complex manifold X endowed with a DQ-algebroid <7, we
denote by X* the manifold X endowed with the DQ-algebroid «7" opposite
to e,Qfx.
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We define the external product @y, «x, of two DQ-algebroids @7y, and
/x, on manifolds X; and X,. There exists a canonical &7y y.-module €y on
X x X supported by the diagonal, which corresponds to the .&/x-bimodule
e,Qfx.

On a complex manifold X endowed with a DQ-algebroid, we construct the
Ch-algebroid 2%, a deformation quantization of the ring Zx of differential
operators. It is a C'-subalgebroid of &nden(eZx). Tt turns out that 2¢ is
equivalent to Zx|[h]]. This new algebroid allows us to construct the dualizing
complex wy associated to a DQ-algebroid 7. This complex is the dual over
D of alx, similarly to the case of Ox-modules. Note that the dualizing
complex for DQ-algebras has already been considered in a more particular
situation by [20, 21].

We also adapt to algebroids a results of [40] which allows us to replace a
coherent o/x-module by a complex of “almost free” modules, such an object
being a locally finite sum @®;c;(L;)v,, the L;’s being free o/x-modules of finite
rank defined on a neighborhood of U;. We give a similar result for algebraic
manifolds.

Chapter Consider three complex manifolds X; endowed with DQ-
algebroids o7y, (i = 1,2,3). Let J# € Dgoh(ﬂfxixxgﬂ) (1 = 1,2) be two
coherent kernels and define their convolution by setting

L
1 0 Hy = Rpuy ((%E%)@wxﬂ){a(&(g)-

Here p14 denotes the projection of the product X7 x X§ x X5 x X¢ to X x X§.

We prove in Theorem B.2.T] that, under a natural properness hypothesis,
the convolution J#; o #; belongs to DP | (o, Xg) and in Theorem that
the convolution of kernels commutes with duality.

For further applications, it is also interesting to consider the localized
algebroid «7¢¢ = CM°¢ @, oy, where C'°¢ = C((h)). An &¢“-module
A is good if for any relatively compact open subset U of X, there exists a
coherent 7;-module which generates .#|y. Then we prove that there is a
natural map of the Grothendieck groups Kgq(#/3¢) — Keon(gr,#%7) and that
this map is compatible to the composition of kernels.

Note that these theorems extend classical results of Cartan, Serre and
Grauert on finiteness and duality for coherent &-modules on complex mani-
folds to DQ-algebroids.

For papers related to DQ-algebras and DQ-algebroids on complex Poisson
manifolds, and particularly to their classification, we refer to [5] 6] 8, 13, 50,

51, (611, 64].
Chapter @ We introduce the Hochschild homology HH(</x) of the
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algebroid @y

L
HH(dx) = Cx®,, _ Cx, an object of DP(Ch),

and, using the dualizing complex, we construct a natural convolution mor-
phism

L
o Rp1s)(p1s HH(x, xxg ) @pas HH(Axyxxs)) — HH(x,xxs)-

To an object .# of DP, («/x), we naturally associate its Hochschild class
hhy (), an element of Hg, ., (X;HH(e/x)). The main result of this
chapter is Theorem [£.3. 5l which asserts that taking the Hochschild class com-

mutes with the convolution:

(001) hhxlxxg<,%/1 o ,%/2) = thlxXg(fz/l) )(()2 thQXXg(’%)'

In Chapter [B], we consider the case where the deformation is trivial. In
this case, there is no need of the parameter 7 and we are in the well-known
field of complex analytic geometry. Although the results of this chapter are
considered as well-known (see in particular [33]), at least from the specialists,
we have decided to include this chapter. Indeed, to our opinion, there is no
satisfactory proof in the literature of the fact that the Hochschild class of
coherent &'x-modules is functorial with respect to convolution. We recall in
particular the formula, in which the Todd class appears, which makes the link
between Hochschild class and Chern classes. This formula was conjecturally
stated by the first named author around 1991 and has only been proved
very recently by Ramadoss [53] in the algebraic setting and by Grivaux [30]
in the general case. For other papers closely related to this chapter, see

[14, 05} 133, 48, 58]

In Chapter [6] we study Hochschild homology and Hochschild classes
in the case where the Poisson structure associated to the deformation is
symplectic. We prove then that the dualizing complex wy is isomorphic to
%x shifted by dx, the complex dimension of X, and we construct canonical

morphisms
(0.0.2) RIX2Ch [dx] — HH (o x) — B /2Cl [dx]

whose composition is the canonical inclusion. The morphisms in (.0.2) in-
duce an isomorphism

(0.0.3) Cho% [dx] ~ HH(are).
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The first morphism in (LO.2)) gives an intrinsic construction of the canonical
class in H~% (X; HH(o/x)) studied and used by several authors (see [12] 1],
25]). The isomorphism (0.0.3]) allows us to associate an Euler class eux (.#) €
HX(X;C°) to any coherent «/x-module . supported by a closed set A.

Then we show how our results apply to Z-modules. We recover in par-
ticular the Riemann-Roch theorem for Z-modules of [47] as well as the func-
toriality of the Euler class of Z-modules of [57].

Finally, in Chapter [T, we study holonomic .&7;‘-modules on complex
symplectic manifolds. We prove that if .2 and .# are two holonomic .&7/3¢-
modules, then the complex R Zom Ao (A, L) is perverse (hence, in partic-

ular, C-constructible) over the field C1°¢.
If the intersection of the supports of the holonomic modules . and .#
is compact, formula ([(L0J]) gives in particular

X(RHom%lgc(///,f)) = / (eux(A) - eux(ZL)).

X

The Euler class of a holonomic module may be interpreted as a Lagrangian
cycle, which makes its calculation quite easy.

If the modules .Z and .# are simple along smooth Lagrangian submani-
folds, then one can estimate the microsupport of this complex. This partic-
ular case had been already treated in [42] in the analytic framework, that is,
using analytic deformations (in the sense of [54]), not formal deformations,
and the proof given here is much simpler.

We also prove (Theorem [[.5.2)) that if .7, is family of holonomic modules
indexed by a holomorphic parameter a, then, under suitable geometrical hy-
potheses, the complex of global sections RHom oloc (A, £,), which belongs to

D? (C™°¢)  does not depend on a. This is a kind of invariance by Hamiltonian
symplectomorphism of this complex.

We have developed the theory in the framework of complex analytic mani-
folds. However, all along the manuscript, we explain how the results extend
(and sometimes simplify) in the algebraic setting, that is on quasi-compact
and separated smooth varieties over C.

The main results of this paper, with the exception of Chapter 7, have been
announced in [43], 44].

Acknowledgments We would like to thank Andrea D’Agnolo, Pietro Pole-
sello, Stéphane Guillermou, Jean-Pierre Schneiders and Boris Tsygan for
useful comments and remarks.
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Chapter 1

Modules over formal
deformations

1.1 Preliminary

Some notations

Throughout this paper, K denotes a commutative unital ring.

We shall mainly follow the notations of [4I]. In particular, if € is a
category, we denote by €°P the opposite category. If € is an additive cat-
egory, we denote by C(%) the category of complexes of ¥ and by C*(%)
(* = +, —, b) the full subcategory consisting of complexes bounded from be-
low (resp. bounded from above, resp. bounded). If % is an abelian category,
we denote by D(%) the derived category of ¢ and by D*(¥) (x = +,—,b)
the full triangulated subcategory consisting of objects with bounded from
below (resp. bounded from above, resp. bounded) cohomology. We denote
as usual by 72", 75" ete. the truncation functors in D(%).

If Ais aring (or a sheaf of rings on a topological space X), an A-module
means a left A-module. We denote by A°" the opposite ring of A. Hence
an A°°-module is nothing but a right A-module. We denote by Mod(A)
the category of A-modules. We set for short D(A) := D(Mod(A)) and we
write similarly D*(A) instead of D*(Mod(A)). We denote by D®, (A) the full
triangulated subcategory of DP(A) consisting of objects with coherent coho-
mology. If K is Noetherian, one denotes simply by D?(K) the full subcategory
of DP(K) consisting of objects with finitely generated cohomology.

We denote by D’y the duality functor for Kyx-modules:
(1.1.1) D (+):=RAomy (+,Kx).

11
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and we simply denote by (+)* the duality functor on DP(K):
(1.1.2) (¢)* = RHomg(+,K).

If K is Noetherian and with finite global dimension, (+)* sends (D}(K))° to
D}(K).
We denote by {pt} the set with a single element.

Finiteness conditions

Let X be a topological space and let &7 be a Ky-algebra (i.e., a sheaf of
K-algebras) on X. Let us recall a few classical definitions.

e An o/-module .Z is locally finitely generated if there locally exists an
exact sequence

(1.1.3) L — M —0

such that %} is locally free of finite rank over .o7.

e An &/-module . is locally of finite presentation if there locally exists
an exact sequence

(1.1.4) L =Ly — M — 0

such that .2 and % are locally free of finite rank over «7/. This is
equivalent to saying that there locally exists an exact sequence

(1.1.5) 0= SN =M —0

where .4 is locally free of finite rank and % is locally finitely gener-
ated. This is also equivalent to saying that there locally exists an exact
sequence

(1.1.6) H =N =M —0

where ./ is locally of finite presentation and % is locally finitely gen-
erated.

e An &/-module .Z is pseudo-coherent if for any locally defined mor-
phism w: A — # with 4 of finite presentation, Kerw is locally
finitely generated. This is also equivalent to saying that any locally
defined .o7-submodule of .Z is locally of finite presentation as soon as
it is locally finitely generated.
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e An o/-module .# is coherent if it is locally finitely generated and
pseudo-coherent. A ring is a coherent ring if it is so as a module
over itself. One denotes by Mod,.,(27) the full additive subcategory of
Mod(/) consisting of coherent modules. Note that Mode,(&7) is a full
abelian subcategory of Mod(./), stable by extension, and the natural
functor Modon(#7) — Mod (/) is exact (see [41, Exe. 8.23]).

e An o/-module .# is Noetherian (see [37, Def. A.7]) if it is coherent,
M, is a Noetherian of,-module for any x € X, and for any open subset
U C X, any filtrant family of coherent submodules of .Z |y is locally
stationary. (This means that given a family {.#;};c; of coherent sub-
modules of .Z |y indexed by a filtrant ordered set I, with .#; C .#; for
i < j, there locally exists iy € I such that .#;, = .#; for any j > iy.)
A ring is a Noetherian ring if it is so as a left module over itself.

Mittag-Leffler condition and pro-objects

We refer to [55] for the notions of ind-object and pro-object as well as to
[41] for an exposition. To an abelian category %, one associates the abelian
category Pro(%) of its pro-objects. Then % is a full abelian subcategory of
Pro(%) stable by kernel, cokernel and extension, the natural functor ¢ —
Pro(%) is exact, and the functor “lim” Fct(I°°,4) — Pro(¥) is exact
for any small filtrant category I. In the sequel, we identify ¥ with a full
subcategory of Pro(%). If ¢ admits small projective limits, we denote by 7
the left exact functor

7w: Pro(¢) — ¢, “Im” X = lim X;.
If € has enough injectives, then 7 admits a right derived functor (loc. cit.):
Rr: D*(Pro(¢)) — D*(¥).

Definition 1.1.1. We say that an object M € Pro(%’) satisfies the Mittag-
Leffler condition if, for any N € ¢ and any morphism M — N in Pro(%),
Im(M — N) is representable by an object of €.

By the definition, any quotient of an object which satisfies the Mittag-
Leffler condition also satisfies the Mittag-LefHler condition.

Lemma 1.1.2. Let {M, }nez., be a projective system in an abelian category
¢, and set M = “Im"M, € Pro(%). Then the following conditions are
equivalent: n

(i) M satisfies the Mittag-Leffler condition,
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(ii) {Mn}nez., satisfies the Mittag-Leffler condition (that is, for anyp > 1,
the sequence {Im(M,, — M,)}n>p is stationary),

(iii) there exists a projective system {M, }nez., in € such that the mor-
phism M) ., — M), is an epimorphism for any n > 1 and we have an
isomorphism M ~ “Jim” M; in Pro(%).

n

Proof. (i) = (ii). For any p > 1, Im(M — M,) ~ “lim” Im(M,, — M,) is
nzp

representable by an object of €. Hence, the sequence {Im(M,, — M,)},>p

is stationary.

(i) = (ili). Set M| = Im(M, — M,) for k > n. Then the morphisms

M, — M, induce a morphism f: “lim” M, — “lim” M,,. On the other hand,

for each n, M — M, decomposes as M — M/ —DM,, since taking k > n
such that M/ = Im(M; — M,), we have a morphism M — M, — M.
These morphisms induce a morphism g: “@” M, =M — “@” M. Tt is

easy to see that f and g are inverse to each other

(iii) = (i). For any N € ¥ and any morphism f: M — N in Pro(%), there
exists p such that f decomposes into M — M, — N. Then Im(M — N) ~
“Gim” Im(M;, — N) = Im(M] — N). Q.E.D.

nzp
Note that the following lemma is well known.

Lemma 1.1.3. Let {M,},>1 be a projective system of Z-modules. Then
Riﬂ(“'gl” M,) ~ 0 fori # 0,1. If {M,},>1 satisfies the Mittag-Leffler

condition, then H* (Rﬂ' “l‘&l” Mn) ~ 0.

Here and in the sequel, we make the following convention.

Convention 1.1.4. When we have a left exact functor ¢ = ¢” of abelian
categories and X € D(%), the notation R'F(X) stands for H'(RF(X)). For
example, R‘7RI'(U; .#) means H' (RrRI(U; 4)).

Lemma 1.1.5. Let Z be an algebra over a topological space X, and let
{AM,}n>0 be a projective system of Z-modules. Set M = “lim” M, €

Pro(Mod(Z)). Let U be an open subset of X and let i € Z. Then we
have an exact sequence

0 — R%(“lgﬁ’ H™NU; A4,)) — H'(U;Rr.ll) — @H"(U; M) =0
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Proof. We have RT'(U; R/ ) ~ RrRI(U; .#) and we also have H(U; ) ~
“lgﬁ’ H(U; #,). Consider the distinguished triangle

Rrr<'RIU; . #) — RaRT(U; M) — Rar>RIU; 4) — .
It gives rise to the exact sequence

0 — R'ar~'"RI(U; 4) — R'7RI(U; M) — Rixr="RI(U; A )
— R nr<RI(U; .4 ).

Since Rfm “l'ﬁl” M, = 0 for k # 0,1 and any projective system {M,},, we

obtain R 7r<'RT(U; 4 ) = 0.
Consider the distinguished triangle

T<IRI(U: M) — 7<RU(U; M) — H-NU; M) |1 — i) = .
Using the isomorphism H*"YU; . #) ~ “lim” H=Y(U; #,) and applying the
functor Rm, we get the distinguished triar?gle

Rar<""'RI(U; . #) — Rar<"RI(U; .4 )
= Rer(“fim” H (U3 40,)[1 = i]) — .

We obtain Rirr<'RI(U; #) ~ R'zw “lim” H=YU; #,). Finally, we have

Rirr=RI(U; M) ~ @Hi(U; My). Q.E.D.
As a corollary of this lemma, we obtain the following lemma, a slight

modified version of [31], Préliminaires, Prop. (13.3.1)].

Lemma 1.1.6. Let X be a topological space, {.Z,, }nez-, a projective system

of abelian sheaves on X and F = lgnﬁn Assume the following conditions:

(a) for any x € X and any integer i, we have

li%m Rlﬂ' “l‘gl” HZ(U, yn) ~ O,

zeU

where U ranges over an open neighborhood system of x,

(b) for any x € X and i > 0, hﬂ(l&n H'(U; #,)) =0, where U ranges over
zeU n
an open neighborhood system of x,
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Then for any i, the morphism

hi: H(X; F) — @Hi(X;ﬁn)
is surjective. If moreover {H"1(X;.%,)}, satisfies the Mittag-Leffler condi-
tion, then h; is an isomorphism.

Proof. Set A = “@” F,. By the preceding lemma, we have an exact

sequence
0 — Rln(“lim” H'~N(U; #,)) — H'(U;Rndl) — lim H'(U; 7,) — 0.
For any x, taking the inductive limit with respect to U in an open neighbor-

hood system of z, we obtain (R'm.#), = 0 for i # 0. Hence we conclude
Rr.# ~ .%. Then the exact sequence above reads as

0— Rlﬂ(“@” H™NX;%,)) — H(X; F) — @H@'(X; F) — 0.

Hence we have the desired result. Q.E.D.

1.2 Formal deformations of a sheaf of rings

Now we consider the following situation: X is a topological space, .27 is a
K-algebra on X and & is a section of o/ contained in the center of o/. We
set

oy = [haf
Let .# be an «/-module. We set
(1.2.1) M= Nim A

and call it the A-completion of .Z. We say that

e ./ has no h-torsion if h: .# — . is injective,

e ./ is h-separated if .# — M s a monomorphism, i.e., (| A".# =0,
n>0

e ./ is h-complete if .# — M is an isomorphism.

Lemma 1.2.1. Let .# € Mod(«/) and assume that .# has no h-torsion.
Then
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(i) M has no h-torsion,
(il) /Wl = MW,
(iii) M M7, e, M is h-complete.

Proof. (i) Consider the exact sequence

0 — MW" M s Rt — M — 0.

Applying the left exact functor lgn we get the exact sequence

0— M s W — H )M,

which gives the result.
(ii) Consider the commutative diagram with exact rows:

ol

00—t > MM — 0

.

0— g7 f— MW" M.

iii) Apply the functor lim to the isomorphism in (ii).
2m

17

Q.E.D.

In this paper, with the exception of § [[L3] we assume the following con-

ditions:

(i) <7 has no h-torsion,
(1.2.2) (ii) <7 is h-complete,

(ili) % is a left Noetherian ring,

and

(iv) there exists a base B of open subsets of X such that

(1.2.3) for any U € B and any coherent (#%|y)-module %, we

have H"(U;.%) = 0 for any n > 0.

\

It follows from (L22) that, for an open set U and a, € &/ (U) (n > 0),

> o My is a well-defined element of o7 (U).
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By (L22) ([), he, is contained in the Jacobson radical of <7, for any
x € X. Indeed, for any a € haZ,, 1 — a is invertible in 7, since a is defined
on an open neighborhood U of x, and 1 — a is invertible on U.

Hence Nakayama’s lemma implies the following lemma that we frequently
use.

Lemma 1.2.2. Let .# be a locally finitely generated <7 -module.
(i) If A satisfies M = h A, then # = 0.

(i) Let f: A — A be a morphism of o/ -modules. If the composition
N = M — M |hAM is an epimorphism, then f is an epimorphism.

For n € Zsg, set o, = o/ /A" /. Note that there is an equivalence
of categories between the category Mod(<,) and the full subcategory of
Mod (&) consisting of modules .# satisfying "' .4 ~ 0.

Lemma 1.2.3. Let n € Z>y.

(i) An ,-module A 1is locally finitely generated as an <,-module if and
only if it is so as an </ -module.

(ii) An o,-module N is locally of finite presentation as an <,-module if
and only if it is so as an <7 -module.

(iii) An @,-module A is coherent as an <,-module if and only if it is so
as an </ -module.

(iv) o, is a left Noetherian ring.

Proof. Note that since we have @, ~ ./ &/ k"1, a7, is an .&/-module locally
of finite presentation.

(i) is obvious.

(ii)-(a) Let .# be an <7,-module locally of finite presentation and consider
an exact sequence of @7,-modules as in (LTEH). Then % is locally finitely
generated as an /-module, .4 is locally of finite presentation as an .of-
module and w is @7-linear. Hence, .# is locally of finite presentation as an
o/-module.

(ii)-(b) Conversely assume that .Z is an .7,-module which is locally of finite
presentation as an «/-module. Consider an exact sequence of o/-modules as
in (LT4). Applying the functor o7, ® , +, we find and exact sequence of .#7,-
modules as in (LI4]), which proves that .# is locally of finite presentation
as an «7,-module.
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(iii) follows from (i) and (ii) since a module is coherent if it is locally finitely
generated and any submodule locally finitely generated is locally of finite
presentation.

(iv) Let us prove that 47, is a coherent ring. Since 47 is a coherent ring by
the assumption, 7% is a coherent /-module. Using the exact sequences of
/-modules

o%ﬁn,li%%%%o,

we get by induction on n that 47, is a coherent /-module. Hence (iii) implies
that o7, is a coherent ring.

One proves similarly by induction on n that (47,), is a Noetherian ring
for all x € X and that any filtrant family of coherent .7,-submodules of a
coherent o7,-module is locally stationary. Q.E.D.

Lemma 1.2.4. Let U €8, and n > 0.
(i) For any coherent ,-module AN, we have H*(U; A) =0 for k # 0.

(ii) For any epimorphism AN — A" of coherent <, -modules, N (U) —
N'(U) is surjective,

(i) A (U) — #,(U) is surjective.
Proof. (i) is proved by induction on n, using the exact sequence

(1.2.4) 0— N — N = N /hV — 0.

(ii) follows immediately from (i) and the fact that <7, is a coherent ring.

(i) By (ii), Zp41(U) — ,(U) is surjective for any n > 0. Hence, the
morphism lim 7, (U) — «,(U) is surjective. Since the functor Jim  com-

mutes with the functor I'(U; ), &/ (U) == @dm(U) and the result follows.
" QED.

Properties of &

Recall that o satisfies (L2.2)) and (L2.3).

Theorem 1.2.5. (i) </ is a left Noetherian ring.

(ii) Let A be a locally finitely generated </ -module. Then . is coherent
if and only if in 4 |W" A is a coherent @/y-module for any n > 0.
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(i) Any coherent o -module A is h-complete, i.e., H ~ a

(iv) Conversely, an of -module A is coherent if and only if it is h-complete
and W™ | is a coherent fy-module for any n > 0.

(v) For any coherent o -module A and any U € B, we have H(U; . #) = 0
for any 7 > 0.

The proof of Theorem [[.2.5] decomposes into several lemmas.

Lemma 1.2.6. Let .Z be a locally free o -module of finite rank and let A
be an of -submodule of . Assume that

(a) (N 4+ hZL)/hL is a coherent ofy-module,
(b) &/ NHA"YL C AN + RTL for anyn > 1.
Then we have
(i) A is a locally finitely generated </ -module,
(il) A/ NA"L = K" N for anyn >0,
(iii) V(A +h"ZL)=N.

n>0

Proof. First, let us show that
(1.2.5) N NhZ ChNV +R"ZL  for any n > 0.

Indeed, (LZH) is trivial for n < 1. Let us argue by induction, and let n > 2,
assuming the assertion for n—1. We have /' Nh.¥ C A N(hANV +h"1L) =
AN + (N NHELYL) C hHAV + (BN + B"Z) by the assumption (b). This
proves (L2.3).

Set

Then .4 C 4 and
(1.2.6) NN ChA.

Indeed we have A NhEL C (N + W L)NRL C N NhL + &L C
AN + "L = (A + h"Z) for any n.
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Set
N = (N +hL) DL = (N +hL)/hL.

By the hypothesis (a), .4 is @-coherent. Hence we may assume that there
exist finitely many sections s; of .4 such that A = > @5, where 5; is the
image of s; in Z/h.ZL.

By hypothesis (a) and Lemma [L24 (ii), we have for any U € B, A (U) =
> @ (U)s;. Since o/ (U) — o (U) is surjective by Lemma [L24] (iii), we
have JﬁU) C Y. dU)s; +hZL(U). Since N N = hA, we have

N(WU) Y (U)s; + hA (V).

For v € A4 (U), we shall define a sequence {v,},>o in A (U) and sequences
{tin}n>0 in & (U), inductively on n: set vy = v, and write

Up = E A nSi + hvn—l—l-
%

Hence we have A"v, = Y. h"a; ,s; + B v, 11 and we obtain

v =1y = Z(Z h"a;n)s;.

i n>0

Thus we have 4 = > @s;. Hence A = A which proves (i) and (iii).
Since A N hZ = hA by ([[L2G]), we obtain (ii) for n = 1. For n > 1 we
have by induction 4/ NA".Y C ANV NH"YL = WA N L) Ch-h" L.
Q.E.D.

Lemma 1.2.7. Let £ be a locally free o/ -module of finite rank, and let N
be an < -submodule of £. Assume that (N + K" L) /"L is a coherent
/ -module for any n > 0. Then we have

(i) A is a locally finitely generated <f -module,
(ii) ﬂnZO(‘/V + h"g) =N,
(iii) locally, h".L N A C h(A" 1L N A) for n>> 0,

(iv) A /RN is a coherent o -module for any n > 0.
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Proof. We embed .Z into the 7 [h~!]-module K[h, A~ Sy L = Uper 12
Note that A" induces an isomorphism

R (ZLNh" N +hZL)/hE == (N NR"L + h”“(,?)/h”“i”.
Since
(AN NR"ZL + h"“f)/h"“f ~ ((JV + h”“i”)/h”“f) ﬂ(h"f/h"“f)

is o/ -coherent, {(Z N A" N + hL)/hZL},>0 is an increasing sequence of
coherent o%-submodules of .Z/h.Z. Hence it is locally stationary: locally
there exists ng > 0 such that ZNh" A +hL = L NN + hZ for any

n > ng. Set
(1.2.7) Ny =L NN
Then (A + hZ)/hZ is a coherent of-module and
MORL TR (W™ AN NL) C R (M+hEL) Chtp+ L
for any n > 0. Hence by Lemma

e /4 is locally finitely generated over .7,

o N(Mo+h2L) = A,

n>0

o M NA'YL = h" A for any n > 0.

(i) Since A NA".ZL = k™A by (L21), the module A" /RNy >~ A /(A N
WoL) o~ (N + L)L is o -coherent. Since ™ .44 is locally finitely
generated over 7, A is also locally finitely generated over 7.

(ii) We have

(AN +RL) C (AN + L))z (N + L)

n>ng

N A 1L () g (N + L)
N 4 Npsne (AL NN + RL)
N+ Ny (R NG + B L)

N RN =N

n N N N
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(iii) For n > ng, we have
L0 C (LN A )NRNL
C R™(ANRTYL)
C hn()hn—no% — thi/O
C AN NhATLL).

(iv) Since .4 has no h-torsion, we have the exact sequence

0= NN L VN — N RV = 0.

Hence, it is enough to show that .4#"/h.4" is coherent. By (i), the images of
A and At in L /WL are coherent. Since A N AL C hA for some n,
by (ii), we have the exact sequence

hV R N o N 50
ANV N AN NhL RN ’
which implies that .4 /h.#" is coherent. Q.E.D.

Corollary 1.2.8. Assume that # is a locally finitely generated <7 -module.
If AW A is a coherent of -module for all n > 0, then # is an </ -module

locally of finite presentation and ("4 = 0.
n>0

Proof. We may assume that .# = £ /A for a locally free o/-module .Z of
finite rank and .4 C Z. From the exact sequence

0= (N +HWL)WNYE = L/WVEL — MW H — 0,

we deduce that (A + h".L)/h".Z is coherent for any n. Hence .4 is locally
finitely generated by Lemma [[L27 which implies that .Z is locally of finite
presentation. Since () (A + h".Z) = A by Lemma [[L27,

n>0
(et ~ ((\(A + L)) )N
n>0 n>0
vanishes. Q.E.D.
Proposition 1.2.9. & is coherent.
Proof. Let .# be a locally finitely generated .o/-submodule of . Since
(S + ") et ~ F)( I N ) C o [ e

the o/-module .#/h".7 is coherent by Lemma [[27 (iv). Hence Corol-
lary implies that .# is locally of finite presentation. Q.E.D.
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Lemma 1.2.10. Any filtrant family of coherent of -submodules of <7 is locally
stationary.

Proof. Let {%;}icr be a family of coherent 7-submodules of &7 indexed by
a filtrant ordered set I, with ., C .#; for any ¢ < j. Then {(h "%, N o +
het)Jhel }icr, k>0 1s increasing with respect to k and ¢ € I. Hence locally
there exist ig and ko such that h*.%, N .o + ha/ = h™* 7, N .o + ha! for
any 7 > ig and k > ko. Then, for ¢ > iy, the ideal Z;:= 2/ N h~0 7, satisfies

Iinh"o ChR™M(h ™R s nag) (b AN + het) Ch Z+ R o

for any m > 0. Hence Lemma implies that ¢, N ha?/ = h_g;. Since
we have ¢, C _#, + ha/, we have 7, C f;  +( FiNhet) C _Fiy+h_ 7.
Then Nakayama’s lemma implies #; = _#;,, or equivalently, h™".%, N &/ =
h ko 7, N for i > ig. Thus {% N k*e/}; is locally stationary. Since
{7,](F; N gof)}; is a filtrant family of coherent submodules of @7, 1, it is
also locally stationary and it follows that {.#}; is locally stationary. Q.E.D.

Lemma 1.2.11. For any v € X, <7, is a coherent ring.

Proof. Any morphism f: /%" — of, extends to a morphism f A
/|y for some open neighborhood U of z. Since 4" := Ker f is coherent,
N, ~ Ker f is a finitely generated .oZ,-module. Q.E.D.

Lemma 1.2.12. For any v € X and a finitely generated left ideal I of <,
INh o, = h(I NA"<,) for n>> 0.

Proof. Let us take a coherent ideal .# of &7 defined on a neighborhood of x
such that I = .. Then Lemmal[[27limplies that #Nh" "o/ = h(INh")
for n > 0. Q.E.D.

Lemma 1.2.13. For any z € X, o7, is a Noetherian ring.

Proof. Set A = <7,. Let us show that an increasing sequence {I,,},, of finitely
generated left ideals of A is stationary. Since {(h™"I, N A+ hA)/hA}, 4 is
increasing with respect n, k, there exist ny and kg such that A=*I, NA+hA =
h*ol,, N A+ hA for n > ng and k > ky. For any n > ng there exists k > ko
such that A=*I, N hA = h(h7*I, N A) by Lemma Hence we have
hrL,NACh™ LN (R L, NA+hA) C i, NA+ (hFL, NRA) C
hkol,, N A+ h(h %I, N A). Since h™*I, N A is finitely generated by Lemma
211, Nakayama’s lemma implies that A=, N A = h=*1,, N A. Hence
A=k [,NA = h~* [, NA for any n > ng. Therefore I,NA A = h*o(h= [, NA)
is stationary. Since {I,,/(I, N A*A)}, is stationary, {I,}, is stationary.
Q.E.D.
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Thus, we have proved that 7 is a Noetherian ring.

Lemma 1.2.14. Let {4, },>0 be a projective system of coherent </ -modules.
Assume that i 4, = 0 and the induced morphism My 1/ M, —
My, is an isomorphism for any n > 0. Then M# = l&n,///n s a coherent

o -module and M | "X M — M, is an isomorphism for any n > 0.

Proof. Since the question is local, we may assume that X € B and there
exist a free K-module V' of finite rank and a morphism V' — .#,(X) which
induces an epimorphism ¥ := of Qg V—».#,y. Since M, 1(X) — #,(X)
is surjective and V is projective, we have a projective system of morphisms

{V = ,(X)}n:

e (X) — ly (X)L (X) (),

which induces a projective system of morphisms {.¥ — #,},. Hence we
may assume that there exists a morphism . — .# such that the composition
£ — M — My is an epimorphism. Since & — M, /h M, == M, is an
epimorphism, . — .#,, is an epimorphism by Lemma [[.2.2]

Set %, = ZL/hi"TLZ, and let .4, be the kernel of %, — .#,. Set

N = I&n% Then we have a commutative diagram with exact rows:

n

0 N Z M

S !

0 N 2, M, 0.

In the commutative diagram

0 N1 Lyyn——— M1 —0
0 N, %, My, 0
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the rows and the columns are exact. Hence the left vertical arrow A7, —
Ny, is an epimorphism. Therefore, A;,,1(U) — A, (U) is surjective for any
UeB, and A(U) = lm A, (U) — A, (U) is surjective. Hence A" — A,

is an epimorphism for any n > 0, and {4, (U)},, satisfies the Mittag-Leffler
condition.
Thus in the following commutative diagram

0—— N (U) 2(U) (U
- |- |-

00— @%(U) - ILHXMU) - ILH///MU) —0,

0

the bottom row is exact. Hence 0 — A4 — ¥ — # — 0 is exact.
Since A4~ — 4}, is an epimorphism, we have .# /h""'.# ~ Coker(N —
%,) ~ Coker(A;, — £,) ~ M,. Since A is locally finitely generated and
M [N is coherent for any n > 0, .4 is coherent by Corollary and
Proposition [L2.9 Q.E.D.

Proposition 1.2.15. Let .# be a coherent o/ -module. Then we have the
following properties.

(i) A is h-complete, i.e., M = //Z
(i) for any U € B, H*(U; #) =0 for any k > 0.

Proof. (i) Since the kernel of #Z — M s () h".# , the morphism .# — v
n>0

is a monomorphism by Corollary [

__Let us show that .Z — A is an ep1morph1sm By the preceding lemma,
M s a coherent /- module, and ./ / htl ~ M /h#. Hence Nakayama’s
lemma implies that .#Z — M is an epimorphism.

(ii) For any U € B, the map U(U; 4 /W tt) — U(U; M |0 M) is surjec-
tive, and H*(U; .4 /h".#) = 0 for any k > 0. Hence Lemma implies
(ii). Q.E.D.

Corollary 1.2.16. Let .# be an </ -module. If .# satisfies the following
conditions (i) and (ii), then 4 is a coherent </ -module.

(i) A is h-complete,

(ii) A" |0 A is a coherent <fy-module for all n > 0.
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Proof. Set M, = M /" 4. Then it is a coherent .«/-module by (ii), and
lim .7, is a coherent &/-module by Lemma [.2.14] Q.E.D.

This completes the proof of Theorem [L.2.5

Lemma 1.2.17. Let .# be a coherent of -module without h-torsion. If
M0 is a locally free ofy-module of rank r € Zsqo, then A is a locally
free of -module of rank r.

Proof. We may assume that there exists a morphism of .@7-modules f: .Z :=
SO — M such that £ /hl — M |t is an isomorphism. Then, Nakayama’s
lemma implies that f is an epimorphism. Let .4 be the kernel of f. Since
# has no h-torsion, we have an exact sequence 0 — A" /htV — L /hL —
M |htl — 0. Hence A /h.tV" = 0 and Nakayama’s lemma implies .4~ = 0.
Q.E.D.

The following proposition gives a criterion for the coherence of the pro-
jective limit of coherent modules, generalizing Lemma [[.2.T14]

Proposition 1.2.18. Let {4, },>1 be a projective system of coherent < -
modules. Assume

(a) the pro-object “lim” Ny By, is representable by a coherent <fy-module,

(b) the pro-object “lim” Ker(A;, LN Ny) is representable by a coherent -

module.
Then

(i) A = Wm A7, is a coherent o -module,
(i) A/ 2 Um” A [REA for any k>0,
(iii) Ker(A” 5 A7) 2 “lim” Ker(A, 5 A7),

(iv) Assume moreover that for each n > 1 there exists k > 0 such that
k4, = 0. Then the projective system { N}, satisfies the Mittag-
Leffler condition.
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Proof. For any k > 0, set

5”19 — “l‘gl” %/hk—i—l%

Then . is representable by a coherent .&Z-module by hypothesis (a). We
shall show that .7} is representable by a coherent .o/-module for all £ > 0 by
induction on k. Consider the exact sequences

(1.2.8) 0 — Bty /B A — N BTN, — A iy — 0,
(1.2.9) Ker(A, 25 ) — A /BE N, s Bt JRETY 4, — 0.

Assume that ., is representable by a coherent @/-module. Applying
the functor “I'Ln” to the exact sequence ([L29), we deduce that the object

“I'&n” hoA;, /R*FE A, is representable by a coherent ./-module. Then apply-
ing the functor “I'&n” to the exact sequence ([L2.8)), we deduce that .7 is

representable by ancoherent o7/-module.
Since A;, ~ l‘glt/l/n/hkﬂ% by Theorem (i), we have
k

N~ @%/hk“% ~ lim ..
k.n k

Since .Sy 1 /RS ~ S, Lemma [L2ZI4 implies (i), (ii). The property
(iil) is obvious.
Let us prove (iv). By the assumption, .4;, ~ “Hm” A7, /h* ;. Hence
k

cc@>7 % ~ 44@77 %/hk% ~ “T&n” yk
n k.n k

Since {7 }1. satisfies the Mittag-Leffler condition, {4/, },, satisfies the Mittag-
Leffler condition by Lemma [[L.T.2 Q.E.D.

Remark 1.2.19. In Proposition [L2ZIR (iv), the condition A*.4;, = 0 (k > 0)
is necessary as seen by considering the projective system .4, = h"<7, (n € N).

1.3 A variant of the preceding results

Here, we consider rings which satisfy hypotheses (L22)), but in which (23]
is replaced with another hypothesis. Indeed, as we shall see, the ring Zx|[[A]]
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of differential operators on a complex manifold X has nice properties, al-
though Zx does not satisfy (L23). The study of modules over Zx[[A]] is
performed in [I7].

We assume that X is a Hausdorff locally compact space. By a basis B
of compact subsets of X, we mean a family of compact subsets such that for
any x € X and any open neighborhood U of z, there exists K € B such that
reInt(K)CU.

We consider a K-algebra o/ on X and a section A of & contained in the
center of &7, Set @ = o/ /he/. We assume the conditions (LZ2]) and

(

(iv’) there exist a base B of compact subsets of X and a
prestack U — Modgq(2%|v) (U open in X) such that

(a) for any K € B and an open subset U such that K C
U, there exists K’ € B such that K C Int(K') C
K cU,

(b) U — Modg(a%|y) is a full subprestack of U
MOdcoh(%|U)a

(c) for an open subset U and 4 € Modcon(%%|v), if A |v
belongs to Modgq (%) for any relatively compact
open subset V of U, then .# belongs to Modgq(2%|v/),

(d) for any open subset U of X, Modaq(o%|) is stable by
subobjects, quotients and extension in Modon (%% |1),

(1.3.1)

(e) for any K € B, any open set U containing K,
any # € Modg(2|y) and any j > 0, one has
HI(K; ) = 0,

(f) for any .# € Modcon(%%|rr), there exists an open cov-
ering U = |J, U; such that .# |y, € Modga(|v,),

(8) < € Modga(0).

\

Note that Lemmas and still hold.

The prestack U +— Modgq(%%|y) being given, a coherent module which
belongs to Modgq (%) will be called a good module. Note that in view of
hypothesis (iv’) (), hypothesis (iv’) (g) could be deleted since all the results
of this subsection will be of local nature. However, we keep it for simplicity.

Example 1.3.1. Let X be a complex manifold, &'y the structure sheaf and
let Zx denote the C-algebra of differential operators. One checks easily that,



30 CHAPTER 1. MODULES OVER FORMAL DEFORMATIONS

taking for 98 the set of Stein compact subsets and for 7, the C-algebra Zy,
the prestack of good Zx-modules in the sense of [37] satisfies the hypotheses

(L3.0.

Definition 1.3.2. A coherent .o/-module .# is good if both the kernel and
the cokernel of h: A — ./ are good #/-modules. One denotes by Modq(27)
the category of good .o7-modules.

Note that an %-module is good if and only if it is good as an .&7-module.
This allows us to state:

Definition 1.3.3. An 7,-module .Z is good if it is good as an «/-module.

Lemma 1.3.4. The category Modgq(27) is a subcategory of Modeon (7) stable
by subobjects, quotients and extension.

Proof. First note that A" /"' # is a good @-module for any .# €
Modgq(27) and any integer n > 0. Indeed, it is a quotient of .#Z /h.# .

For an o/-module .4, set A}, ;= Ker(h: A — A).

We shall show that any coherent .&7-submodule .4 of a good .@7-module
A is a good /-module. It is obvious that .44 is a good .@%-module, because
it is a coherent submodule of .#,. We shall show that A4 /(h A+ A4 NREL A )
is a good /-module for any k£ > 0. We argue by induction on k. For k = 0,
it is a good @-module since it is a coherent submodule of .# /h.# . For
k > 0, we have an exact sequence

0 AN + N NR A N

(13.2) TN+ N AWM RN + N ORI
3, "

_>hJ/+J/mhk//l_>

0.

Since (A NI ) /(AN NREFLA ) is a coherent submodule of h*.# /W* 1 4
it is a good -module. Since (AN + A N (hNV + N NRELA) is
a quotient of (A NA*A) /(N N RLA), the left term in (L32) is a good
y-module. Hence the induction proceeds and we conclude that A4 /(ht" +
N NRL ) is a good @-module.
On any compact set, we have A4 N A7 C ht for k > 0. Hence,
(AN BN )|y is a good (2|y)-module for any relatively compact subset V.
Hence .4 belongs to Modgq(27) by (iv’) (@).

Consider an exact sequence 0 — #' — # — #" — 0 of coherent
o/-modules. It gives rise to an exact sequence of coherent .o7;-modules

0— M — My — M — MW" — MM — A" bt — 0.
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If A is a good «7-module, then so is .#’. Hence the exact sequence above
implies that .#) and .#"/h.#" are good <f-modules. This shows that
Modgq(27) is stable by quotients.

Finally, let us show that Modgq(<?) is stable by extension. If .7/, .4
M |hA and A" |h A" are good f-modules, then so are ), and A |hH
by the exact sequence above. Q.E.D.

Lemma 1.3.5. Let K €83, and n > 0.
(i) For any good <,-module A, we have H(K; A") =0 for j # 0.

(ii) For any epimorphism AN — N of good <, -modules, N (K) — N"'(K)
1S surjective.

(i) o (K) — ,(K) is surjective.

Proof. (i) is proved by induction on n, using the exact sequence (L24]).

(ii) follows immediately from (i) and the fact that the kernel of a morphism
of good modules is good.

(i) By (ii), 1 (K) — #,(K) is surjective for any n > 0. Hence
@(Wm(K)) — o, (K) is surjective.

For s € o,(K), there exist K’ € B and s’ € .o7,(K’) such that K C
Int(K’) and §'|x = s. Then ¢’ is in the image of @(%m(K')) — d,(K").

Hence s is in the image of &/(K) — ,(K), because I'&n(,;zfm(K/)) —
p(K') — o, (K) decomposes into

1@(%(1{’)) — @(Wm(lnt(K'))) ~ o (Int(K')) = o (K) — ,(K).

Q.E.D.

The proof of the following theorem is almost the same as the proof of
Theorem [[.2.5] and we do not repeat it.

Theorem 1.3.6. Assume (L22) and (L3J]).
(i) o is a left Noetherian ring.

(ii) Let A be a locally finitely generated </ -module. Then . is coherent
if and only if in 4 |W" A is a coherent @/y-module for any n > 0.

—

(iii) For any coherent of -module M , M is h-complete, i.e., M == M .
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(iv) Conversely, an of -module A is coherent if and only if A is h-complete
and R A | "V is a coherent ofy-module for any n > 0.

(v) For any good < -module A and any K € B, we have H) (K; . #) = 0
for any 7 > 0.

1.4 h-graduation and h-localization

In this section, &7 is a sheaf of algebras satisfying hypotheses (L2.2) and

either (L23) or (L3]).

Graded modules

Let Z be a Z[h]-algebra on a topological space X. We assume that & has
no h-torsion. We set

Ry = R | Rh.

Definition 1.4.1. We denote by gr,: D(Z) — D(Z,) the left derived func-
tor of the right exact functor Mod(#) — Mod(%,) given by A +— A |h M .
For # € D(Z%) we call gr,(.#) the graded module associated to ..

We have

L L

Lemma 1.4.2. Let # € D(Z) and let a € Z. Then we have an exact
sequence of Xy-modules

0= %y, H* (M) — H(gr,(A)) — 901“‘?(9?0, H" Y A)) = 0.

Although this kind of results is well-known, we give a proof for the reader’s
convenience.

Proof. The exact sequence 0 — % S/ SN Hy — 0 gives rise to the
distinguished triangle

ML — v ()
It induces a long exact sequence

HY(M) - H (M) — H(gr, (M) — H ) - H ().
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The result then follows from
Ry @, H(M) ~ Coker(H'(M) - H* (M),
Tor? (Re, H (M) ~ Ker(H"' () L5 H ().
Q.E.D.
Proposition 1.4.3. (i) Let S € D(%°) and s € D(Z). Then

(14.1) g1 (A5, 5) 2 g1, (S ) 8 ().
(i) Let 4 € D(#) (i =1,2). Then
(14.2)  gr(RAom ,( A, H3)) ~ RAom , (1,(H1)., gr,(H2)).
Proof. (i) We have
G (G, He) = G, Ao, T = i en, ()
D R ()
(I ) ()
~ gy (R)E e (H5).
(i) The proof is similar. Q.E.D.

Proposition 1.4.4. Let f: X — Y be a morphism of topological spaces. Let
A € D(Zx[h)) and AN € D(Zy[h]). Then

grﬁRf*‘/// = Rf*grhﬂa
gupf A [

Proof. This follows immediately from the fact that for a complex of Zx[h]-

modules .#, gr;,(.#) is represented by the mapping cone of .# Ly A and
similarly for Zy [A]-modules. Q.E.D.

Recall that 7 is a sheaf of algebras satisfying hypotheses (L22) and
either (L2.3)) or (IL3J)). The functor gr;, induces a functor (we keep the same
notation):

(1.4.3) gty Deon(9) = Déon().

The following proposition is an immediate consequence of Lemma [[.4.2]
and Nakayama’s lemma.
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Proposition 1.4.5. Let .# € DY, (/) and let a € Z. The conditions below
are equivalent:

(i) H*(gry(A)) =0,
(il) HY(A) ~ 0 and H*"* (A has no h-torsion.

Corollary 1.4.6. The functor gr;, in (LA3) is conservative (i.e., a morphism
m Dgoh(szf) 15 an isomorphism as soon as its image by gr, is an isomorphism

n Dth(%) )

Proof. Consider a morphism ¢: .# — .4 in D2, (&) and assume that it
induces an isomorphism gr,(¢): gr,(#) — gry(A) in D2, (). Let A —
N =% ibea distinguished triangle. Then gr,.Z ~ 0, and hence all
the cohomologies of .Z vanishes by the proposition above, which means that

& ~0. Q.E.D.

Homological dimension

In the sequel, for a left Noetherian K-algebra %, we shall say that a coherent
Z-module & is locally projective if, for any open subset U C X, the functor

Ftom (P, +): Modeon(Z|) — Mod(Ky)

is exact. This is equivalent to one of the following conditions: (i) for each
x € X, the stalk &, is projective as an Z,-module, (ii) for each x € X, the
stalk &7, is flat as an Z,-module, (iii) & is locally a direct summand of a
free Z-module of finite rank.

Lemma 1.4.7. A coherent of -module & is locally projective if and only if
& has no h-torsion and gr, & is a locally projective <fy-module.

Proof. We set for short A := .7, and Ay := (2%),. Note that Ay ~ gr, A.
Let P be a finitely generated A-module.

(i) Assume that P is projective. Then P is a direct summand of a free A-
module. It follows that P has no hA-torsion and gr;, P is also a direct summand
of a free Ag-module.

(ii) Assume that P has no h-torsion and gr, P is projective. Consider an exact
sequence 0 — N % L — P — 0 in which L is free of finite rank. Applying
the functor gr, we find the exact sequence 0 — gr, N 2, gryL — gr,P — 0
and gr, P being projective, there exists a map v: gr,L — gr,/N such that
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vogryu = idg, v. Let us choose a map v: L — N such that gr,(v) = 7. Since
gry(v o u) = idg, v, we may write

vou=1idy —hep

where p: N — N is an A-linear map. The map idy —hyp is invertible and
we denote by 1 its inverse. Then 1 o v o u = idy, which proves that P is a
direct summand of a free A-module. Q.E.D.

Theorem 1.4.8. Let d € N. Assume that any coherent </y-module locally
admits a resolution of length < d by free </y-modules of finite rank. Then

(a) for any coherent locally projective of -module &2, there locally exists a
free o -module of finite rank F such that & & F is free of finite rank,

(b) any coherent <7 -module locally admits a resolution of length < d+ 1 by
free o/ -modules of finite rank.

Proof. (a) It is well-known (see e.g., [50, Lem. B.2.2]) that the result in (a)
is true when replacing & with <. Now, let & be as in the statement.
Then gr, & is projective and coherent. Therefore, there exists a locally free
o/-module .# such that gr, % @ gr,.# is free of finite rank over 4. This
implies that & @ .% is free of finite rank over &/ by Lemma [[2.17

(b)-(i) Let # € Mod o (<) and let us first assume that .# has no h-torsion.
Since 7 is coherent, there exists locally an exact sequence

0= > ZLy1— =L — M —0,

the o7-modules .%; (0 < ¢ < d — 1) being free of finite rank. Applying the
functor gr,, we find an exact sequence of @-modules and it follows that
gr, () is projective and finitely generated. Therefore J# is projective and
finitely generated. Let .# be as in the statement (a). Replacing .# and %
with # & .7 and Z;_1 & .F respectively, the result follows in this case.

(b)-(ii) In general, any coherent «/-module .# locally admits a resolution
0= AN =L — # — 0, where .Z is a free &/-module of finite rank. Since
A has no h-torsion, .4 admits a free resolution with length d, and the result
follows. Q.E.D.

Corollary 1.4.9. We make the hypotheses of Theorem[1].8 Let 4" be a
complex of </ -modules concentrated in degrees [a,b] and assume that H' ()
is coherent for all i. Then, in a neighborhood of each x € X, there exists a
quasi-isomorphism £° — # " where £° is a complex of free o -modules
of finite rank concentrated in degrees [a —d — 1,b].

Proof. The proof uses [41], Lem. 13.2.1] (or rather the dual statement). Since
we do not use this result here, details are left to the reader. Q.E.D.
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Localization

For a Zx [h]-algebra % with no h-torsion, we set

(1.4.4) Ay A = %

and we call Z'°¢ the h-localization of Z. For an Z-module ., we also set
%loc ::%100 ®ﬁ M~ Zx[h, hfl] ®me .

1

Lemma 1.4.10. The algebra «7'°¢ is Noetherian.

Proof. Let T be an indeterminate. One knows by [37, Th. A.30] that o7 [T
is Noetherian. Since @'°¢ ~ o/ [T|/</|T)(Th — 1), the result follows. Q.E.D.

1.5 Cohomologically complete modules

In order to give a criterion for the coherency of the cohomologies of a complex

of modules over an algebra o7 satistying (L.2.2) and either (L2.3]) or (L3.1]).
we introduce the notion of cohomologically complete complexes.

In this section, Z is a Z[h|-algebra satisfying
(1.5.1) Z has no h-torsion.

Recall that .2 := Z[h, h™'] &y, A for an Z-module ..
Lemma 1.5.1. For 4, #' € D°(%'°), we have

RAtom joc (M, M) = RCom (M, M").
L
Proof. We have %1°C®%% ~ /. Hence,

RAtom ppoc (M, M) =~ Rj‘fom%loc(%bc(}%%,///,////)
Rotom ,( M, #").

12

Q.E.D.
The next result is obvious.

Lemma 1.5.2. The triangulated category D(Z'°°) is equivalent to the full
subcategory of D(Z) consisting of objects M satisfying one of the following
equivalent conditions:
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(i) gry(A4) =0,

(ii) h: H( M) — H(A) is an isomorphism for any integer i,

L

(iii) A — B, M is an isomorphism,

(iv) R#om (R, M) — A is an isomorphism,
(v) Ro#tom (%)%, M) ~ 0.

Lemma 1.5.3. Let K be a Z[h]-module with projective dimension < 1. Then
for any A € D(X), any open subset U and any integer i, we have an exact
sequence

0 — Extlz[ﬁ] (K, HNU; M) — H'(U; RAom 5 (K, M)
— Hom (K, H'(U; A)) — 0.

Proof. We have a distinguished triangle
RHom (K, 7<'RI(U;.#)) — RHom (K, RU(U; 4 ))
— RHom,, (K, 7' R0(U; . 4)) —— .

Since HkRHomZ[h](K, N) = 0 for any k£ # 0,1 and any Z[h]-module N,
we have H"HRHomZW (K,7<'RT'(U;#)) ~ 0. Hence we have an exact
sequence

0 — H'RHom (K, 7~'RT(U; .#)) — H'RHom ,, (K, RO (U; A))
— H'RHom (K, 7='RU(U; 4)) — 0.

Then the result follows from
H'RHom (K, 7<RE(U; ) = Extlm (K,H N U; .A))
and H'RHom (K, 7>'RT(U; A)) ~ Hom, (K, H'(U; 4)). Q.E.D.
Recall that we set

(1.5.2) M=V MW

Lemma 1.5.4. Let # € Mod(Z) and assume that .# has no h-torsion.

(i) Hom (B )R, M) M) ~ Ext (B R, M) =~ M.
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—

(ii) Ker(M — M) = Hom ,(R", M). In particular, A is h-separated if
and only if Hom (%, M) ~ 0.

(iii) Coker(.# — /Z[) ~ gxt%(ﬁloc, AM). In particular, A is h-complete if
and only if gxt;(ﬁloc,%) ~0 for j=0,1.

Proof. We have
Hom (B )R, M| M) ~ T&neﬁfom%(h—"@/gg’%lov%)
s Tgle%”om%(h*”%/%, W | )

~ lim . /B~ M

Since R om (%" /R, #"¢) ~ 0 by Lemma [[5.2, applying the functor
Rotom ,(#| R, +) to 0 — M — M — M/ H — 0, we obtain an
isomorphism om (%" | R, M| M) = gxt%(ﬂloc/%,%). Hence we
obtain (i).

By the long exact sequence associated with 0 — Z — #'°¢ — Z'°° | % —
0, we obtain

Hom (B | R, M) — Hom ,(R°, M) — Hom ,(R, M)
— Ext’ (R R, M) — Ext’ (B, M) — 0,

which reduces to
0 — Hom (B, M) — M — M — Ext’ (B, M) — 0.
Hence we obtain (ii) and (iii). Q.E.D.

Consider the right orthogonal category D(£'°)*" to the full subcategory
D(Z'°¢) of D(#). By definition, this is the full triangulated subcategory
consisting of objects .# € D(Z) satisfying Hom () (AN, M) ~ 0 for any
N € D(%"°) (see [41l, Exe. 10.15]).

Definition 1.5.5. One says that an object .# of D(Z) is cohomologically
complete if it belongs to D(Z'°¢)~".

Proposition 1.5.6. (i) For .# € D(Z), the following conditions are equiv-
alent:

(a) A is cohomologically complete,



1.5. COHOMOLOGICALLY COMPLETE MODULES 39

(b) Rotom (%", M) ~ Rotom ;,, (Z[h, ht), . #) ~0,
(c) liglExthW (Z[n, W, H (U; M) =0 for any x € X, j = 0,1 and

Usz
any v € Z. Here, U ranges over an open neighborhood system of x.

(ii) Ro#om (%" | R, #) is cohomologically complete for any # € D(R).
(iii) For any A € D(Z), there exists a distinguished triangle
M= M= M
with A’ € D(£"°) and A" € D(F#")*L".

(iv) Conversely, if
M= M M

is a distinguished triangle with .#' € D(%"°) and A" € D(R"°)* ",
then M' ~ RAom (B, M) and M" ~ R om (%) R|—-1], #).

Proof. (i) (a)<(b) For any A4 € D(gfbc), one has
Hom (A, M) ~ Hom%(ﬁlocéﬁﬂjﬁ)
~ Hom , (A, R#om ,(#"°, H))

and it vanishes for all 4~ € D(£'°) if and only if R#om ,(%Z'"°°, #) ~ 0.
(i) (b)<(c) follows from Lemma [[L5.3

(i) Since %loc(}%%(%b‘?/%) ~ (), we have
Rotom (%', RAom ,(#" | R, M ))
~ RAom ,(BG (B | ), M) ~ 0,

and hence R#om (%" /%, # ) is cohomologically complete.
(iii) We have obviously R#om (%', . #) € D(%"°). Hence the distin-
guished triangle

R om (R, M) — RHom ,(R, M) — Rtom ,(R#|R|-1], ) SLEIN

gives the result.

(iv) Since R#om (%', . #") ~ 0, we have
M = RAom (B, M) = Rtom (%, M),
and hence .#" ~ R om ,(%#'"°° | #|-1], A ). Q.E.D.
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Note that .# — R#om ,(#"°, #) is a right adjoint functor of the
inclusion functor D(%'°°) — D(Z), and the quotient category D(Z)/ D(%'°)
is equivalent to D(Z%'¢)1".

Remark that .#Z € D(Z) is cohomologically complete if and only if its
image in D(Zx [h]) is cohomologically complete.

Corollary 1.5.7. Let A4 be an Z-module. Assume the following conditions:
(a) A has no h-torsion and is h-complete,

(b) for any x € X, denoting by %, the family of open neighborhoods of x,
we have “lin” HU; #) ~ 0 fori#0.

U ey

Then A is cohomologically complete.

Proof. For U open, we have the maps

(U ) “ i T (U )[BT (U ) > Yim T (U A [H" M) = T(U; M)

whose composition is the identity. Since b is a monomorphism, a is an iso-
morphism and therefore I'(U; .#) is h-complete. Consider the assertion

Ul% Extjz[h] (Z[h, k], H(U; ) ~ 0 for j =0, 1.
EUx

This assertion is true for i = 0 since I'(U; .#) is h-complete and is true for
i # 0 by hypothesis (b). The same vanishing assertion remains true after
replacing “lig” with hﬂ Applying Proposition [[L5.0 (i), we find that .# is

cohomologically complete. Q.E.D.

Proposition 1.5.8. Let .# € D(Z) be a cohomologically complete object
and a € Z. If H(gr,(A)) = 0 for any i < a, then H(.#) = 0 for any
1 < a.

Proof. The exact sequence H'=(gr,.#) — Hi(.#) - H(.#) — Hi(gr, &)
implies that H'(.#) Ly H(#) is an isomorphism for i < a. Hence
7 € D(%"°) and we have R#om ,(#'°, 7<) ~ 7<°.4#. By the
distinguished triangle,

RAom (B, 7<) — RAom (B, M) — RAom (%, 7> M) >,

we have 7.4 ~ Ro#¥om ,(%#"°, 7>°.#)[—1] and they belong to D<*(Z) N
D>+ (%) ~ 0. Q.E.D.
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Corollary 1.5.9. Let # € D(Z) be a cohomologically complete object. If
gry(A) ~0, then A4 ~ 0.

Proposition 1.5.10. Assume that .# € D(Z) is cohomologically com-
plete. Then Rstom (N, #) € D(Zx[h]) is cohomologically complete for
any N € D(Z).

Proof. 1t follows from
Rt om 4, (Z[n, k1), Rtom (N, )
~ RAom , (N, Rtom y, (Z[h, 7Y, ).
Q.E.D.

We can give an alternative definition of a cohomologically complete mod-
ule.

Lemma 1.5.11. Let # € D(Z). Then we have

(1) RW((“@W ,@h")éyﬁ) ~ Rﬁom%((%loc’%);

(i) Rer((“lhim” %/ BH)5, ) = RAom (5 | R[-1], ).

Proof. 1t is enough to show (i). Set L = “lim” (Zh"). Note that L is flat,

i.e., the functor L ®, « from Mod(Z) to Pro(Mod(Z)) is exact.
One has the isomorphisms

Hom (B, M) ~ Hom ,(im Zh", A )
~ l‘gltﬁ‘fom%(,@h_",//l)
~ lim Aom ,(Zh", RH) @, M
L
It remains to show that Rm(L®,,+) is the right derived functor of .#

T&l(%hn ®, ). Hence, it is enough to check that if .# is an injective

Z-module, then RW(LQL%?/// ) is in degree zero. Applying Lemma with
My = RN R, M, we find H(U; RW(Lé@%%)) ~ ( for ¢ > 0. Therefore,
R%(Léi@//) ~ (0 for i > 1. On the other hand, since {T'(U; .#,,)}, satisfies
the Mittag-Leffler condition, we get that R%T(Lé@///) ~ 0. Q.E.D.
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Hence, .# is cohomologically complete if and only if the morphism .# —
L
Rﬂ'(“l'&l” (%) %#Nh")®,,.4) is an isomorphism.

Proposition 1.5.12. Let f: X — Y be a continuous map, and # €
D(Zx[h]). If 4 is cohomologically complete, then so is R f. M .

Proof. 1t immediately follows from
RAom ;) (Zy R, W Rfedl) ~ RERA M, n(Zx[h, R, ).
Q.E.D.

1.6 Cohomologically complete .o7-modules

In this section, o is a K-algebra satisfying hypotheses (L22) and either
(CZ3) or (L31D.

Theorem 1.6.1. Let .# € D", (/). Then 4 is cohomologically complete.

coh

Proof. Since any coherent module is an extension of a module without h-
torsion by an A-torsion module, it is enough to treat each case.

Assume first that .# is an h-torsion coherent .o/-module. Since the ques-
tion is local, we may assume that there exists n such that h".# = 0. Then
the action of 7 on the cohomology groups of R#om (7', /) is nilpotent
and invertible, and hence the cohomology groups vanishes.

Now assume that .# is a coherent .&7-module without A-torsion. Then

Corollary [L5.7 shows that .# is cohomologically complete. Q.E.D.
Corollary 1.6.2. If .# € D}, (/) and N € D(), then R#om (N, M)

15 cohomologically complete.

Proof. 1t is an immediate consequence of Proposition [L5.10]and the theorem
above. Q.E.D.

In the course of the proof of Theorem [L6.4] below, we shall use the fol-
lowing elementary lemma that we state here without proof.

Lemma 1.6.3 (Cross Lemma). Let € be an abelian category and consider
an exact diagram in €

X

l

X —Y —2

l

Zy.
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Then the conditions below are equivalent:

(a) Im(Xy — Z7) = Im(Y — 74),

(b) Im(X; — Z3) == Im(Y — Zy),

(c) X1 @ Xy =Y is an epimorphism.
Theorem 1.6.4. Let # € D (/) and assume:

(a) A is cohomologically complete,

(b) grﬁ(%) COh(%)
Then, # € DY, (<), and we have the isomorphism
, L
HY(A) == im H' (4, .4 )
for alli € Z.

Proof. We shall assume ([L23]). The case of hypothesis (L3d]) could be
treated with slight modifications.

L , :

Recall that o7, := o /W't e and set M, = 4, M, N} = H (M,).
(1)  For each n € N, the distinguished triangle < /h".o/ Ly A | e —
o | hat 1 induces the distinguished triangle
(1.6.1) My L, — My s
This triangle gives rise to the long exact sequence
(1.6.2) MG M T AP — A
from which we deduce by induction on n that .47 is a coherent /-module
for any j and n > 0 by using the hypothesis (b).
(2)  Let us show that

(1.6.3) “L” Coker (A7 LN A7) and “L” Ker(A4,7 LN NJ) are

locally representable for all j Z
Consider the distinguished triangle:

ﬁn+1

(1.6.4) My s My — M, s
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It gives rise to the long exact sequence

j ot j i _%h j+1
(1.6.5) = A —>,/I§H_1—>(/1§L — A .
Now consider the exact diagram, deduced from (L6.2) and (LE.3):

(1.6.6)

J
n+1
, 5 ) ,
J J J
N7 N N

J
. Pn
wil\* l

1

J+1
NG

Here the commutativity of the triangle follows from the commutative diagram

g +1

lid lh J{h
pntl +1

My —— M1 Ay

Hence Im(¢/_,) € Im(¢?) € A, Therefore, the sequence {Im i}, of

coherent .o7-submodules of ,/I{)]'Jrl is increasing and thus locally stationary.
It follows from (LE.6) and Lemma [[LG.3 that

(1.6.7) the decreasing sequence {Im(.A47 — A7)}, is locally station-
7 ary for any j € Z.

Since Coker( A7 | L 43} = Im(A7 — A7) by ([6Z), we deduce that
“im” Coker(A;7 % A7) ~ “lim” Coker(A;7; % A7)

is locally representable.
Since Ker( A7, I 47) =~ 477/ Im( A7 — 4771 by ([63), we
get that “lim” Ker(A/7 LN NI “lim” Ker(A7 | LN A7) is locally repre-

sentable.
Therefore, we have proved (L6.3)). Then by Proposition [L2.18], l&nﬂ/nj

is a coherent &/-module and {47}, satisfies the Mittag-Leffler condition.
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(3) Hence it remains to prove that H’ (.#) = Jim A for any j. Set A’ =

(him” )84 € D* (Pro(Mod())) and AT = Hi(.4') ~ “fn” A €

Pro(Mod(<7)). Lemma [[Z5.1T implies that
M == R '

Since the .4/7’s are coherent .&7-modules, for any any U € B, H(U; A47) =0
(i > 0) and {A,7(U)}, satisfies the Mittag-Leffler condition. Hence in the
exact sequence

0= Rir(“Uw” H™Y(U; A7) = H'(U; ReA”) = I H'(U; A7) = 0,

the first and the last term vanish, and we obtain Rm.A47 = 0 for any 7 >
0. Let us show that H/(.#) =% l&lt/i/nj by induction on j. Assuming

Hi(H) == I&nﬂﬁ for j < ¢, let us show that H*(.#) = lim.#° By

the assumption, H'(#) == Rr(A") for any i < c¢. Hence 7= %
Rr(r<c.#'). Since M == Rr.#', we obtain 724 = Rr(r=°.#"). Hence
taking the c-th cohomology, we obtain H(.#) == Rt H(.A4") ~ Jm A7,

Q.E.D.

The next result will be useful.

Proposition 1.6.5. Assume that o/°P? /ha/°P is a Noetherian ring and the
flabby dimension of X is finite. If M4 € D"(a/) is cohomologically com-

L
plete, then for any A € DY, (a/°P), the object N ® .M of D™(Z[h]x) is

coh
cohomologically complete.

Proof. By the assumption on the flabby dimension, there exists a € Z such
that HiijomZ[h](Z[h, h~Y],.#) = 0 for any .Z € D="(Zx[h]) and any i > a.
For any n € Z we can locally find a finite complex L of free .&7°P-modules

of finite rank such that there exists a distinguished triangle L(}Léi M —
e/l/é?)%// — G where G € D~"(Zx/[h]). Since LQI%)%// is cohomologically
complete, HiR,%”omd(%loc,,/V(}LZ)LQ{,///) ~ H'R#om ,(/',G) =0 for i >
n + a. Hence A <}I§> - is cohomologically complete. Q.E.D.
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Flatness

Theorem 1.6.6. Assume that &/°P /ha?/°? is a Noetherian ring and the flabby
dimension of X s finite. Let .# be an of -module. Assume the following
conditions:

(a) A has no h-torsion,

(b) A is cohomologically complete,
(c) A |hA is a flat fy-module.
Then A is a flat o/ -module.

Proof. Let A4 be a coherent o7°P-module. It is enough to show that we have
L L
H' (AN ® M) = 0foranyi < 0. We know by Proposition[[.6.5that A'®_,.#
L L
is cohomologically complete. Since gr,(AN'® .4 ) ~ (g1, )@, (g1, 4 ) be-

L
longs to DZ(Zy), we have A'®@_,.# € D”°(Z[h]x) by Proposition [L5.8
Q.ED.

Corollary 1.6.7. In the situation of Theorem 6.8, assume moreover that
M |hAM is a faithfully flat ofy-module. Then A is a faithfully flat o7 -module.

Proof. Let .4 be a coherent .27°’-module such that 4 ®_, .# ~ 0. We have
to show that .#* ~ 0. By Theorem [LL6.6] we know that .# is flat, so that

L
N @, M~ ,/V®M///. Therefore

L
(g )@, (Ut ) = gry(N ®,, M) =0

and the hypothesis that .# /h.# is faithfully flat implies that gr,.#" ~ 0.
Since .4 is coherent, Corollary implies that .4~ ~ 0. Q.E.D.

Proposition 1.6.8. Assume (L22) and (L23). Let U be an open subset of
X satisfying:

(1.6.8) UNV e*B forany V € ‘B.
Then for any coherent <7 -module # , we have

(i) R"T'y(A) =0 for anyn # 0,

(i) I'y(o)®, M — Ty(A) is an isomorphism,
(ii) Ty (o) is a flat </ °P-module.
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Proof. (1) Since R"T'y () is the sheaf associated with the presheaf V'
HY(UNV; ), (i) follows from Theorem (v).

(i) The question being local, we may assume that we have an exact se-
quence 0 - A — £ — # — 0, where .Z is a free o/-module of finite
rank. Then, we have a commutative diagram with exact rows by (i):

(), N —Ty(¥)e, L —Tuy(A)®, M —0

| i l

0——=Ty(A) I'y(Z) Ly( M) ———0.

Since the middle vertical arrow is an isomorphism, I'y (%) ®,, A4 — L'y (A)
is an epimorphism. Applying this to A", I'y(«) ®, A — I'y(A) is an
epimorphism. Hence, I'y(#/) ® , # — I'y(#) is an isomorphism.

(ili) By (i) and (ii), # — I'y(«/)®,, 4 is an exact functor on the category
of coherent @/-modules. It follows that for all x € X, the functor .#Z +—
(Ty()).®,, M, is exact on the category Modeon (/). Therefore, (I'y (&),
is a flat @ZP-module. Q.E.D.

Remark 1.6.9. The results of this chapter can be generalized in the following
situation. Let &7 be a sheaf of rings on a topological space X and let .# be
a both-sided sheaf of ideals of &7. We assume that:
there exists locally a section s of .# such that & > a — as and & > a — sa
give isomorphisms &/ = .&.

Weset oy = o/ /I, o/ (—n) = 9" C o/ and &/ (n) = RAom (' (—n), )
for n > 0.

Then we have &7 (n) C &/(n+ 1), and & (n) @ ' (m) ~ o/ (n+ m).

We set @/°¢ = hﬂ%(n) and for an «/-module .#, we set .#(n) =

A (n) Qo M .

We say that .# is .#-torsion free if .#(—1) — .# is a monomorphism.
Of course, o7 is .#-torsion free. -

Finally, for an &/-module .# we set .4 := @Coker(///(—n) — M).

Instead of (L2.2), we assume

(i) o =5 o,
(1.6.9)
(ii) <% is a left Noetherian ring.

Under the assumptions (L6.9) and (L23]), all the results of this chapter hold
with suitable modifications.
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In particular, our theory can be applied when X = T*M is the cotangent
bundle to a complex manifold M and & = g@)\((()) is the ring of formal
microdifferential operators of order 0 (see Section for more details on the
ring of formal microdifferential operators).



Chapter 2

D(Q-algebroids

2.1 Algebroids

In this section, X denotes a topological space and recall that K is a com-
mutative unital ring. A K-linear category means a category % such that
Hom (X,Y) is endowed with a K-module structure for any X, Y € &,
and the composition map Hom(X,Y’) x Hom (Y, Z) = Hom (X, Z) is K-
bilinear for any X, Y, Z € €. One defines similarly the notion of a K-linear
stack.

The notion of an algebroid has been introduced in [45]. We refer to [I§] for
a more systematic study and to [41] for an introduction to stacks. Recall that
a K-algebroid .« on X is a K-linear stack locally non empty and such that
for any open subset U of X, any two objects of &7 (U) are locally isomorphic.

If A is a K-algebra (an algebra, not a sheaf of algebras), we denote by A
the K-linear category with one object and having A as the endomorphism
ring of this object.

Let o/ be a sheaf of K-algebras on X and consider the prestack U +—
/(U)t (U open in X). We denote by &/ the associated stack. Then
o/t is a K-algebroid and is called the K-algebroid associated with 7. The
category o/ T (X)) is equivalent to the full subcategory of Mod(.27°P) consisting
of objects locally isomorphic to .&7°P.

Conversely, if o7 is an algebroid on X and ¢ € &/ (X), then & is equiva-
lent to the algebroid &nd ., (o)*.

For an algebroid & and o, 7 € &/(U), the K-algebras &nd. (o) and
é&nd .z (1) are locally isomorphic. Hence, any definition of local nature con-
cerning sheaves of K-algebras, such as being coherent or Noetherian, extends
to K-algebroids.

Recall that for an algebroid <7, the algebroid 27 °P is defined by &7°P(U) =

49
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(7 (U))° (U open in X). Then, if o/ is a sheaf of K-algebras, (&/°P)" ~
(/)P

Convention 2.1.1. If & is a sheaf of algebras and if there is no risk of
confusion, we shall keep the same notation &7 to denote the associated alge-

broid.

Note that two algebras may not be isomorphic even if the associated
algebroids are equivalent.

Example 2.1.2. Let X be a complex manifold, .Z a line bundle on X and
denote as usual by Zx the ring of differential operators on X. The ring of
Z-twisted differential operators is given by

I =L, Ix2, L

In general the two algebras Zx and Z¥¢ are not isomorphic although the
associated algebroids are equivalent. The equivalence is obtained by using the
bi-invertible module Zx ®, & #1 (see Definition 2110 and Lemma 21T
below).

Let % = {U,}ier be an open covering of X. In the sequel we set U;; :=
Ui N Uj, Uijk = Uz N Uj N Uk, etc.
Consider the data of

511 a K-algebroid &/ on X,
(2.1.1) o; € &/ (U;) and isomorphisms ¢;;: 0;

Ui, — Oilus,-
To these data, we associate:

o o, = &Endy(0y),

o fiji:

v, =2 v, the K-algebra isomorphism a — ;; 0 a o ¢,

e a;;i, the invertible element of .2 (U, ;i) given by ¢;; 0 @i © (pi—ky
Then:
(2.1.2) fij o fir = Ad(aik) © fir, on Uy,
Qijkikl = fij(ajkl)a@'jl on Uijkl-

(Recall that Ad(a)(b) = aba™'.)

Conversely, let 7 be K-algebras on U; (i € I), let fi;: i|u,, = v,
(i,7 € I) be K-algebra isomorphisms, and let a;;, (4,7, k € I) be invertible
sections of o7 (U, ;i) satistfying (Z1.2). One calls

(2.1.3) ({ < Yier, { fij Yijers {aiji tijrer)
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a gluing datum for K-algebroids on %. The following result, which easily
follows from [27, Lem 3.8.1], is stated (in a different form) in [36] and goes
back to [28§].

Proposition 2.1.3. Assume that X is paracompact. Consider a gluing da-
tum 213 on % . Then there exist an algebroid o/ on X and {o;, pi;}ijer
as in ZII) to which this gluing datum is associated. Moreover, the data
(&, 04, ¢i;) are unique up to an equivalence of stacks, this equivalence being
unique up to a unique isomorphism.

We will give another construction in Proposition .T.13] which may be
applied to non paracompact spaces such as algebraic varieties.

For an algebroid 47, one defines the K-linear abelian category Mod(«7),
whose objects are called @7-modules, by setting

(2.1.4) Mod () := Fety (o7, Mod(Ky ).

Here Moo(Ky) is the K-linear stack of sheaves of K-modules on X and,
for two K-linear stacks o) and o5, Fctg (7, %) is the category of K-linear
functors of stacks from @7 to o%. If o7 is the algebroid associated with a
K-algebra A on X, then Mod(«/) is equivalent to Mod(A). The category
Mod(<7) is a Grothendieck category and we denote by D(/) its derived cat-
egory and by DP(.) its bounded derived category.

For a K-algebroid o7, the K-linear prestack U +— Mod(&/|y) is a stack
and we denote it by o0 ().

In the sequel, we shall write for short “o € &7 instead of “o € &7 (U) for
some open set U”.

Definition 2.1.4. An o/-module .Z is invertible if it is locally isomorphic to
o/, namely for any o € &7, the &nd (0)-module £ (o) is locally isomorphic
to &nd (o).

This terminology is motivated by the fact that for an invertible module
Z, if we set B = (6ndy(L))?, then Hom (L, o) ®, L ~ HB and
LRy Hom (L, )~ .

We denote by Inv(«?) the full subcategory of Mod(%?) consisting of
invertible @-modules and by Jnv(</) the corresponding full substack of
Moo (o). Then we have equivalences of K-linear stacks &/ =% JInv(/P) =5
Jno(ef)°P.

Recall that for two K-linear categories ¥ and %", one defines their tensor
product € &, € by setting Ob(€ ®, €¢’) = Ob(%’) x Ob(%”) and

Hom,, ,((M,M'),(N,N")) = Hom (M, N) ®, Hom,, (M’ N')
K
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for M, N € ¢ and N, N' € €¢'. Then € ®, ¢ is a K-linear category.

For a pair of K-algebroids ./ and /', the K-algebroid & @y 2/’ is the
K-linear stack associated with the prestack U — &7 (U) &, «'(U) (U open
in X). We have

Mod(& &, /") ~ Fetg (o, Mod(")).
For a K-algebroid .7, Mod(.%/ &, 27°P) has a canonical object given by
A R AP 3 (0,0") = Hom (o', 0) € Mod(Ky).

We denote this object by the same letter o7. If o7 is associated with a K-
algebra A, this object corresponds to A, regarded as an (A &, A°)-module.
For K-algebroids <7 (i = 1,2,3), we have the tensor product functor

(2.1.5) * ®, * Mod(# @y ") x Mod(y @y ")
s Mod(A @y A7),

and the J#om functor

(2.1.6) Hom , (+, +): Mod(h @y ") x Mod(#) @ o3")
s Mod (s @y 7).

In particular, we have

R, : Mod(&/°?) x Mod(«/) — Mod(Ky),
stom ,(+,+) : Mod(#)® x Mod(&/) — Mod(Kx),
dtom (e, ) Mod(7)°P —  Mod(&/°P).

Since Mod () is a Grothendieck category, any left exact functor from Mod(.%7)
to an abelian category admits a right derived functor.

Now consider the tensor product in (ZI.5]). It admits a left derived func-
tor as soon as 273 is K-flat. Indeed, any .# € Mod (4% ® (.2%)°P) is a quotient
of an .a7-flat module since there is an exact sequence

b z-.uz-o,
s€Hom (&, |v)

where U ranges over the family of open subsets of X and £ € (@4 ®
(5)°P)°P(U). (Recall that for a K-algebroid 7, &/°P(U) is equivalent to
Jno(&/)(U).) Note that .Z is h-flat since (o73)°P is K-flat.

The following lemma is obvious.
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Lemma 2.1.5. Let o/ and o/’ be K-algebroids. To give a functor of alge-
broids p: o' — o is equivalent to giving an (&' @ o/ °P)-module £ which is
locally isomorphic to <7 (i.e. for o € o/ and o' € &', L (0" @ o) is locally
isomorphic to &End (o) as an End . (0)°P-module).

The &' ® o7°P-module £ corresponding to ¢ is the module induced from
the &/ ® o/°P-module & by ¢ @ FP: &' @ AP — o R o/ °P.
The forgetful functor

Mod(«) — Mod (&)

is isomorphic to A — L ® , M .

Let f: X — Y be a continuous map and let & be a K-algebroid on Y.
We denote by f~ 1. the K-linear stack associated with the prestack & given
by:

S(U) ={(o,V); V is an open subset of Y such that f(U) C V
and o € &/(V)} for any open subset U of X,
Homg(U)((a, V), (0", V")) =T(U; [ Hom ,(0,0")).

Then f~la/ is a K-algebroid. We have functors

fer fr: Mod(f o) — Mod (),
f7': Mod(&7) — Mod(f'<).

For two topological spaces X; and X,, let p;: X7 x Xo — X, be the
projection. Let % be a K-algebroid on X; (i = 1,2). We define a K-
algebroid on X; x Xj, called the external tensor product of @7 and <%, by
setting:

o R sty :=py ity @ py ' .
We have a canonical bi-functor

« X «: Mod(e7)) x Mod(.e2) — Mod(e X ).

Bi-invertible modules

The following notion of bi-invertible modules will appear all along these Notes
since it describes equivalences of algebroids.
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Definition 2.1.6. Let A and A’ be two sheaves of K-algebras. An A @ A’-
module L is called bi-invertible if there exists locally a section w of L such
that ASa— (a®1l)w e Land A’ 3 d — (1 ®d)w € L give isomorphisms
of A-modules and A’-modules, respectively.

Lemma 2.1.7. Let L be a bi-invertible A® A’-module and let u be a section
of L. If A > aw (a® 1)u € L is an isomorphism of A-modules, then
A sd — (1®d)ue L is also an isomorphism of A’-modules.

Proof. Let w be as above. There exist a € A and b € A such that u = (a®1)w
and w = (b ® 1)u. Then we have u = (ab® 1)u and hence ab = 1. Similarly
w = (ba ® 1)w implies ba = 1. Hence we have a commutative diagram

o L
\Zl a®l
L

and we obtain the desired result. Q.E.D.

Remark 2.1.8. Let A and B be two K-algebras and let L be an (A ® B°P)-
module. Even if L is isomorphic to A as an A-module and isomorphic to B°P
as a B°?-module, L is not necessarily bi-invertible, as shown by the following
example.

Let I be an infinite set and take o € I. Set I* = I\ {o}. Then there
exists a bijection v: I — I. Set

X ={a € Homg(I,1);a(o0) = o},
Y = {be€ Homg(I,1);b(0) =0 and b(I*) C I"}.

Set Z = X. Then X and Y are semi-groups and X acts on Z from the left
and Y acts on Z from the right. Let v € Z be the unique element extending
v. Then id; € Z gives an isomorphism X =% Z (X > a +— a € Z) and
v" € Z induces an isomorphism Y =% Z (Y 3 b v'ob € Z). Let A = K[X]
and B = K[Y] be the semigroup algebras corresponding to X and Y. Set
L =K[Z]. Then L is an (A ® B°?)-module and L is isomorphic to A as an
A-module and isomorphic to B°? as an B°°-module. Let u be the element of
L corresponding to id;. Then u gives an isomorphism A 3 a — (a®1)u € L.
Since the image of B? 3 b — (1®b)u € Lis K[Y] # L, L is not bi-invertible
in view of Lemma 217

However the following partial result holds.
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Lemma 2.1.9. Let A and A’ be K-algebras and let L be an A @ A’-module.
Assume that L is isomorphic to A as an A-module and isomorphic to A’ as
an A’-module. If we assume moreover that A, is a left noetherian ring for
any x € X, then L is bi-invertible.

Proof. Assume that A>a+— (a®1l)ue€ Land A’ 5d — (1®d)v € L are
isomorphisms for some w,v € L. Set v = (a ® 1)u and u = (1 ® a’)v. There
exists a” € A such that (1®a')u = (a” ® 1)u. Then we have u = (1®a')v =
(Ied)(a®1)u=(a®1)(1®d)u = (aa” ® 1)u. Hence we obtain aa” = 1.
Therefore the A-linear endomorphism f: A 3 z — zd” is an epimorphism
(f(za) = z). Since A, is a left noetherian ring, f is an isomorphism. Hence,
a”, as well as a, is an invertible element. Then the following commutative

diagram implies the desired result:

> L
\Zl a®1

L.

Q.E.D.

Definition 2.1.10. For two K-algebroids </ and «/’, we say that an (& ®
&/")-module .Z is bi-invertible if for any o € & and ¢’ € &', L(c ® ') is a
bi-invertible &nd, (o) ® &nd o, (0")-module.

Lemma 2.1.11. To give an equivalence /' == of is equivalent to giv-
ing a bi-invertible (&7’ @ </°P)-module. More precisely, the forgetful func-
tor Mod(e/) — Mod(/") is given by M — L ®, M for a bi-invertible
(o' @ o/°P)-module £ .

Let .# € Mod(</). We shall denote by &ndg(.#) the stack associated
with the prestack & whose objects are those of &/ and Homg(o,0') =
Homy (M (o), #(0")) for o, 0’ € A/(U). Then Endg (A ) is a K-algebroid
and there exists a natural functor of K-algebroids &/ — &ndg(.#). Note
that .# may be regarded as an &ndg (4 )-module.

In particular, &ndk (/) is a K-algebroid, there is a functor of K-algebroids
o QAP — Endg (), and o/ may be regarded as an &ndg (<7 )-module.

Lemma 2.1.12. Let &/ and </’ be K-algebroids and let .# € Mod(«/),
A" € Mod(er"). Assume that A and A’ are locally isomorphic as K-
modules, that is, for any o € o/ and o' € o', M (o) and A'(c") are locally
isomorphic as Kx-modules. Then Endg(A) and Endy(A') are equivalent
as K-algebroids.
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Proof. For 0 € o/ and 0’ € &', set L (0’ ® 0°P) = Homy (M (o), #'(d)).
Then .Z is an (Endg(A') @ Endx (A )°P)-module. By the assumption, £
is a bi-invertible (&ndg(.#") @ Endy (.4 )°?)-module. Hence we obtain the
desired result. Q.E.D.

Since Proposition 2.1.3] does not apply to algebraic varieties, we need an
alternative local description of algebroids.
Let % = {U;}icr be an open covering of X. Consider the data of

a K-algebroid &/ on X,
(2.1.7) {Oi c A(U)

To these data, we associate
o o :=&ndy(0;),

L . o . . op
o L= jfommwij (0jlv,,, 0ilu,,), (hence Z; is a bi-invertible <7 ® ;-

module on Uj;),

e the natural isomorphisms

(218) Qjj - .,g/ﬂij ®£{J D%k = Zk in MOd(% ®%op

Uijk)'
Then the diagram below in Mod (4 ® ™|y, ,,) commutes:

(2.1.9) L @ Lix ® Ly —L L @ L

l“]’kl \Laikl

Ly © Ly ——"— .

Conversely, let 7 be sheaves of K-algebras on U; (i € I), let .Z;; be a bi-
invertible 27 ®sz;°p—module on U;;, and let a;;;, be isomorphisms as in (2.1.8])
such that the diagram (ZI1.9) commutes. One calls

(2.1.10) ({ < Yier, {Zj}ijers {aiji tijrer)

an algebraic gluing datum for K-algebroids on % .

Proposition 2.1.13. Consider an algebraic gluing datum ZII0) on % .
Then there exist an algebroid o/ on X and {o;, vij}ijer as in (ZII) to
which this gluing datum is associated. Moreover, the data (<7, 0y, pi;) are
unique up to an equivalence of stacks, this equivalence being unique up to a
unique isomorphism.
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Sketch of proof. We define a category Mod(7x) as follows. An object .# €
Mod(<Zx) is defined as a family {4, ¢;;}ijer with #; € Mod(.e7) and the

¢i;’s are isomorphisms
Gij: L5 ®, My = M,
making the diagram below commutative:

L ®agjk®%kﬁ>»gij ® M

lazjk l%’j

Lo @ My, —""— M.

A morphism {4, qji}ijer — {4}, ¢} }ijer in Mod(#x) is a family of mor-
phisms w;: #; — #] satisfying the natural compatibility conditions. Re-
placing X with U open in X, we define a prestack U — Mod(<;) and
one easily checks that this prestack is a stack and moreover that Mod(.27,)
is equivalent to Mod (7). We denote it by 9tod(</). Then we define the
algebroid o7x as the substack of (Mod(e7))°P consisting of objects locally
isomorphic to 7 on U;. Q.E.D.

Invertible algebroids

In this subsection, (X, %) denotes a topological space endowed with a sheaf
of commutative K-algebras. Recall (see [41, Chap.19 § 5]) that an %-linear
stack G is a K-linear stack & together with a morphism of K-algebras # —
&nd(idg). Here, &nd(idg) is the sheaf of endomorphisms of the identity
functor idg from & to itself.

Definition 2.1.14. (i) An Z-algebroid & is a K-algebroid &2 on X en-
dowed with a morphism of K-algebras #Z — &nd(id»).

(ii) An Z-algebroid &2 on X is called an invertible #Z-algebroid if Zy —
&nd »(0) is an isomorphism for any open subset U of X and any o €

2(U).

We shall state some properties of invertible Z-algebroids. Since the proofs
are more or less obvious, we omit them.

For two Z-algebroids &2, and &5, the Z-algebroid & ®4 &, is defined
as the Z-linear stack associated with the prestack & given by

6(U) = 1@1((]) X g@g(U),
jfom@((‘ﬁafh)a (Ji,aé))) = %Omgzl(alaai) Qg %077192(02,0&).
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If 22, and &, are invertible, then so is | R4 HPs.
We have a functor of K-linear stacks &) ®g, P2 — F1 Qp Ps.
Note that

(2.1.11) If &2, and &, are two invertible Z-algebroids and F': &, —
o Py is a functor of Z-linear stacks, then F'is an equivalence.
For any invertible #Z-algebroid &, & ®4 F°P is equivalent

(2.1.12) to Z as an Z-algebroid.

The set of equivalence classes of invertible Z-algebroids has
a structure of an additive group by the operation ¢ ®g5
(2.1.13) defined above, and this group is isomorphic to H?(X;%>)

(see [7, [41]). Here 2* denotes the abelian sheaf of invertible
sections of Z.

For two invertible Z-algebroids &, and &,, there is a natural
functor

2.1.14
( ) * ®y o Mod(Z) x Mod(H,) = Mod(P, @4 P),

and its derived version.

Invertible O'x-algebroids

In this subsection, (X, ) denotes a complex manifold. As a particular case
of Definition 2 T.T4] taking K = C and # = O, we get the notions of an
O x-algebroid as well as that of an invertible &'x-algebroid.

Lemma 2.1.15. Any C-algebra endomorphism of Ox is equal to the identity.
Although this result is elementary and well-known, we give a proof.

Proof. Let ¢ be a C-algebra endomorphism of &x. For x € X, denote by
¢, the C-algebra endomorphism of Oy, induced by ¢ and by m, the unique
maximal ideal of the ring Ox,. Then ¢, sends m, to m,, ¢, induces an
C-algebra homomorphism w,: Ox,/m, — Ox,/m,. Since the composition
C = Oxy/my BN Ox /m,; == C is the identity, we obtain that w, is the
identity. Hence, for any f € Ox, o(f)(x) = f(x). Therefore p(f) = f.
Q.E.D.

Lemma 2.1.16. Let & be a C-algebroid on a complex manifold X . Assume
that, for any o € &P, &nd»(0) is locally isomorphic to Ox as a C-algebra.
Then & is uniquely endowed with a structure of Ox-algebroid, and & is
wnvertible.
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Proof. By Lemma 2110 for an open subset U and o € & (U), there exists
a unique C-algebra isomorphism Ox|y == &nd (o). It gives a structure of
O'x-algebroid on &?. The remaining statements are obvious. Q.E.D.

Let & be an invertible Ox-algebroid. For o, o/ € £(U), the two Ox-
module structures on J#om ,(o,0’) induced by &nd»(0) ~ Ox and by
&nd»(0') ~ Ox coincide, and H#om 4, (0, 0') is an invertible &'x-module.

Let f: X — Y be a morphism of complex manifolds. For an invertible
Oy-algebroid &y, we set

f* Py = Ox @14, 1Py,

where the tensor product ®g-14, is defined similarly as for K-algebroids.
Then f*Zy is an invertible @x-algebroid. We have functors

(2.1.15) f* : Mod(Py) — Mod(f*Py), Lf*:D"(Py) — D(f*Py),
and

fi, f« Mod(f*ZPy) — Mod(Zy),

(2116) Rfl, Rf* : Db<f*gzy) — Db(,@y)

Let f: X — Y be a morphism of complex manifolds, and let &y (resp.
Py ) be an invertible Ox-algebroid (resp. an invertible Oy-algebroid). If
f1Py — Py is a functor of C-linear stacks, then it defines a functor of
C-linear stacks f*Z#y — Zx and this last functor is an equivalence by the
preceding results.

Remark 2.1.17. Invertible &'x-algebroids are trivial in the algebraic case.
Indeed, for a smooth algebraic variety X, the group H?*(X; %) is zero. Here
the cohomology is calculated with respect to the Zariski topology. (With the
étale topology, it does not vanish in general.) This result and its proof below
have been communicated to us by Prof. Joseph Oesterlé, and we thank him
here.

Let K be the field of rational functions on X, K, the constant sheaf
with the abelian group K* as stalks, and denote by X; the set of closed
irreducible hypersurfaces of X. One has an exact sequence

0— 05— Kg — @Zs—m.
SeXy

Since Ky is constant, it is a flabby sheaf for the Zariski topology. On the
other hand the sheaf @y, Zs is also flabby. It follows that H?(X; 0%) is
zero for j > 1.
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2.2 DQ-algebras

From now on, X will be a complex manifold. We denote by dx: X «— X x X
the diagonal embedding and we set Ay = dx(X). We denote by Oy the
structure sheaf on X, by dx the complex dimension, by 2y the sheaf of
holomorphic forms of maximal degree and by ©x the sheaf of holomorphic
vector fields. As usual, we denote by Zx the sheaf of rings of (finite order)
differential operators on X and by F,,(Zx) the sheaf of differential operators
of order < n. Recall that a bi-differential operator P on X is a C-bilinear
morphism Ox X Ox — Ox which is obtained as the composition 5;(1 oP
where P is a differential operator on X x X defined on a neighborhood of
the diagonal and §~ is the restriction to the diagonal:

(2.2.1) P(f,9)(x) = (P(x1, 22, 00y, Oy ) (f (21)9(72)) |21 =2 =2

Hence the sheaf of bi-differential operators is isomorphic to Zx ®g», Zx,
where both Zx are regarded as O'x-modules by the left multiplications.

Star-products

Notation 2.2.1. We denote by C" the ring C[[A]] of formal power series in
an indeterminate h and by C™'°¢ the field C((h)) of Laurent series in i. Then
C™lo¢ is the fraction field of C".

We set

n>0
Let us recall a classical definition (see [II, 46]).

Definition 2.2.2. An associative multiplication law * on Ox[[A]] is a star-
product if it is C"-bilinear and satisfies

(2.2.2) fxg=3 P(f gl for f.g € Ox,
i>0

where the P;’s are bi-differential operators such that Py(f,g) = fg and
Pi(f,1) = P(1,f) = 0 for all f € Ox and i > 0. We call (Ox[[h]],*) a

star-algebra.

Note that 1 € Ox C Ox|[[h]] is a unit with respect to x. Note also that
we have

(3 fil') * (X gih') = Z( > Pk(fi,gj))h".

i>0 i>0 n>0 it+j+k=n
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Recall that a star-product defines a Poisson structure on (X, Ox) by setting
for f,g € Ox:

(22.3) {f.g}=Pi(f.9) — Pi(g.f) =h"'(f xg—g* f) mod hOx|[R]],

and that locally, (globally in the real case), any Poisson manifold (X, Ox)
may be endowed with a star-product to which the Poisson structure is asso-
ciated. This is a famous theorem of Kontsevich [46].

Proposition 2.2.3. Let x and ' be star-products and let p: (Ox|[[h]],*) —
(Ox|[[R]],*) be a morphism of C'-algebras. Then there exists a unique se-
quence of differential operators {R;}i>0 on X such that Ry =1 and ¢(f) =
Soiso Ri(f)R" for any f € Ox. In particular, ¢ is an isomorphism.

First, we need a lemma. In this lemma, we set F..(Zx) = Zx.

Lemma 2.2.4. Letl € Z>_1U{oo}, and p € End (Ox). If[¢,g] € Fi(Zx)
for all g € Ox, then ¢ € Fi11(Px).

Proof. We may assume that X is an open subset of C" and we denote by
(x1,...,x,) the coordinates. Set P; = [¢, z;]. Then

[P 5] = [, zi)s 23] = [, 5], 7] = [Py, ]

This implies the existence of P € Fi,1(Zx) such that [P, x;] = P; for all i.
Setting ¢ := ¢ — P, we have

[, x;] =0foralli=1,...,n.

Let us show that i) € Ox. Replacing ¢ with 0 := ¢ — (1), we get by
induction on the order of the polynomials that 0(Q) = 0 and [0, Q] = 0 for
all @ € Clxy,...,x,]. Let f € Ox. We shall prove that 6(f)(z) = 0 for all
x € X. It is enough to prove it for z = 0. Then, writing f = f(0) + >, z; fi,
we get

0(F) = O(F(O) + 3 0(wsfs) = 0(F(0) + > _(w:b(fi) + [0, wil ;)
= foz‘@(fi),

which vanishes at x = 0. Q.E.D.

Proof of Proposition[2.2.3. Let us write

(2.2.4) o(f) = _Heif), fe0bx.

i>0



62 CHAPTER 2. DQ-ALGEBROIDS

By Lemma 2118 ¢pg = 1. We shall prove by induction that the ;’s in
(2.24) are differential operators and we assume that this is so for all i < n
for n € Z+y.

Let {P;} and {P/} be the sequence of bi-differential operators associated
with the star-products x and ', respectively. We have

p(fxg) = o _WPi(f.9) =D W p(Pi(f.g)).

j=0 ,j>0
() ¥ olg) = D o)+ D Weilg)= D B PUei(f),9i(9))-
i>0 jEN 0,5, k>0

Since o(f * g) = ¢(f) * ¢(g), we get:
(2.2.5) > wiPi(f.9) = Y PBileilf).ei(9).
n=i+j n=i+j+k

By the induction hypothesis, the left hand side of (Z2ZH) may be written
as on(fg) + Qun(f,g) where @, is a bi-differential operator. Similarly, the

right hand side of (22.5) may be written as ¢,(f)g + fen(g) + Ru(f, 9)

where R, is a bi-differential operator. For any g € Ox, considering g as an
endomorphism of Oy, we get

[0, 9)(f) == en(fg) — gon(f) = fn(g) + Sn(f),

where S, is a differential operator. Then, the result follows from Lemma2.2.4]
Q.E.D.

DQ-algebras

Definition 2.2.5. A DQ-algebra &7 on X is a C'-algebra locally isomorphic
to a star-algebra (Ox[[A]], ) as a C'-algebra.

Clearly a DQ-algebra .of satisfies the conditions:
(

(i) h: o — </ is injective,

(2.2.6) (ii) & — lim .o/ /h"</ is an isomorphism,

(iii) @/ /hef/ is isomorphic to Ox as a C-algebra.

\

For a C"-algebra &7 satisfying (Z2.8]), the C-algebra isomorphism <7 /ha/ =%
Ox in (22.6) () is unique by Lemma We denote by

(2.2.7) 00: o — Ox
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the Ch-algebra morphism &/ — & /ha?/ =% Ox. If ¢ is a C-linear sec-
tion of oy: &/ — Ox, then ¢ extends to an isomorphism of C"-modules

$: Ox[[N]] = o, given by B3, fil') = 32, o(fi)h'.

Definition 2.2.6. We say that a C-linear section ¢: Ox — o/ of & — O
is standard if there exists a sequence of bi-differential operators P; such that

(2.2.8) ng .(f,9))R" for any f,g € Ox.

>0

Consider a standard section ¢: Ox — & of o/ — Ox. Define a star-
product x on Ox|[[h]] by setting

fxg=>_ Pif gl forany f,g € Ox.

i>0
Then we get an isomorphism of C"-algebras
(2.2.9) o: (Ox[[h)],*) = .

We call ¢ in (22.9) a standard isomorphism.
Hence, a DQ-algebra is nothing but a C'-algebra satisfying (Z2.6) and
admitting locally a standard section.

Remark 2.2.7. We conjecture that a C'-algebra satisfying ([2.2.6) locally
admits a standard section.

Let o be a DQ-algebra. For f, g € O, taking a, b € o/ such that
oo(a) = f and o¢(b) = g, we set

(2.2.10) {f, g} = oo(h*(ab — ba)) € O.

Then this definition does not depend on the choice of a, b and it defines a
Poisson structure on X. In particular, two DQ-algebras induce the same
Poisson structure on X as soon as they are locally isomorphic.

By Proposition 223 if ¢, ¢": Ox — & are two standard sections, then
there exists a unique sequence of differential operators {R;};>o such that
¢'(f) = 2iso Mp(Ri(f)) for any f € Ox.

Clearly, a DQ-algebra satisfies the hypotheses (L2.2) and (L23]). Hence,
a DQ-algebra is a right and left Noetherian ring (in particular, coherent).

Lemma 2.2.8. Let &/ be a DQ-algebra. Then the opposite algebra </°P is
also a DQ-algebra.

Proof. This follows from ([Z2Z2]). Q.E.D.
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Let X and Y be complex manifolds endowed with two star-products xx and
xy. Denote by {P}; and {Q,}; the bi-differential operators associated to
these star-products as in (Z22). Let P, X Q; be a bi-differential operator on

X xY defined as follows. Let us take differential operators é(:pl, T2, Oy s Ory )
and Q;(y1, Y2, Oy, , 0y, ) corresponding to P; and @); as in (2.2.I]). Then we set

(BRE)(f 9y
= (Pi(xhx??axn8962)Qj(y1>y27ay17ay2)(f($1>y1)g(x27y2)))|ml —T2=.

Y1=y2=y

Hence, P; X @); is the unique bi-differential operator on X x Y such that

(P R Q;)(fi(@)g1(y), f2(2)g92(y)) = Pi(f1(2), fo(@)) - Qj(91(y), 92(y)) for any
fu(z) € Ox and ¢,(y) € Oy (v =1,2).

One defines the external product of the star-products xx and xy on
Oxxy|[h]] by setting

frg=> 0" > (BRQ)(f.9)
n>0 i+j=n
Hence:

Lemma 2.2.9. Let X and Y be complex manifolds, and let </x be a DQ-
algebra on X and <y a DQ-algebra on Y. Then there exists a DQ-algebra
o/ on X xY which contains o/x Ren oty as a C'-subalgebra. Moreover such
an </ is unique up to a unique isomorphism.

We call & the external product of the DQ-algebra o/x on X and the
DQ-algebra % on Y, and denote it by o/xX.e#y .

Remark 2.2.10. (i) Any commutative DQ-algebra is locally isomorphic
to (Ox|[h]], ) where % is the trivial star-product f g = fg.

(ii) For the trivial DQ-algebra Ox[[A]], we have

ut er_g(Ox[[A]]) = hOx[[H]] := [ ] h"Ox,

n>1
(recall that ©x is the sheaf of vector fields on X) and we associate to
v:i=)_, - h"v, the automorphism f — exp(v)f.
The ring ¢ and another construction for DQ-algebras

We define the C"-algebra

P[] :=1im Zx @ (C"/h"C") = [ [ 2xh"

n>0
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Then Ox|[[h]] has a Zx|[[h]]-module structure, and Zx|[[h]] C Enden(Ox|[[R]]).

Let o7x be a DQ-algebra. Choose (locally) a standard section ¢ giving
rise to a standard isomorphism of C'-modules ¢: Ox[[h]] =% «/x. This last
isomorphism induces an isomorphism

(2.2.11) ®: Enden(Ox[[h]]) == Enden(Hx).

Definition 2.2.11. Let @7x be a DQ-algebra and let ¢ be a standard section.
The sheaf of rings ¢ is the Cl-subalgebra of &nden(/x), the image of
PDx|[h)] C Enden(Ox[[A]]) by the isomorphism @ in (ZZIT).

It is easy to see that 2 C &nden(@x) does not depend on the choice
of the standard section ¢ in virtue of Proposition Hence ¢ is well-
defined on X although standard sections only locally exist.

By its construction, we have 2 ~% I'&n_@f{/hn‘@)‘?. Moreover, the

image of the algebra morphism oy ® &/ — &nden(Hx ), as well as the one
of 03 xxxa — Enden(x) is contained in 2¢. Hence we have algebra
morphisms

MX (059 «/Q{Xa — 5;(1%X><Xa — .@)ﬁ({

We shall show how to construct a star-algebra from the data of sections
of Zx|[h]] satisfying suitable commutation properties.

Let @/x := (Ox[[h]],*) be a star-algebra. There are two C"-linear mor-
phisms from Ox|[[h]] to Zx[[h]] given by

(2.2.12) O frs fr, D frexf

Hence, for f € O, we have:

V()= SR K, () = 3 P(e R
>0 i>0
Then ®': oy — Px|[[h]] and ®": ¥ — Dx[[h]] are two Ch-algebra
morphisms, and induce a C"-algebra morphism @y ® &" — Px|[h]].
Assume to be given a local coordinate system x = (x1,...,2,) on X and
for i = 17 oo, set (I)l<l'l) = Az and (I)T<.§UZ) = Bz Then {Ai7Bj}i,j:1
sections of Zx[[h]] which satisfy

.....

(2.2.13) < A; = x; mod hZx[[h]], B; = x; mod hZx|[h]],

Conversely, we have the following result.
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Proposition 2.2.12. Let {A;, B;}ij—1...n be sections of Px|[[h]] which satisfy
(2213). Define the subalgebra </x C Px|[h]] by

(2.2.14) oy ={ae€ Dx[h];la,Bi]=0,i=1,...,n}
and define the C"-linear map ¢: o/x — Ox|[[h]] by setting ¥ (a) = a(1). Then
(a) ¢ is a Ch-linear isomorphism,

(b) the product on Ox|[h]] given by ¥(a) * () :=1(a-b) is a star-product,

oy is a DQ-algebra and ="' is a standard isomorphism,

(c) the algebra <" is obtained by replacing A; with B; (i =1,...,n) in the
above construction.

Proof. (a)-(i) @/x N h9x|[[h]] = htx, since [ha, B;] = 0 implies [a, B;] = 0.
Hence we have «7x /W o/x C Dx[[h]]/W Zx[[h]] for any j.
(a)-(ii) #/x == lim o/x /W o/x. Indeed, let a = 37°; h'a; and assume that

J

k

) ha;, B =0mod R*' (1=1,....n)

=0
for all k € N. Then [a,B)]=0forl=1,...,n.
(a)-(iii) Let ¢;: W oy /WHaly — W Ox /W Ox be the morphisms induced
by ¢. By (a)-(ii) it is enough to check that all 1);’s are isomorphisms. Since
all W.ofx /W ey are isomorphic and all W/ Ox /W10y are isomorphic, we
are reduced to prove that vg: oy /ha/x — Ox is an isomorphism.
(a)-(iv) 1o is injective. Let ag € @/x/he/x C Px. Since |ag, x;| € hDx|[h]]
implies [ag, ;] = 0, we get ag € Ox. Therefore, ag(1) = 0 implies ag = 0.
(a)-(v) o is surjective. Let y = (y1,...,y,) be a local coordinate system on
a copy of X. Notice first that the sections y; — A; of Zxy[[h]] are invertible
on the open sets {y; # z;}. Let f(z1,...,2,) € Ox. Define the section G(f)
of Zx[[h]] by

(27:2),1 %f(y)(yl - Al)—l o (Yo — An)—l dy, - - dy, .

Then [G(f), B;] = 0 for all i. It is obvious that G(f) — f € h%x][[h]] and
ho(G(f) =T
(b) Clearly, the algebra (Ox|[[h]],*) satisfies [(Z2:6). Moreover, [ — G(f)

is a standard section since there exist P;(f) € Zx|[h]] (i € N) such that
G(f) = X2, B(f)h" and P,(f) is obtained as the action of a bidifferential

operator P; on f.

(c) follows from 7P = {b € &nden(x); [b, x| = 0}. Q.E.D.

(2.2.15) G(f) =
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Example 2.2.13. Let M :={a;;}; j=1,..» be an n xn skew-symmetric matrix
with entries in C. Let X = C™ and consider the sections of Zx|[R]]:

h h
A=z + 5 Zaijaja B =x; — 5 Zaijaj‘-
J J
Then {A;, Bj}ij—1...n satisfy ([Z213), thus define a DQ-algebra @/x. Note
that the Poisson structure associated with the DQ-algebra @7y is symplectic
if and only if the matrix M is non-degenerate.

2.3 DQ-algebroids

Let us introduce the notion of a deformation quantization algebroid, a DQ-
algebroid for short.

Definition 2.3.1. A DQ-algebroid .7 on X is a C'-algebroid such that for
each open set U C X and each o € #/(U), the Ct-algebra &nd (o) is a
DQ-algebra on U.

Note that a DQ-algebroid is called a twisted associative deformation of
% X in M

By ([2210), a DQ-algebroid < on the complex manifold X defines a
Poisson structure on X. It is proved in [45] that, conversely, any complex
Poisson manifold X may be endowed with a DQ-algebroid to which this
Poisson structure is associated.

According to Convention ZT.T] if &7 is a DQ-algebra, we shall often use
the same notation .o for the associated DQ-algebroid.

Note that any DQ-algebroid .27 on X may be obtained as the stack associ-
ated with a gluing datum as in (21.3)), where the sheaves o7, are DQ-algebras.

Let &7 be a DQ-algebroid on X. For an @ module .#, the local notions
of being coherent or locally free, etc. make sense.

The category Mod(«) is a Grothendieck category. We denote by D(%7)
its derived category and by DP(.%7) its bounded derived category. We still call
an object of this derived category an @~module. We denote by DP (o) the
full triangulated subcategory of DP(.?) consisting of objects with coherent
cohomologies.

Opposite structure

If X is endowed with a DQ-algebroid &7y, then we denote by X the manifold
X endowed with the algebroid 27y, that is:

(2.3.1) Ao = AL
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This is a DQ-algebroid by Lemma

External product

Assume that complex manifolds X and Y are endowed with DQ-algebroids
a/x and @ respectively. By Lemma [2.2.9] there is a canonical DQ-algebroid
xX.aty on X xY locally equivalent to the stack associated with the external
product «7xX.c of the DQ-algebras and there is a faithful functor of C’-
algebroids

(2.3.2) dx W oty — dxKaty,
which induces a functor
(2.3.3) for: Mod(e/xX.ety ) — Mod(ex K ).
When there is no risk of confusion, we set
xxy = xRty .

Then @Zxy belongs to Mod(xxy ® (&xe X 2#ya)) and the functor for ad-
mits a left adjoint functor J# — @x .y R Rty K

for
(234) MOd(WXXy) — MOd(JZ{X X Wy)
We denote by «Xe the bi-functor @xxy & (X «):
xRty
(235) ‘E‘ : MOd(Wx) X MOd(Wy) — MOd(WXXy).

Lemma 2.3.2. If # is an o/x-module without h-torsion, then the functor
%E' : MOd(%y) — MOd(%XXy)
s an exact functor.

Proof. We may assume that @7y and o are DQ-algebras. Hence it is enough
to show that for any (z,y) € X x Y, setting A" = oxyy @, M, Nay) is
a flat module over sz)fz We may assume further that .# is a coherent o7x-
module without A-torsion. For any Stein open subset U, let py: U xY — Y
be the projection. Set A7 := (pU)*((dXXy Ry ///)\ny). Then it is easy to
check the conditions (a)—(c) in Theorem are satisfied ((c) follows from
the ¢-module version of this lemma), and we conclude that .47 is a flat
a/y’-module. Hence, A(, ) ~ hgl(e/VU)y is a flat (/"),-module.  Q.E.D.

zelU
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Hence the left derived functor
L
'E' : D(ﬂx) X D(%y) — D(%Xxy)

L
satisfies # XN = # XA as soon as 4" or A is a complex
bounded from above of modules without A-torsion.

Graded modules

For a C"-algebroid % on X, one denotes by gr;, (%) the C-algebroid associated
with the prestack & given by

Ob(&(U)) = Ob(A(U)) for an open subset U of X,
Hom g (0, 0") = Hom (0, 0') /hHom ,(0,0")  for o, o' € B(U).

Let now 7y be a DQ-algebroid on X. Then it is easy to see that gr, (<7x) is an
invertible Ox-algebroid and that we have a natural functor «/x — gr;,(x)
of C-algebroids. This functor induces a functor

(2.3.6) for: Mod(gry,(<x)) — Mod ().

The functor for above is fully faithful and Mod(gr, (7)) is equivalent to the
full subcategory of Mod(Zx) consisting of objects M such that h: M — M
vanishes. The functor for: Mod(gr,(</x)) — Mod(&7x) admits a left adjoint
functor M +— M/hM ~ C @, M. The functor for is exact and it induces a
functor

(2.3.7) for: D(gr,(e/x)) — D(<x).

Remark 2.3.3. The functor in (2.3.7) is not full in general. Indeed, choose
X =pt, @y = C" and L = C"/hRC" viewed as a grj,(A)-module. Then

Hom y, ony (for(L), for(L[1])) ~ C"/AC",
Hom y, ) (L, L [1]) = 0.

It could be also shown that this functor is not faithful in general.

One extends Definition [L4]] to the algebroid «7x. As an (&/x ® @xa)-
module, gr,(#x) is isomorphic to C ®g, &/x ~ x /hal/x. We get the functor

(2.3.8) gr,: D(ox) — D(gr,(Zx)), A — grh(szfx)éi)ﬂle ~ (CQLZ@///.

Note that Lemma[[.42] Propositions[[.4.3 and [[L4.5 as well as Corollary [L4.6
still hold. Moreover
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Corollary 2.3.4. Let .# € DP,(ex). Then its support, Supp(A), is a

coh
closed complex analytic subset of X .

Proof. By Corollary [L4.6, Supp(.#) = Supp(gr,(.#)). Since gr,(#) €
Db, (gr,(#x)) and gr,(e/x) is locally isomorphic to O, the result follows.
Q.E.D.

Let dx denote the complex dimension of X. Applying Theorem [L48 we
get

Corollary 2.3.5. Let o/x be a DQ-algebra and let 4 € Mod on(7x). Then,
locally, # admits a resolution by free modules of finite rank of length <
dx + 1.

Proposition 2.3.6. The functors gr, in [23.8) and for in [237) define
pairs of adjoint functors (gry, for) and (for, gry[—1]).

Proof. Consider a pair (B, ) in which either B = &/x and C' = gr;,(«/x) or
B = gr;(x) and C' = x, and let K be a (B,C)-bimodule. We have the
adjunction formula, for M € DP(B) and N € D(C):

L
(2.3.9) Hom ) (K®, N, M) >~ Hom o, (N, R#om z(K, M)).
(i) Let us apply formula (Z39) with B = gr,(#x), C = &/x and K =
gr,(o/y) considered as a (gr,(x), @x)-bimodule. We get

L
Hom D(gry(#x)) (grh("Q{X)(X)%X//’ ‘/V)
~ Hom (A, RAOm (0 (81, (Fx), A)),
and when remarking that R#om,, . \(er;(@x), A7) =~ for(A"), we get the
first adjunction pairing.

(ii) Let us apply formula ([2.3.9) with C' = gr,(#x), B = A and K = gr;,(x)
considered as an (x, gr,(#x ))-bimodule. We get

L
Hom o7 (85( ) By, (i70) Y 5 A )
~ Hom D(grh(dx))(ﬂ/, Rotom , (er,(x), H)).

L
We have gr;,(«/x)®

pairing, notice that

o a) Y = for(A4") and to get the second adjunction

L
RAtom (gr(x), M) ~ RAtom (gr,(y), %X)(@%X%,
and Room , (gr,(x), ox) =~ gr(x) [~1]. Q.E.D.
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Duality
Let o/x be a DQ-algebroid on X.

Definition 2.3.7. Let .#Z € D(&x). Its dual D, .# € D(%/x.) is given by
(2.3.10) Dy M =Rtom , (M, ).

When there is no risk of confusion, we write D', instead of D', .

By Corollary 235, D', sends D2, (@x) to D2, (#xa):

coh
D’,: D2, (o/x) — D, (xa).

coh

Assume that .# € D, («/x). Then there is a canonical isomorphism:

(2.3.11) M =5DD, M.

For a grj,(/x)-module .#, denote by D),.# its dual,
(2.3.12) Dyl :=RAom , (A, gry(x)).
Proposition 2.3.8. Let .# € D2, (o/x). Then

coh

gty (Dl ) = Diy(gr, (A )).

Proof. This follows from Proposition [L4.3] Q.E.D.
Corollary 2.3.9. Let £ € DY, (#x) and j € Z. Let us assume that
éaa:t]g (o )(grh(.ﬂ),grh(ﬁ’x)) ~ 0. Then &xt’, (£, x) = 0.

AT ¢ /X

Proof. Applying the above proposition, we get

éaxtjérh(ﬂx)(grﬁ(f),grﬁ(ﬁfx)) = H/(Dy(gry(£)))
~ (g, (D(2)))

Then the result follows from Proposition [L47l Q.E.D.

Simple modules

Definition 2.3.10. Let A be a smooth submanifold of X and let .Z be
a coherent «/y-module supported by A. One says that .Z is simple along
A if gr, (%) is concentrated in degree 0 and H(gr,(.Z)) is an invertible
O\ ®,., er(#x)-module. (In particular, £ has no h-torsion.)
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Proposition 2.3.11. Let A be a closed submanifold of X of codimension [

and let £ be a coherent o/x-module simple along A. Then HI(D',(Z)) =

Ext’, (L, dx) vanishes for j # 1 and HYD',(£)) is a coherent o/xa-module
' X

simple along A.

Proof. The question being local, we may assume that o7y is a DQ-algebra so

that gr,(e/x) ~ Ox and gr, () ~ Ox. Then, we have éaxtjéx(grh(f), Ox) =~
0 for j # . Therefore, @@xt;x (&, ex) =0 for j # 1 by Corollary and

guy (8t (L, x)) =~ Dy(gn,2) [l
~ éaxtlﬁx(grﬁ(o?),ﬁx)

by Proposition If gr,(%£) is locally isomorphic to Oy, then so is
st (gr,(L), Ox). Q.E.D.

Homological dimension of &/y-modules

The codimension of the support of a coherent &x-module .7 is related to
the vanishing of the &zt’ (F, Ox). Similar results hold for &x-modules.
X

Proposition 2.3.12. Let .# be a coherent <fx-module. Then

(a) éaxtjdx (M, o) >~ 0 for j < codim Supp .,

(b) codim Supp éaxtjdx (M, x) > .

Proof. (a) First, note that Supp(.#') = Supp(gr;.# ). Therefore,
@@xt; (dx)(grh%,grﬁ(%x)) ~ ( for j < codim Supp .#

and the result follows from Corollary 2.3.91
(b) By Proposition [L40 we know that

Supp é”xtjd (M, ox) C Supp Ext? (gr, A, gr,(x)),
Ax grh(WX)

and codim Supp éaxt]é (. )(grﬁ//l,grﬁ(,fzfx)) > j by classical results for Ox-
T, (9 x
modules. Q.E.D.
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Extension of the base ring

Recall that C™'°:=C((h)) is the fraction field of C". To a DQ-algebroid o7y
we associate the C™'°°-algebroid

(2.3.13) ¢ = CMoc g, oy

and we call 7{°¢ the h-localization of @/x. It follows from Lemma [LZT0 that
the algebroid 74°¢ is Noetherian.
There naturally exists a faithful functor of C-algebroid

(2.3.14) adx — dC.
This functor gives rise to a pair of adjoint functors (loc, for):

for

(2.3.15) Mod(.e752°) Mod ().

loc

Both functors are exact and we keep the same notations for their derived
functors

for

(2.3.16) DP(.a7¢°) — DP(ey).
For A" € DP(ax), we set
(2.3.17) Al i=loc(AN) = CM° @y A

We say that an @/x-module ., is a submodule of an .&71°*-module . if there
is a monomorphism .#y — for(.#') in Mod(<7x).

If ./ is an o/3°°-module, .#, an 2/x-submodule and .# R Chloc >~y g
then we shall say that .#, generates .# .

The following result is of constant use and follows from [37, Appendix A].

Lemma 2.3.13. Any locally finitely generated ofx-submodule of a coherent
2/ ®-module is coherent, i.e., any coherent @/\°°-module is pseudo-coherent
as an </x-module.

Definition 2.3.14. A coherent 7x-submodule .7 of a coherent .7}°°-module
A is called an @Zx-lattice of . if ., generates . .

We extend Definition 3.7 to ./i°°-modules and, for .# € D"(&/{°), we
set

(2.3.18) e = RAOM o (M, ).
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Proposition 2.3.15. Let .4 be a coherent o/3°¢-module. Then

(a) éaa:ti{loc (M, 2A°) =0 for j < codim Supp .4,

(b) codim Supp &xt! (M, L) > j.

loc
AL

Proof. The result is local and we may choose an @Zx-lattice .# of .# . Then
the result follows from Proposition Q.E.D.

Good modules

Definition 2.3.16. (i) A coherent &7i*°-module .# is good if, for any rel-
atively compact open subset U of X, there exists an (&x|y)-lattice of

My

(ii) One denotes by Modgq(2742°) the full subcategory of Modn (474°¢) con-
sisting of good modules.

(ili) One denotes by Dy (275*°) the full subcategory of DY, (27°) consisting

coh

of objects .# such that HI(.#) is good for all j € Z.

Roughly speaking, a coherent ./}°“-module .# is good if it is endowed
with a good filtration (see [37]) on each open relatively compact subset of X.

Proposition 2.3.17. (a) The category Modg(/°) is a thick subcategory
of Modon (2752°), (i.e., stable by kernels, cokernels and extension).

b) The full subcategory D (a7°¢) of DP . (/8°) is triangulated.
gd X X

coh

(c) An object A € DE, () is good if and only if, for any open relatively

compact subset U of X, there exists an o/x|y-module My € D2, (x|y)
such that A°° is isomorphic to M |y .

Since the proof is similar to that of [37, Prop. 4.23], we shall not repeat
it.
Proposition 2.3.18. Let .# € D, (/). Then Supp(.#) is a closed

complex analytic subset of X, involutive (i.e., co-isotropic) for the Poisson
bracket on X.

Proof. Since the problem is local, we may assume that @7y is a DQ-algebra.
Then the proposition follows from Gabber’s theorem [20]. Q.E.D.

Remark 2.3.19. One shall be aware that the support of a coherent .o7x-
module is not involutive in general. Indeed, for a DQ-algebra @7y, any co-
herent &'x-module may be regarded as an &/y-module. Hence any closed
analytic subset can be the support of a coherent .@x-module.
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2.4 DQ-modules supported by the diagonal

Let X be a complex manifold endowed with a DQ-algebroid «7yx. We denote
by @7x«x« the external product of @y and /x. on X x X*. We still denote
by dx: X — X x X the diagonal embedding and we denote by Moda , (27/x X
/xa) the category of (@x X &7y« )-modules supported by the diagonal Ax.
Then

5)(*3 MOd(%X ®%Xa) — MOdAX(%X X %Xa)

gives an equivalence of categories, with quasi-inverse d5'. We shall often

identify these two categories by this equivalence.
Recall that we have a canonical object .o in Mod(2Zx ® @Zxa) (see §2.1)).

We identify oy with an (/x X &7y« )-module supported by the diagonal Ax
of X x X In fact, it has a structure of @y x.-module. More generally, we
have:

Lemma 2.4.1. Let A be an (x @ xa)-module.
(a) The following conditions are equivalent:

(i) A is a bi-invertible (o/x ® o/xa)-module (see Definition ZT.10),
(ii) A is invertible as an 2/x-module (see Definition 2.T.4), that is, A

is locally isomorphic to /x as an </x-module,

(ili) A is invertible as an /xa-module.

(b) Under the equivalent conditions in (a), dx M — Axxxa Qs Rty Ox sl
s an isomorphism and dx..# has a structure of an oy xa-module.

Moreover, dx .. # is a simple o/xyxa-module along the diagonal of X X
X,

(c¢) Conversely, if N is a simple ofxy xa-module along the diagonal of X X
X, then 65' N satisfies the equivalent conditions (a) (1)-(iii).

Proof. The statement is local and we may assume that @/x = (Ox|[[h]], *).

(a) Assume (i) and take a generator u € .# as an y-module. Then
for any a € fx, there exists a unique #(a) € /x such that ua = 6(a)u.
Then 0: o/x — </x gives a C-algebra endomorphism of «/x. Hence 6 is an
isomorphism by Proposition [Z23] Thus we obtain (i). Similarly (iii) implies
(i).

(b) Let us choose u € .# as in (a) and identify .# with Ox|[[h]] that we
regard as a sheaf supported by the diagonal. The action of @y ® .2/y" on .4
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can be expressed by differential operators. Namely, there exist differential
operators {.S;(x, Oy, Oy, Oy ) Fien such that

f *a* H(Q) = Z(Sl(xv afl'l ) a127 8x3)f(x1)g(x2)a(:c3)) |$1=:B2=$3=:Bhi

for f, g € /x and a € Ox[[h]].

Then this action extends to an action of &/x«xa by setting

f(SL’, y) * CL(SL’) = Z (SZ(.T, am ) amza ams)f<x17 x2)a<x3>) |:r1=:vz=mg=:vhi
for f € @xxxe and a € Ox|[[h]].
We denote by M the x x xo-module thus obtained. Then, as an (@x ®.%xaq)-
module, it is isomorphic to .#. Hence M s a locally finitely generated

9« xo-module. Since h" A / R A s isomorphic to Oy, M is a coherent
Ax « xa-module by Theorem [] ().

Let .# be the annihilator of u € .# ~ .#. Then .7 is a coherent left ideal
of @x . xa. In the exact sequence

TorS (M,C) = I |hI — dxyxe|hdlxxxa — M |BM — 0,
Fort" (/ZZ C) vanishes. Therefore we obtain an exact sequence
O%j/hj%ﬁxxxa—)ﬁxﬁo,

and & / ht s isomorphic to the defining ideal In C Oxyx« of the diagonal
set A C X x X This shows that .# is simple along the diagonal.
Denote by .#" the left ideal of @/x ® o7y generated by the sections {a ® 1 —

1®60(a)} where a ranges over the family of sections of .&7x and by .# the left
ideal of @y, x« generated by ', Set A" .= olxyxa ® s Rt A . We have:

M~ (ol @ dlxa)] I,
«%/ Zﬂxxxa/f.

There exists a surjective @x x«-linear morphism .# ’—»/// and hence .¢ C
7. Since I /hI — I /s h.? ~ I, is surjective, we conclude that % = .7
Hence we obtain .4’ ~ /4.

(c) By the assumption, py,gr,(A) =~ gr,,(d5'.4) is an invertible &x-module.
where p;: X x X* — X is the projection. Hence Theorem () implies

that §5'.4" is a coherent «/x-module. It is locally isomorphic to @7y by
Lemma [L2ZT7 because gr;,(d5'.4#) is locally isomorphic to Ox. Q.E.D.
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Thus we obtain:

Proposition 2.4.2. The category of bi-invertible (ox ® /xa)-modules is
equivalent to the category of coherent oy« xa-modules simple along the diag-
onal.

Definition 2.4.3. We regard dx,./x as an &y« yo.-module supported by the
diagonal and denote it by @x. We call it the canonical module associated
with the diagonal.

The next corollary immediately follows from Lemma 2.4.T]

Corollary 2.4.4. The o/x«xa-module €x is coherent and simple along the
diagonal. Moreover, ofx xa ® o Rt Cx — Cx is an isomorphism in Mod (% x  xa),

and ol — 05" (€x) is an isomorphism in Mod(&y ® o/xa).
The next result is obvious.

Lemma 2.4.5. Let Y be another complex manifold endowed with a DQ-

L
algebroid <#y-. Then, there is a natural isomorphism €xX6y ~ €x«y. Here,
we identify (X x X)) x (Y x Y*) with (X xY) x (X xY)“.

Definition 2.4.6. We say that & € DP(@/x ® #/xa) is bi-invertible if &
is concentrated to some degree n and H"(Z?) is bi-invertible (see Defini-

tion ZLTT0).

We sometimes consider a bi-invertible (&/y ® @7xa)-module as an object
of D2, (@/xx xa) supported by the diagonal.

coh

For a pair of bi-invertible (&/y ®.4/ya)-modules & and P, g@lé s Py is
also a bi-invertible (&/x ® &/y.)-module. Hence the category of bi-invertible
(e/x ®xa)-modules has a structure of a tensor category (see e.g. [41], §4.2]).
It is easy to see that ¥x is a unit object. Namely, for any bi-invertible

(#x ® 9xa)-module &, we have:
G, P PE, b= P,
We have
,@(}LZ)%XR,%%mﬂX(QZ, ox) = Cx,
RAom.,, (P, )6, P = €.

Hence we have R#om , (2, x) ~ RHom , (P, dx).
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Definition 2.4.7. For a bi-invertible (&/y ® #/x«)-module &, we set
PO = Ritom , (2, dx) ~RAom , (P, dx).

Hence we have
PG, P PO, PO = E
®£{X ~ ®£{X ~ Cx.

Note that, for two bi-invertible (@x ® o/xa)-modules &7, and P, we have

RoAtom , (P, Ps) =~ 1@?_1@%%(:@2,
RAom,, (P, D) ~ Do, PP

For a bi-invertible (@y ® “xa)-module & and A, N € D(Axxyxz), we

have the isomorphism

(24.1)  RAom (M, N)~ R%ﬂomdxw(@édx///, ‘@é@%x‘/j/)
in D(Cf)i(xy X 52{2)

Remark 2.4.8. Although it is sometimes convenient to identify (X x Y®)°
with ¥ x X we do not take this point view in this Note. We identify
(X x Y*)* with X x Y. Hence, for example, we have functors

D’ : DP(xxye) — DP(xaxy),

dx xya

D’ : Db<ﬂxxxa) — Db<ﬂxaxx).

dx x xa

The next result may be useful.

Lemma 2.4.9. (i) Let X andY be manifolds endowed with DQ-algebroids
dx and by, let M be an xyyo-module and let 2 be a bi-invertible
(2y ® lya)-module. Then
e (M Oy 2) = 25710, Dl ().

¥ wya Dy xya
(ii) Let & and 2 be bi-invertible (o/x & ofxa)-modules. Then

/
D»Q{Xxxa
/

(D,

LQ{XXXG

(‘@ ®£fx Q) ~ %7 ®£fx D/&ZVXxXa‘@ = D;foxaQ ®%X ‘@@)_1’
Cx®, PP, D, Cx=D (2o,

Dx x xa
) e, P~Pe, D, Ex)°
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Proof. (i) We have the isomorphism

D/

Dx xya

(M ®, 2) = Hom, (MR, 2, Dxy.)
~ jfomdxwa(//, Ay xya Ry 2%
~ Hom,, (A, 291 Qs DX xya)
~ 29w, D (A).

Px xya

(ii) The first isomorphism follows from (i) and the the second is proved
similarly. The two last isomorphisms follow. Q.E.D.

The next result follows immediately from Corollary [2.4.4]

Lemma 2.4.10. Let # € DP(x), & € D2, (ex) and AN € DP(&xa).

coh
Identifying Ax and X, there are natural isomorphisms

M~ MX(}L@%XE/// ~ Rstom , (ox, H) inD(x),

L
N, M = (NEAME, G inDC),

2

RAtom,, (L, M) ~ Dy, M inD(Ch),

L
RAom,, (M, L) ~ Ritom, _ (ARD,ZL Cx) inD(Ck).

2.5 Dualizing complex for DQ)-algebroids

The algebroid 7

We have seen that the C'-algebra 2¢ C &nden(x) is well-defined for a
DQ-algebra @7y on X.

Now let o/x be a DQ-algebroid. Then we can regard oy as an (&x ®
a/P)-module. In § 2Tl we have defined the C'-algebroid &nden(eZy) and
introduced a functor of C'-algebroids @y @ /" — Enden ().

Definition 2.5.1. The C"-algebroid 2¢ is the C'-substack of &ndcn ()
associated to the prestack & defined as follows. The objects of & are those of
xRy . For oy, 09 € xR, with 01 = 11 @AY, 09 = @A, we choose
isomorphisms ¢;: 7, ~ X\; (i = 1,2) and p3: 71 =~ 79, Set B = End . (A1), Tt
is a DQ-algebra. The isomorphisms ¢; (i = 1,2, 3) induce an isomorphism

Ve Homen (B, B) == Hom g (Hom (A, 1), Hom (s, T2))
= %Om(ch<£7x(0'1),£7x(0'2)).
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We define ‘%ﬂome(ala 03) C %Omcﬁ(,gfx(gl), oy (03)) as the image of 9;? by
t. (This does not depend on the choice of the isomorphism ¢; (i = 1,2, 3)
in virtue of Proposition 2.2.3])

Then there are functors of C"-algebroids
WX ®Wxa — 5)_(1~Q{X><Xa — _@}? — éand(ch(ﬂx)
and @y may be regarded as an object of Mod(Z5).

Proposition 2.5.2. (i) The C'-algebroid Enden () is equivalent to the
C"-algebroid Endcn(Ox[[R]]) (regarding the C'-algebra Enden(Ox|[[R]])
as a C'-algebroid).

(ii) The equivalence in (i) induces an equivalence of C'-algebroids 25 ~

Dx([h]]-

(iii) The equivalence in (ii) induces an equivalence of Ch-linear stacks
Mod(2¥) =~ Mod(Zx[[h]])

Moreover, the 25 -module x is sent to the Dx|[[h]]-module Ox[[h]] by
this equivalence.

(iv) The equivalence in (ii) also induces an equivalence of C-algebroids
grh(-@)gf) ~ Dx,

and an equivalence of C-linear stacks 9Mod(gr,(2)) =~ Mod(Dx).
Moreover the gr,,(2%)-module gr,(/x) is sent to the Px-module O
by this equivalence.

Proof. Recall first that for two C'-algebroids % and %', to give an equiva-
lence of C"-algebroids Z ~ %' is equivalent to giving a bi-invertible Z°P ®.%'-

module (Lemma 2T.TT]).

(i) follows from Lemma 2ZI.12l More precisely, we define an (&nden(x) ®
(&Enden(Ox|[[R]]))°P)-module £ as follows. For o = (07 @ 057) € oy ®@ A\,
set

L' a) = Hom . (Ox|[N]], Hom , (03,01)).

Clearly, " is bi-invertible.

(ii) For 0 = (01®03") € a/x @4/, let us choose an isomorphism ¢: 01 =% 09
and a standard isomorphism @: Ox[[h]] == &ndy, (01). Then they give an
isomorphism

f: Ox[n]] == j‘fomdx(ag,al).
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We define a (2¢ @ Zx[[h]]°P)-submodule & of £’ as follows: let .£(0)
be the Zx[[h]]°P-submodule of £’(0) generated by f. Then Z(o) coin-
cides with the submodule generated by f over the C’-algebra éand%gg(a) C
&Enden(Hom , (02,01)). Moreover, £ (o) does not depend on the choice of
Y and @. It is easy to see that .Z is a bi-invertible (25 ® Zx [[h]]°?)-module.
(iii) The (2¢ ® Zx[[h]]°P)-module . gives an equivalence of categories
(2.5.1) L @y g+ Mod(Zx([[1]]) = Mod(2%),

which is isomorphic to the functor induced by the algebroid equivalence
D¢ = Dx[[h]]. Consider the (Zx[[h]] ® (25)°P)-module

L= Hom e (L, 2%).
A quasi-inverse of the equivalence ([Z5.1]) is given by
L Ry * = Hom ge (L, +): Mod(2¥) == Mod(Z2x|[[1])).
The results follow. Q.E.D.

Dualizing complex

Let o7x be a DQ-algebroid on X. We shall construct a deformation of the
sheaf of differential forms of maximal degree and then the dualizing complex
for ofx.

Lemma 2.5.3. (i) @x has locally a resolution of length dx by free D¢ -
modules of finite rank.

(ii) grh(gxtcg‘g(ﬂx,.@f)) ~ Qx. (Note that grh(gxtcg‘g(ﬂx,.@f)) is a
module over gr,(ex) ®, gry(Hxa) =~ Ox by ZII2)).
(iii) éaxti%?(%x, D) =0 fori # dx.

Proof. We have 2¢ ~ Zx|[[h]] and @y ~ Ox[[h]] as Z5-modules. Then the

results follow from

RA0m. 1 (Ox 1], Zx([B]) == (©x[1]) =]

(ii) follows from

grh(Rt%”om@?(szX,_@f)) ~ Rji”omgrﬁ(%?)(grh(szfx),grh(_@ff))
~ Ritom, (Ox,Px) ~ Qx|[—dx].

Q.E.D.
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We set

(2.5.2) O = &t (olx, D) € Mod (e ® dxa).
X
Lemma 2.5.4. The (x ® @ )-module Q¥ is bi-invertible.

Proof. Under the equivalence 2¢ ~ Zx/[[h]], we have Q¥ ~ Qx[[h]]. Hence
we have an isomorphism Q¢ =% @Q;?/hm;? Since gr, () ~ Qx

is a coherent gr;(o/x)-module, Qi is a coherent &/x-module by Theorem
T.2.5 (iv). Since gr, () is an invertible @y-module and Q¢ has no h-
torsion, Q¢ is locally isomorphic to </x as an /x-module. Hence Q¢ is a

bi-invertible (&/y" ® o/x)-module by Lemma 2.4.1] (@). Q.E.D.

Lemma 2.5.5. One has the isomorphisms
L
(2.5.3) Q}‘?@Qgszfx[—dx] ~ R%ﬂom%%g(szfx, aly) ~ Ch.

Proof. The first isomorphism is obvious by Lemma [2.5.3l Hence, it is enough
to prove that the natural morphism C% — R.J%om 9 (x, x) is an isomor-

phism. By the equivalence 2¢ ~ Zx|[h]], we may assume that &/x = Ox[[]]
and 2¢ = Px|[h]]. Then R%”om%z;(szfx, /) is represented by an infinite
product of the de Rham complexes: [] A"Q%. Then the assertion follows
from a classical result: Q% (U) is quasi-isomorphic to C when U is a con-
tractible Stein open subset. Q.E.D.

Note that Q¥ and Q. are isomorphic as @y ® &/x«-modules.

Definition 2.5.6. We set
w;‘? = 5X*Q§[dx] ~ 5X*R%Om9§¢(%x, .@}?)[de] c Db(ﬂxxxa)
and call w¢ the /x-dualizing sheaf.

Note that wy’ is bi-invertible (see Definition Z4.6]). Using (2.5.3) and the
L L
morphism 5X*Q§“®%X N Cx — Q;‘?@Qddx, we get the natural morphism
/e xa 2
7 & h
(2.5.4) an®=Q¢X><XU«%X _) 5X*CX [2dX]-

Applying the functor gr; to the above morphisms, we get the morphism

L
(2.5.5) Sx . (grpw ) (0x.8r,6x) — 0x.(Cx [2dx]),

ey X x xa
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which coincides with the morphism derived from

L
(256) 5;(1 (5X*(grhwj§ﬁ)® 5X*grh<€X)) — QX [dx] — (CX [de]

grh&fxxxa (

Here we used the functor of algebroids 8" (g1, x xxe) — Ox.
Let Y be another manifold endowed with a DQ-algebroid <#-. We intro-
duce the notation:

L
ngY/Y = WS?E%Y S Db(vQ{XXX“xYxYa)-

Then W}?xy/y also belongs to D" ((2¢)°P K @ «y«), and we have an isomor-

L
phism w )?{xy 1y ®ger ox ~ Ch X of. Hence we have a canonical morphism
X

L
(2.5.7) Wiy YO uCx — (Cx K Gy)[2dx]

in Db(C§( X Wyxya).
The proof of the following fundamental result will be given later at the
end of §

Theorem 2.5.7. We have the isomorphism
(2.5.8) wy ~ (D, Exa)®" inDP(Ayxxe).

Note that in formula (Z58), D/, ,  is the dual over @xa,x and (+)®
is the dual over @y.

Corollary 2.5.8. For .# € DP(@xxxaxy), we have

L L

‘&(a@dmxa,/// ~ R,%”om%(xxa (%X,wj‘f@)dx///)
L

~ RJstom, (CKX,//Q@%XWS‘?).

Proof. We have

L
%ﬂxa@)@&xxa/f ~ Rj‘fomdmxa (D’ Cxa, M)

Dxayx

- ,Q(L / ,QVL
~ Rotom . (F®, D Cxe, 0{Q,, M)

,QVX JMXXX“
L
~ RAtom, _ (Cx, wi®, M)

The other isomorphism is similarly proved. Q.E.D.
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One shall be aware that, although Q% is locally isomorphic to .2y as
an &/y-module, it is not always locally isomorphic to &7x as an &/x ® oxa-
module.

Example 2.5.9. Let X = C? with coordinates (x;,73) and let &/ be the
DQ-algebra given by the relation

[ZL‘l,l‘Q] = hl‘l.
Let (y1,y2) denotes the coordinates on X®. Hence

[yh y2] = —hy.

Then % is the @/xyxa-module &y, x« - u where the generator u satisfies
(x; —y;) -u =0 (i =1,2). Therefore €x is quasi-isomorphic to the complex

(259) 0— %XXX“ i) e,Q{)E(BiXQ ﬂ) e,Q{XX)(a — O,

where @y« ya on the right is in degree 0, a(a) = (—a(x2 —y2+h), a(z1 —11))
and (b, c) = b(zy — y1) + c(z2 — ya2).

It follows that D’ (%) [2] is isomorphic to &x x« -w where the generator
w satisfies (x1 —y1) -w =0, (y2 — 22 + h) - w = 0. The modules D’ () [2]
and €y are isomorphic on z; # 0 by u <> x;w. However, D’ (%) [2] and
©x are not isomorphic on a neighborhood of x; = 0. Indeed if they were
isomorphic by u <+ aw for a € @Zx, then x1a = ax; and z9a = a(xs—h). Then
{z2,00(a)} = —op(a). Since {z3, *} = —x10,,, we have x,0,,00(a) = o¢(a),
which contradicts the fact that og(a) is invertible.

Remark 2.5.10. The fact that D’ €’ is concentrated in a single degree and
plays the role of a dualizing complex in the sense of [60] was already proved
(in a more restrictive situation) in [20} 21].

2.6 Almost free resolutions

We recall here and adapt to the framework of algebroids some results of [40].
In this section, K denotes a commutative unital ring, X a paracompact
and locally compact space and &7 a K-algebroid on X.
Let us take a family . of open subsets of X. We assume the following
two conditions on .7
(
(i) forany z € X, {U € . ;x € U} is a neighborhood sys-

tem of x,
(2.6.1)
(ii) for U, V € ¥, U NV is a finite union of open subsets

belonging to ..
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Recall that invertible modules are defined in Definition [2.1.4].

Definition 2.6.1. (i) We define the additive category Mod® (&) of .-
almost free .o7-modules as follows.

(a) An object of Mod* (<) is the data of {I,{U;, U], L;}ic;} where I is
an index set, U; and U/ are open subsets of X, U; € ., U; C U], the
family {U]}icr is locally finite and L; is an invertible &7 |y;-module.

(b) Let N = {J, {‘/;‘,‘/}/,Kj}jej} and M = {I, {UHU@/aLz}zEI} be two
objects of Mod™ (7). A morphism u: N — M is the data of u;; €

[(V;; #om (K, L;)) for all (i,5) € I x J such that V; C Uj.

(¢) The composition of morphisms is the natural one.

(d) We denote by ®: Mod* (/) — Mod (/) the functor which sends
{1,{U;, U}, Li}icr} to @,c;(Li)u, and which sends an element u,;
of T(Vj; #om ,(K;, L;)) to its image in Hom ,((K;)v,, (Li)v,) if
V; C U; and 0 otherwise.

(ii) Similarly, we define the additive category Mod,¢(«7) as follows.

(a) The set of objects of Mod,s(.7) is the same as the one of Mod® (.27).
(b) Let N = {J, {V VI Kj}jeJ} and M = {L{UMUZI;Lz}zEI} be two

Jr Vg
objects of Mod® (7). A morphism u: N — M is the data of u;; €

D(U;; AHom ,(K;, L)) for all (i,4) € I x J such that U; C V.

(¢) The composition of morphisms is the natural one.

(d) We denote by ¥: Mod,¢(«/) — Mod (<) the functor which sends
{1,{U;, U], Li}ier} to @,c; T'v,(L;) and which sends an element wu;;
of I'(U;; Hom ,(K;, L;)) to its image in Hom (T, (K;), Tv,(L;)) if
U; C V; and 0 otherwise.

Note that Mod,(.27) is equivalent to Mod® (.e7°P)°P by the functor which
sends {1, {U;, U], L; }icr} to {1,{U;,U;, #om ,(Li, o) }icr}-

Recall that for an additive category €, we denote by C~ (%) (resp. CT(%))
the category of complexes of ¢’ bounded from above (resp. from below).

The following theorem is proved similarly as in [40, Appendix].

Theorem 2.6.2. Let &7 be a left coherent algebroid and let # € D_, ().
Then there exist L° € C~(Mod™(&)) and an isomorphism ®(L*) ~ .4 in
D~ ().

There is a dual version of Theorem 2.6.2

Theorem 2.6.3. Assume
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(a) o7 being regarded as an object of Mod(&/ ® o/°P), RI'y (<) is concen-
trated in degree 0 for all U € .7,

(b) < is a right and left coherent algebroid,

(c) there exists an integer d such that, for any open subset U, any coherent
o |y-module admits locally a finite free resolution of length d.

Let # € DY, (o). Then there exist L* € CT(Mod.e(«)) and an isomor-

phism A ~ V(L") in DV ().
Proof. Denote by D the duality functor R#om ,(+,.a) and keep the same
notation with &/°P instead of 7. This functor sends DY, (&) to D_, (&/°P)
by (c). It also sends D, (&7°P) to DY, («/), and the composition

D+

coh

(7P — D}

coh

(o) = D

coh

()

is isomorphic to the identity functor.
On the other hand, if L is an invertible «7°P-module, then D(L) is an
invertible «7-module, and by the hypothesis (a), we have

D(Ly) ~T'y(D(L))

for any U € .77.
Then we get the result by applying Theorem 2.6 2to D(.#Z) € D_, (</°P)
and using .# == D(D(4)). Q.E.D.

2.7 DQ-algebroids in the algebraic case

In this section, X denotes a quasi-compact separated smooth algebraic vari-
ety over C.

Clearly, the notions of a DQ-algebra and of a DQ-algebroid make sense
in this settings and a detailed study of DQ-algebroids on algebraic variety is
performed in [64].

Assume that X is endowed with a DQ-algebroid @7y for the Zariski topol-
ogy. Then, in view of Remark ZTIT, gr,(«/y) ~ Ox. However, this equiva-
lence is not unique in general.

Let us denote by X,, the complex analytic manifold associated with X
and by p: X,, — X the natural morphism. Then we can naturally associate
a DQ-algebroid @7x, to @y and there is a natural functor p~to/y — x,,
whose construction is left to the reader. Then it induces functors

(271) MOd(VQfx) — MOd(VQfXan)
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and
(272) MOdCOh<VQfx) — MOdcoh(%Xan)-

When X is projective, the classical GAGA theorem of Serre extends to DQ-
algebroids and it is proved in [16] that [2.7.2)) is an equivalence.

Lemma 2.7.1. Let # € Modeon (/). The two conditions below are equiv-
alent.

(a) A is the inductive limit of its coherent sub-o/x-modules,
(b) there exists an o/x-lattice of M (see Definition[2.5.17)).
Proof. (a)=-(b) Let 4 = hge/V where .4 ranges over the filtrant family

of coherent @/x-submodules of .Z. Since @71°° is Noetherian, the family
{Clloe ®cn A} is locally stationary. Since X is quasi-compact, this family is
stationary.

(b)=(a) is obvious. Q.E.D.

Definition 2.7.2. Let .# € Mod,(#/x°). We say that . is algebraically
good if it satisfies the equivalent conditions in Lemma Z7.]

We still denote by Modgq(27¢) the full subcategory of Modeen(74°°)
consisting of algebraically good modules.

The proof of [37, Prop. 4.23] extends to this case and Modgq(275°) is
a thick abelian subcategory of Mode.n(#75°¢). Hence, we still denote by
Dyy (/) the full triangulated subcategory of Dg,, (#/5°°) consisting of ob-

coh

jects .4 such that H7 (/) is algebraically good for all j € Z.

Remark 2.7.3. We do not know if every coherent .&{°“-module is alge-
braically good.

Almost free resolutions

Recall that X is endowed with a DQ-algebroid @7y for the Zariski topology.
We denote by B the family of affine open subsets U of X on which

the algebroid 7, is a sheaf of algebras. Note that this family is stable by
intersection. Moreover, hypotheses (L2.2) and (L23) are satisfied.

Lemma 2.7.4. Assume that X is affine and o/x is a DQ-algebra. Then, for
any A € Modeon (), there exist a free ofx-module £ of finite rank and
an epimorphism w: L —». M .
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Proof. Set My = M |htl. Then 4, is a coherent Ox-module and there
exist finitely many sections (vy, ..., vy) of 4y on X which generate .4 over
ﬁX .

By Theorem [[L2H I'(X; .#) — T'(X; .#,) is surjective. Let (uq,...,uy)
be sections of .#Z whose image by this morphism are (v,...,vy). Let £ =
2/ and denote by (ey, ..., ey) its canonical basis. It remains to define u by
setting u(e;) = w;. Q.E.D.

Theorem 2.7.5. Let # € Mod o, (x). Then there exists an isomorphism
M~ L inDP(x) such that £° is a bounded complex of o/x-modules and
each £ is a finite direct sum of modules of the form iy, %y, where iy : U —

X is the embedding of an affine open set U such that < is isomorphic to a
DQ-algebra and £y is a locally free </ -module of finite rank.

Before proving Theorem 275 we need some preliminary results.

Let % = {U;}ics be a finite covering of X by affine open sets such that
x|, is a DQ-algebra for all i.

We denote by X the category of non empty subsets of I (the morphisms
are the inclusions maps). For o0 € ¥, we denote by |o| its cardinal. For
o € X, we set

U, = ﬂ U;, ty: U, — X the natural embedding.

€0

We introduce a category Mod(.«7, % ) as follows. An object M of Mod (<, %)
is the data of a family ({M,}ses, {¢yy }rcoes), where M, € Mod(47,) and
qﬂ’{: M|y, — M, are morphisms for () # 7 C o € 3 satisfying q%a =id and
for any o1 C 09 C 03, the diagram below commutes

qO' o
(2.7.3) My, |v,, =5 Mo, v,

N lq‘73702
qo’g,o'l

M,,.

A morphism M — M’ in Mod(«7, %) is a family of morphisms M, — M/
satisfying the natural compatibility conditions.

Clearly, Mod(«7, % ) is an abelian category.

To an object M € Mod(«/,% ) we shall associate a Koszul complex
C* (M) using the construction of [41] § 12.4]. To M we associate a functor
F: % — Mod(#x) as follows: F(0) = 1,,M,, and F(T Co): F(r) — F(o)

qo“r

is given by the composition ¢, M; = 1y, (M;|v,) — Lo M.
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According to loc. cit., we get a Koszul complex C'* (M)

(2.7.4) C* (M) =+ — 0 — C (M) 2 C*(M) - -

where

C' (M) = EB Lo M,

|o|=1i
is in degree 7. This construction being functorial, we get a functor
(2.7.5) C*: Mod(«, %) — CP(Mod(ax)).
It is convenient to introduce some notations. We set

Modeon (7, %) = {M € Mod(Z, %) ; M, € Modcon (o, ) for all o € 3},
Modg (o7, %) = {M € Mod(Z,% ); M, is a locally free o7, -module
of finite rank for all o € ¥}.

Clearly, Modcon (7,7 ) is a full abelian subcategory of Mod(«7, %) and
Modg(e7, %) is a full additive subcategory of Modcon (%7, % ).

Lemma 2.7.6. The functor C*: Modeon (o, %) — CP(Mod(&x)) induced
by 7.0 is exact.

Proof. By Proposition [LE8 the functor ¢,: Modeon(y,) — Mod(x) is
exact for each o € 3. The result then easily follows. Q.E.D.

Let us denote by
(276) A MOdcoh(%X) — MOdCOhQ,Qf, %)

the functor which, to .Z € Mod.n(x), associates the object M where
M, = 4|y, and qﬁffT: M.|u, — M, is the restriction morphism.

Lemma 2.7.7. The natural morphism M — C*(NA))[1] is a quasi-
1somorphism.

Proof. Apply [41, Th. 18.7.4 (ii)] with A = “||”U;, u: A — X. By this
i€l
result, the complex

Fl =0 il = CYAA)) S CEN(A)) 5 -

is exact. Q.E.D.
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Lemma 2.7.8. Let M € Modon (7, % ). Then there ezists an epimorphism
L—M in Mod(«/, %) with L € Modg (<, % ).

Proof. Applying Lemma 2.7.4] we choose for each ¢ € ¥ an epimorphism
L) — M, with a locally free o7, -module L of finite rank. Set

LU = @ L’/T|Uo'
0#TCo

and define the morphism L, — M, by the commutative diagrams in which
T Co:

L, M,

]

L;—|UO' - MT|UU'

For 7 C o, the morphism qiT: L.y, — L, is defined by the morphisms
(ACT):

qo‘,‘r
L.y, —~—L,.

=

L\|u,

Clearly, the family of morphisms qiT satisfies the compatibility conditions
similar to those in diagram (2.7.3)). We have thus constructed an object L €
Mod(«Z, % ), and the family of morphisms L, — M, defines the epimorphism
L—M in Mod(«, % ). Q.E.D.

Proof of Theorem[2.7.5. By Lemma 2.7.8] there exists an exact sequence in
MOdCOh(JZf s %)

(2.7.7) 0— Lygyi1 —— L1 = Lo—> NA)— 0
with the L;’s in Modg(«7, % ) (see Corollary 2.3.5). Consider the complex
(2.7.8) L" =+ — L, — Ly—0.

Hence, we have a quasi-isomorphism L° s, AN ). Using Lemma R.7.6] we
find a quasi-isomorphism

(2.7.9) C* (L") L ¢ (\NA)).
Then, the result follows from Lemma 277 Q.E.D.



Chapter 3

Kernels

3.1 Convolution of kernels: definition

Integral transforms, also called “correspondences”, are of constant use in al-
gebraic and analytic geometry and we refer to the book [33] for an exposition.
Here, we shall develop a similar formalism in the framework of DQ-modules
(i.e., modules over DQ-algebroids).

Consider complex manifolds X; endowed with DQ-algebroids #x, (i =
1,2,...).

Notation 3.1.1. (i) Consider a product of manifolds X x Y x Z. We
denote by p; the i-th projection and by p;; the (i, j)-th projection (e.g.,
p13 is the projection from X7 x X{ x X5 to X; x X3). We use similar
notations for a product of four manifolds.

(i) We write o7 and o7;. instead of oy, and #y,« xe and similarly with
other products. We use the same notations for €.

(iii) When there is no risk of confusion, we do note write the symbols p; *
and similarly with ¢ replaced with 77, etc.

Let % € Db(fgfxixxgﬂ) (1=1,2). We set

L L
K@, K = Py HAB, 1, D

(3.1.1) Lo
~ (W A)®, 0., C € D"(.ey K Ch, B o).
Similarly, for % € DP(@x,xx,,,) (i =1,2), we set

(3.1.2) Rotom , (1, Ha) = R,%”omp;l% (pro 1, pys H5).

91
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Here we identify X; x Xy x X with the diagonal set of X; x X§ x Xy x X,

This tensor product is not well suited to treat DQ-modules. For example,
Axwy # dx W afy. This leads us to introduce a kind of completion of the
tensor product as follows.

Definition 3.1.2. Let % € Db(fgfxixxhl) (1 =1,2). We set

L L L
(3.1.3) R, H = 52—1(%@%)@%22&%
e s 1
= P2 1®pf214271a2 123®p;3142723ap23 2

It is an object of Db(pf;,;zflga) where pi13: X1 X Xo X X3 — X; x X3 is the
projection.

We have a morphism in D" (p; "7y, @ p5 ' /xa):
L L
(3.1.4) K, Hs — HaD,, K,

Note that ([B.1.4) is an isomorphism if X; = pt or X3 = pt.
Definition 3.1.3. Let % € D"(o/x,xxa ) (i = 1,2). We set

L

(3.1.5) o My = Rpun(S8,,46) € Do, xxy),
L b

(3.1.6) A Ay = Rpi (2, 4) € DX (xixxp):

We call )c() the convolution of J# and J# (over X,). If there is no risk of

confusion, we write J#] o 5 for J o 45 and similarly with *.
2

Note that in case where X35 = pt we get:
L
H10Hy o~ Rpu(%@mpz_l%/z),

and in the general case, we have:

L
S o Ay ~ (KR H) o  Fx,
X2 XQXXS’

(3.1.7) L N
~ Rpu ((%@%)@%2(1 %2)’

where p1y is the projection X; x Xy x X§ x X§ — X; x X§. There are
canonical isomorphisms

(3.1.8) e%/l)c() €x, ~ #; and %”XI)? T~ .
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One shall be aware that o and * are not associative in general. (See Propo-
sition .24 ().)

However, if . is a bi-invertible @7y, ®.%/xg-module and the J£’s (i = 1,2)
are as above, there are natural isomorphisms

Mo L~ Kb, L Lot~ LS, K,
Xo 'Xo Xo PXg
(0 L) o Ay~ o( L o ).
X2 X2 X2 X2

For a closed subset A; of X; x X, 41 (i = 1,2), we set

(3.1.9) AjoAy = pi3(pa A NpagAs)
= pua((A1 X A2) N (X7 x Ag x X3)) C X3 X Xs.

Note that if A; is a closed complex analytic subvariety of X; x X7, (i = 1,2)
and py3 is proper on py A1 Npyg Ao, then Aj oAy is a closed complex analytic
subvariety of X; x X§.

Let us still denote by o the convolution of gr;, (.7 )-modules. More precisely
for % € DP(gr;, (x,xxa. ) (i = 1,2), we set

i+1
L L
Zl o) ZQ = Rp14! ((flgo%)®grh(%2a)grh(‘52)).
Proposition 3.1.4. For J%; € Db(ﬂxixxgﬂ) (1 =1,2), we have
(3.1.10) gry(H1 0 ) ~ gry (1) o gry(A2).

Proof. Applying Proposition [[L4.3] it remains to remark that the functor gr,
commutes with the functors of inverse images and proper direct images as
well as with the functor X. Q.E.D.

3.2 Convolution of kernels: finiteness

In this section, we use Notation B.1.1]

Consider complex manifolds X; endowed with DQ-algebroids 7y, (i =
1,2,...). We denote by dx the complex dimension of X and we write for
short d; instead of dy;.

We shall prove the following coherency theorem for DQ-modules by re-
ducing it to the corresponding result for &-modules due to Grauert ([29]).
In the sequel, for a closed subset A of X, we denote by D}, \(x) the full
triangulated subcategory of DP  (7x) consisting of objects supported by A.

coh

We define similarly Dy, , (47y°).
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Theorem 3.2.1. Fori = 1,2, let A; be a closed subset of X; x X;11 and
K € Dgoh,Ai(dXiXxm). Assume that Ay X x, Ay is proper over X1 X X3, and
set A=Ay o Ay. Then the object | o 5 belongs to Dsoh,A(%XlxXg)-

Proof. Since the question is local in X; and X3, we may assume from the
beginning that oy, and @7x, are DQ-algebras.
We shall first show that

L
(3.2.1) 1@, Ho is cohomologically complete.

Since this statement is a local statement on X; x Xy x X3, we may assume
that o7y, is a DQ-algebra. Since J#; and #; may be locally represented by
finite complexes of free modules of finite rank, in order to see (B.2.I]), we may

L
assume #; ~ %Xixxgﬂ (1 =1,2). Then HNRQ , Ho = X, x,xxg 1 cohomo-

L
logically complete by Theorem [LG.Il Hence J#; o #5 = Rpys, (AR %,/"5/2) is
also cohomologically complete by Proposition [L5.12]

L
On the other hand, gr (1 0 5) = Rpis, (Pogn, ®, phygn#s)
b

belongs to D2, (Ox,«xx,) by Grauert’s direct image theorem ([29]). Hence
Theorem [LG6.4] implies that J#; o #; belongs to Dsoh(ﬂ’xlxxg). Q.E.D.
Remark 3.2.2. In [4], its authors use a variant of Theorem B2.1] in the
symplectic case. They assert that the proof follows from Houzel’s finiteness
theorem on modules over sheaves of multiplicatively convex nuclear Fréchet
algebras (see [32]). However, they do not give any proof, details being qual-
ified of “routine”.

Corollary 3.2.3. Let .# and AN be two objects of D°, (/x) and assume
that Supp(.#) N Supp(A") is compact. Then the object RHom , (.4, N)
belongs to D}(C").

Proposition 3.2.4. Let #; € D, (x,xxz,,) (i = 1,2,3) and let £ €

DY (ey,). Set A; = supp (%) and assume that N; X x,,, Niy1 is proper over
Xix Xiyo (i=1,2).

L L
(i) There is a canonical isomorphism (] o )R =5 o o (AHKRZL).
2 2

(ii) There is a canonical isomorphism (] o M) o Hz ~ ,)ifl)c() (,)ifz)c() H3).
2 2 3

X3
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Proof. The morphism (,/"i/l o Jifg)&ﬁf — ,%/1 (,)i/g&i” ) is deduced from the

morphism (we do not write the functors p; -, pw1 for short):
L L L
‘%3“4®g{13a Koy <((‘Q%12“23“ ®pf12am{23a (X %))@)%QG (52) > g)
L L L
= ((42713“4 ®ﬂ13a N7y %2“23) ®ﬂ12a®ﬂ23a&ﬂ4 J W K g) ®g{22a 2

L L L
_) (MQO‘23O‘4 ®Ja712a|2152723a®@74 ((}ifl IX (}5/2 & 3))®%22‘1 %2.

Applying the functor gr;, to this morphism in DP, (@y, « Xaxxt), we get
an isomorphism. This proves the result in view of Corollary [[L4.6]
(ii) By (i), we have

L
(Hi 0 M) 0 Ay = (M o HHA) o @,

:(%1@%&%» .0 s
~ (%, o@%&%@%ﬁ o %,
Xax X§ Xgx X¢
L L L
Then this object is isomorphic to (X 7K. #3) o (€x,XEXx,).

X2><X“><X3><X§‘

L
Similarly, ,%/1 (,%/2 o ,%/3) is isomorphic to (%ﬁ&%&%ﬁ) o (€x,X%x,).

X2><Xa><X3><Xa

Q.E.D.

3.3 Convolution of kernels: duality

The duality morphism for kernels

Denote as usual by pi3: X7 X Xo x X§ — X; x X¢ the projection.

Lemma 3.3.1. For J¥; € Db<%Xi><Xia+1) (1 = 1,2), we have a natural mor-
phism in DP(exaxx,):

(3.3.1) (D'

ﬂX ><Xa Xa '9/X2><Xa

,}5/1) 0 an o (D! Hp) = D’

x| xX§

(A1 o ).
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Proof. We have

! L ,Q/L / / L ! L of
Dy ®,,,wie®,, Dydts ~ (D dRD,43)®,, | wse

12

L L
(DQ%ED;{%)@%QQSG Wgasa/lzsa
L L
= DQ(%@%)(@%@S@W{Z{%@/BG
L
~ Ritom,,,, . (HKIL, ngasa/lsa)-
Hence we have morphisms
/ L o L / L o
@ﬂ%fl@%a Wi &, v R,%”omdm%a (KA, W12a3a/13a)
L L L
o
— R,%Ompl—alﬂma ((%E%)@VQ{%G (52, wlzaga/lga ®,;z¢22a (52)
L
— RAom -1, (R, A, D1 Ai3a[2ds5)).

The last arrow is induced by (2.5.7). Taking Rpi3,, we obtain
L L
(D) o wiy o (DiyHa) =~ Rpig (D)8, wsl ®,,, (Dl A2))

L
— Rp13*R%0mp;31d13a (%/1@%2‘%/% Pr3 e [2d5))
SN R,%”omdm (A )?2 Mo, H3a).

Here the last isomorphism is given by the Poincaré duality. Q.E.D.

Serre duality

Let us recall the Serre duality for &-modules. Let X and Y be complex
manifolds. Denote by f: X x Y — X the projection, by wy = Q¥ [dy] the

L
dualizing complex on Y and by wxxy/x := OxKwy the relative dualizing
complex. For &4 € DY (Ox), we set

coh

L
'Y = f_1g®f—1ﬁXwXXY/X-

Theorem 3.3.2. For # € DY (Oxyy) and 4 € DY, (Ox), we have a mor-
phism

(3.3.2) Rf.RAom ,, (Z, f'q) — Ritom , (RHATF,9).

If the support of F is proper over X, then this morphism is an isomorphism.
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This result is classical and we shall only recall a construction of the mor-
phism ([B.3.2) adapted to our study. Since Qy has a Zy"-module structure,
we may regard wxyy/x as an object of DP(Ox X 2{P). By the de Rham
theorem, we have an isomorphism:

L
WxxY/X g, Oy ~ 10y [2dy].

L
By composing with the morphism wxy/x — Wxxy/X By Oy, we get a mor-
phism in D°(f~10y):

wxxy/x — [ Ox[2dy].
Now we have a chain of morphisms in D®(f~10y)

L
RAtom, (. f'9) = Rtom, (F ['92, ., wxv/x)

L
— Re%”omf_lﬁx(ﬁ, f_lg@)f_lﬁxf_lﬁ)(pdy])
~ RAom; ., (7, 9 [2dy)).

On the other hand, the Poincaré duality gives an isomorphism

RfRAom 1y (F, [ (2dy]) ~ Rotom , (RAF,9).

Duality for kernels

Let X; be complex manifolds of dimension d; and let .7y, be DQ-algebroids
on X; (i=1,2,3).

As in Notation B.I1.1] we often write for short X;; instead of X; x X, Xjja
instead of X; x X¢, etc. We also write <; instead of @, , etc. and ij/i
instead of X;;/X; etc.

Theorem 3.3.3. Let J#; € Dg,(@x,xxe,) (i = 1,2). We assume that

coh

Supp (1) X x, Supp(H#2) is proper over X1 x X§. Then the natural morphism

(see B.3.1D)

(3.3.3) (D, #1) o, wity ©,(Diy o) = Diy(Hi o o)

1S an isomorphism in ch)oh<”Q7Xf><X3>'
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Proof. Since the question is local on X; x X§, we may assume that gr,(#x, )
and gr,(«x,) are isomorphic to Ox, and Ox,, respectively. Applying the
functor gr;,, we get

gu,(Dly (H2) 0w, o D, (1))
L
~ Rpi3, (ijom 0123 (p>{2grﬁ(‘%/1)®ﬁ123p;3grﬁ(‘%/2>7 wX123/X13>>

L
~ RAom 5 (Rp1si (12804 (A1) By, Prs8Ti(H2)), O1s)
~ g, (D, (1 0 H3)).

Here the second isomorphism follows from Theorem B.3.2. Hence (8.3.3)) is
an isomorphism by Corollary [[.4.0l Q.E.D.

Recall that D denotes the duality functor for Ch-modules: (see (LLII)) and
(+)* the duality functor on D}(C") (see (LL2)).

Corollary 3.3.4. Let .# and AN be two objects of DP | (ax).

coh

(i) There is a natural morphism in DP(C")
L
(3.3.4) RHode(JV,w)‘f®ﬂxﬁ) — (RHom , (4, )"

(ii) If Supp(A) N Supp(A) is compact, then [B.34) is an isomorphism in

D}(Ch).
Proof. (i) In Lemma B3], take X; = X3 = pt, Xo = X, ] = A4 and
Sy =D, M.
(ii) follows from Theorem B.3.3 Q.E.D.

In particular, if X is compact, then .Z — w¢ ®,,. A is a Serre functor
on the triangulated category D, (@y).

coh

Remark 3.3.5. For .7; € Db(d}("i‘;xqﬂ) (i = 1,2), one can define their prod-

L

uct F1® o H2 similarly as in Definition B.1.2land their convolution similarly
R

as in Definition B.I.3 (Details are left to the reader.) One introduces

(3.3.5) W =M @, w
and for .Z € DP(/i°), one defines its dual by setting
(3.3.6) Dl = RAom yoc(M, Fi°) € DP(y).

Then Theorems 3.2.1] and extend to good &7'°°-modules.
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Theorem 3.3.6. Let A; be a closed subset of X; x X;11 (1 = 1,2) and
assume that Ay Xx, Ay is proper over X; x X3. Set A = Ay o Ay, Let
H; € ng,/\,-(%)gcxxgﬂ) (1t = 1,2). Then the object J#; o 5 belongs to

ngA(szf)l(olcxxg) and we have a natural isomorphism
loc
D,(H1) o wye o D (H) =5 Dl (A o H).
Xg 2 Xg Xo

Proof of Theorem [2.5.7

We are now ready to give a proof of Theorem 257 In Theorem [B.3.3] set
X1 =Xy,=X3=X%and # = #; = Ex.. Then we obtain

Dl %xe 0 w 0 DYy Gxe = Dy (Gxo 0 Cxe) = Dy (€xe).

By applying o(D’,%x.)®!, we obtain D/ %y« )o(w;‘? ~ Ex.

3.4 Action of kernels on Grothendieck groups

Grothendieck group

For an abelian or a triangulated category %, we denote as usual by K(%) its
Grothendieck group. For an object M of €, we denote by [M] its image in
K(%). Recall that if € is abelian, then K(%') ~ K(D®(%)).

If Ais a ring, we write K(A) instead of K(Mod(A)) and write K., (A)
instead of K(Modon(A)).

In this subsection, we will adapt to DQ-modules well-known arguments
concerning the Grothendieck group of filtered objects. References are made
to [37, Ch. 2.2].

For a closed subset A of X, we shall write for short:

Keona (Zx) = K(Dlgoh,A("Q{X))? Keon,a(gr,@x) := K(Dgoh,A(grhWX))a
Kgd,A(JZ{)l(OC): K(ng,/\(%)l(oc))-

Recall that for an open subset U of X and .# € Mod., (#/5°), an ;-
submodule .#; of |y is called a lattice of .# on U if .4 is coherent over
oy and generates A |y.

Lemma 3.4.1. Let 0 - & — # — N — 0 be an exact sequence in
Modeon (2752°).  Then there locally exist lattices %y, My and Ny of L, M
and N respectively, such that this sequence induces an exact sequence of

2y -modules: 0 — Lo — My — Ny — 0.
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Proof. (i) Let ., be a lattice of .# and let .45 be its image in .4". We set
Lo = MyN L. These o/x-modules give rise to the exact sequence of the
statement and it remains to check that %, and .44 are lattices of .Z and .4,
respectively.

(ii) Clearly, 4 generates .4, and being finitely generated, it is coherent over
x.

(iii) Let us show that % is a lattice of .Z. Being the kernel of the morphism
My — N, £ is coherent. Since the functor (-)IOC is exact, the sequence
0 — Ll — AP — A°° — 0 is exact. Therefore, £ ~ . Q.E.D.

Lemma 3.4.2. Let A € Modeon(52°), let U be a relatively compact open
subset of X and assume that there exists a lattice My of A in a neighborhood
of the closure U of U. Then the image of #y in Keon(gry<y) depends only
on M .

Proof. (i) Recall that [gr,.#;] denotes the image of gr,.#, in Keon(gr,<4).
First, remark that for N € N, the two gr,«/x-modules gr,.#, and gr,h™N .4,
are isomorphic, which implies

(v, o) = [grh™ ).
(ii) Now consider another lattice .#; of .# on U. Since .4 is an o/i°-
module of finite type and .Z generates .#, there exists n > 1 such that

Moy C h™" . Similarly, there exists m > 1 with .#] C h™™.#,, so that we
have the inclusions

W™ty C WM C M.

Using (i) we may replace . with h™.#]. Hence, changing our notations,
we may assure
(3.4.1) W™ Mo C M C M.
(iii) Assume m = 1 in B4T)). Using h™.#; C h™.#,, we get the exact
sequences

0 — M| htly — Mo h Mo — Mo M5 — 0,

0 — hotty| htty — M)Wty — My htly — 0,
and the result follows in this case.
(iv) Now we argue by induction on m in ([B.4.]]) and we assume the result is
true for m — 1 with m > 2. Set

MY ="M+ M,

Then ho#t] C M) C M and K" sty C M} C M. Then the result follows
from (iii) and the induction hypothesis. Q.E.D.
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We set

~

(342) KCOh,A(grhﬂ’X) = l'ﬁchoh,A(grﬁﬂU).
U

where U ranges over the family of relatively compact open subsets of X.
Using Lemma B.4.2] we get:

Proposition 3.4.3. There is a natural morphism of groups
&Ly Kgd,/\(%)l(oc) - I/zcoh,A(f:’;rh'Qf/X»
Remark that when X = pt, the morphism in Proposition reduces
to the isomorphism
(3.4.3) K (C™o0) 22 K4(C),
and both are isomorphic to Z by [M] — dim M.

Kernels

Consider the situation of Theorem B.2Z.Jl Let A; be a closed subset of X; x
Xi11 (1 = 1,2) and assume that Ay X x, Ay is proper over X; x X3. Set
A = Ay o Ay. Since the convolution of kernels commutes with distinguished
triangles, it factors through the Grothendieck groups. Moreover, one can
define the convolution of gr,.ox-kernels and a variant of Theorem B.2.T] with
a/x replaced with gr,.o7y is well-known. Since the functor gr, commutes with
the convolution of kernels, the diagram below commutes:

(3.4.4)  Ob(Dgyp,a, (2a)) x Ob(Dgyy, a, (30 )) —— Ob(Dgyy, a(Hi30))

l C

Kcoh,A1 (MZG) X Kcoh7A2 (%3“) Kcoh7A(~Q{13a)
[ o
Kcoh7A1 (grﬁMZ‘l ) X Kcoh7A2 (grﬁf%?ﬂ ) Kcoh,A (grﬁv(z{lfﬂa ) .

Similarly to (B.4.4]), the diagram below commutes:

(3.4.5)  Ob(Dbyy, (9755)) x Ob(Dhy o, (5¢)) — Ob (Db  (e#55))

| o

Kgan, (455) X Kgan, (555) Kga,a (4755)

lgrh Xgry lgrh
(o]

I/icoh,Al (grhéyma ) X I/icoh,Ag (grh%fia ) I/icoh,A<grh=5M13a ) .
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Chapter 4

Hochschild classes

4.1 Hochschild homology and Hochschild classes

Let X be a complex manifold and let «/x be a DQ-algebroid. Recall that
0x: X — X x X% is the diagonal embedding. We define the Hochschild
homology HH(x) of &/x by:

AL1)  HH() =65 (Gxa® @), an object of DP(Ch).

Dx xxa

Note that by Theorem 2.5.7] we get the isomorphisms:

HH () ~ 5;(1R,%”0m%(xxa (Diafxaxx%xa, Cx)

—1 dR—1
~ Oy R,}fomdmxa(wx@ ,Cx).
We have also the isomorphisms

A1 ~ P s R
RAom , (W™, Cx) = RAom, (w0 QWi Wy o0 Ex)

X
~ Rstom, . (%X, wid).

One shall be aware that the composition of these isomorphisms does not
coincide in general with the composition of

A1 -~ g1 o of
RAtom ,  (wy® ", €x) ~ RHAom, _ (0¥ wy,Ex owy)

We shall see that they differ up to hhx(wx) o (see Lemma 34 below). For
that reason, we shall not identify HH(#x) and R#om , _ (%x, wg).

103
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Lemma 4.1.1. Let # € D, (/x). There are natural morphisms in D (xyxa):

coh coh
L
(4.1.2) w® N — ARD, M
L
(4.1.3) MRD, M — Cx.
Proof. (i) We have

RAom,, (M, M) = (Dlydl)S,, M

12

L L
~ Cxe®,, (ARD,M)

L
~ R%”omdxma(w;?%@*l,///EDfd ).

The identity of Hom , (.#,.#) defines the desired morphism.
(ii) Applying the duality functor D, to ELZ), we get (L1.3). Q.E.D.

Let .# € DP, (o/x). We have the chain of morphisms

coh

~

RAom, (M, M) & DS, M
L
~ Gxatd,  (MED,M)
L
— (gX(l@ﬂXxXa(gX:HH(%X)'

(4.1.4)

We get a map

Hom , (A, #) — ngpp(///) (X HH(x)).
For w € End(.#), the image of u gives an element
(4.1.5) hhy (A 1)) € Heypp ) (X3 HH ().
Notation 4.1.2. For a closed subset A of X, we set
(4.1.6) HH, (o) := H'RD A (X HH(x)).

Definition 4.1.3. Let .# € DY, \(#/x). Weset hhy (.#) = hhx((.#,id 4)) €
HH, («7x) and call it the Hochschild class of ..

Lemma 4.1.4. Let .# € D®, (o/x). The composition of the two morphisms
@I2) and EI3):
L
wl @ — ARD M — Cx

coincides with the Hochschild class hhx (#) when identifying HH (/) with
RAtom ,,  (w{®", %x).
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Proof. The Hochschild class hhx (.#) is the image of id_, by the composition

L
RAom , (M, M) =~ R,%fomdmxa(wfég’l MRD', A
— Rffomdxma(wg@@ L &x) =~ HH(x).

Q.E.D.

Theorem 4.1.5. The Hochschild class is additive with respect to distin-
quished triangles. In other words, for a distinguished triangle M — M —

A" in DP (), we have

coh

(4.1.7) hhy (.#) = hhy(#") + hhx(#").
Proof. Although the bifunctor -® * is not internal to our category, the
theorem of May [49] is easily adapted to this situation. Q.E.D.

By this result, the Hochschild class factorizes through the Grothendieck
group. Therefore, if A is a closed subset of X, we have the morphisms

(4.1.8) Do a(#x) = Keona (#x) — HH, (o).

Duality

Denote by s: X x X* — X% x X the map (x,y) — (y,z) and recall that dx
is the diagonal embedding. Then s o dx = 0x, s '6x ~ Cxa, s " xxxe
Axayx and we obtain the isomorphisms

L
HH(tx) = 65 (Cxa®,, . Cx)

12

5515 (Gxa,, )

~ 0y (S’I%Xa@) s 16x)

Silﬂxxxa
L
~ 0N (Ex®,,,  Exe) = HH(dxa).

After identifying HH(</x) and HH(xa) by the isomorphism above, we

have:
(4.1.9) hhx« (D', #) = hhx (A ).

Remark 4.1.6. Let &7 be a DQ-algebroid and let & be an inverstible C"-
algebroid on X. Then

(4.1.10) A7 = Q. P
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is a DQ-algebroid on X. We have the natural equivalences
(e P)7" = (I 7)P,
0y (o "R 7)P) =~ o3 (/R( 7).
We deduce the isomorphism

(4.1.11) HH(etx) ~ HH(LD).

4.2 Composition of Hochschild classes

Let X; be complex manifolds endowed with DQ-algebroids <y, (i = 1,2,3)
and denote as usual by p;; the projection from X; x X, x X3 to X; x X
(1<i<j<3).
Proposition 4.2.1. There is a natural morphism

o : Rpus (pry HH(ﬂfxlxXa)@)Pz 3 HH(xxxg)) — HH(xxxg)-

Proof. (i) Set Z; = X; x X#. We shall denote by the same letter p;; the
projection from Zy x Zy x Zs to Z; X Zj.
We have

HH (A, xX;)

L L L
~ (CxNbx,)®,, a((g&@(gxa)
~ R,%”omﬂ (wX l&wX@) L &x, &‘KX o)

zReﬁfomMZin?((wg@’—leg;@ 1)®d Wi, (Bx, K.« )®%X;w§;’})

J

L
N do-1 /
~ R,%”omﬂz_ o (wy,” Wy, (gxi@wxja)-

Set Si] —wX I&ng € Dcoh('W/ZixZ;-‘) and K, %X &wxa € Dcoh(vQ{ZiXZ;l)'
Then we get

HH (A x,xxa) = Rj‘fomdzi (SZ], Ki;).
Thus we obtain a morphism in D*(C%, _ , )
szlHH(lexXg)éPz_slHH(WXng)
= paRAom,, (S, K)epp RoAom,, . (Sas, Kan)

L L
— p131R%0m5‘{Zl><Z§L (S12@J<{22 523, K12@£{22 K23) .
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We get a morphism
L
Rp1sy (P12 HH(x, < x3)@pag HH(x,x3))

(4.2.1) ’ )
— Rplg!Rj‘fomﬂlez (512@%22523,K12@ﬂ22f(23).

§
(ii) We have a morphism
L
C§(2 — R,%”omﬂzg (%Xg, (gxg) ~ (gxg@ﬂ%w;é@il,
which induces the morphism:
—1 AO—1ps SO L SO
P (wy,” M) = (wy," Wex)®,, (wy,” Kx),
that is, the morphism in D (477, za):
L
(422) 513 — Rp13*<512@ﬂ22»§23>.
(iii) We have a morphism (see (Z5.7)):
s\ L o 1 o o
(%Xlgwxg)@g% (%ngwxg) — P13 (%Xlgwxg)[deL
which induces the morphism in D®(47, « za):
L
(423) Rp13!(K12@@7Z2KZ3) — Klg.
(iv) Using (£.22) and (£2.3)) we obtain

L L
Rplg!R,%”omdzl s (512@3{22 593, K12@%Z2 K23)

a
3

(424) L pa (Rprs.(S1o6,, Sas), Rpron(K1o®,, Ko3)
om g, x 28 P13+ 128, P23) P13, 128, 4423
_)R%OT”%Z ZG(SL‘%)KlS) QHH(%XIXX:?).
1X4g
Combining (£2.1]) and (£24), we get the result. Q.E.D.

Let us denote by Xg the real underlying manifold to X and by wg’ the
topological dualizing complex of the space Xr with coefficients in C". Note
that X being smooth and oriented, w? is isomorphic to C% [2dx].

Corollary 4.2.2. There is a canonical morphism HH (<) @ HH(x) —

top
w X

Proof. Let us apply Proposition 2. T]with X, = X, X; = X3 = pt. Denoting
by ax the map X — pt, we get the morphism Rax,(HH (o) @QHH(x)) —
Cgt. By adjunction we get the desired morphism. Q.E.D.
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4.3 Main theorem

Consider five manifolds X; endowed with DQ-algebroids 7y, (i =1,...,5).

Notation 4.3.1. In the sequel and until the end of this section, when there
is no risk of confusion, we use the following conventions.

(i) For 4,7 € {1,2,3,4,5}, we set Xj; := X; x Xj, Xjju:= X; x X{ and
similarly with X, etc.

(ii) We sometimes omit the symbols p;;, pij, , pl-_jl, etc.

(iii) We Write 7 instead of x,, . instead of #x, , and similarly with
i, w;?, etc., and we write 0 instead of o, x 1nstead of ;(k Jtom  instead

X,z

of Aom , and ®; instead of ®,, and similarly with ij%, ijk, etc.
(iv) We write D’ instead of D/, and wx instead of w .

(v) We often identify an invertible object of DP(.&/x ® /xa) with an object
of DP(.@y «x«) supported by the diagonal.

(vi) We identify (X; x X{)* with X x X;.

Let A;; € X;; (i = 1,2, j =i+ 1) be a closed subset and assume that
A1o X x, Aog is proper over X; x X3. Using Proposition .21l we get a map

(4'3'1) (2) : HHA12 (”Q{Xma) X HHA23(”Q{X23¢1) — HHA12OA23 (”Q{Xma)'
For Cy; € HHy,; (9x,,0) (i = 1,2, j =i+ 1), we obtain a class

(432) C(12 (2) C(23 € HHA120A23 ('/Q{Xma )

The morphism (‘51a®
the exterior product

%ﬂl) (G20 ®22a652) (%ﬂwza@mlwa%g) induces

11@

(433) X : HHAl(%Xl) X HHAQ(JZf)Q) — HHAleg(vQ{XlxXg)
for A, C X; (1 =1,2).

Lemma 4.3.2. Let Aj; C Xj; (1 = 1,2,3, j = i+1)and assume that Ai; X x;
Ajj is proper over Xy, (i = 1,2, j =i+1, k= j+1). Let C;; € HHy,, (fngxma)
(i=1,2,3,j=i+1).

(a) One has (Cha o Cas) 3034 =Ch 8(023 ° Cs4).
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(b) For Cys € HH(x,,..) we have

(012 X 034) 2040245 = (1o 2(034 2 C'245)-

(C) Set CAi = thiia (CKXJ Then Clg (2) CAQ = CAI (13012 = 012.

(d) (012 &CAS) 2(§a 023 = 012(23023. Here Clg @CAS € HHAIQXAS(%XlﬂlSSG) 18

regarded as an element of HHA ,x Ay (9 150) (25000 ) -

Proof. The proof of (a) and (b) is left to the reader and (@) follows from
Lemma B34 below. Indeed, @, in (£37) is equal to the identity when
JH = %x since the functor & — %;ZgwggD’%/ is isomorphic to the

identity functor.
(d) follows from (b) and (c). Q.E.D.

In order to prove Theorem [4.3.5] below, we need some lemmas.

Lemma 4.3.3. Let # € DP, (ox,,.). Then, there are natural morphisms
in DP(x, )

(

4.3.4) WPt = * D,
(4.3.5

) g%/nggD;{%/—)%.
Proof. (i) By ({I2), we have a morphism in D®(#x ,.,..)

Wt — HRD,H .

L
Applying the functor «®,,, %>, we obtain

22a
~1, @1 81 s ®-15
pllawl — wl & (D%(g2® %2) — w12a ®

By adjunction, we get (£3.4]).
(ii) By @IL3), we have a morphism in DP(#x ,.,..)

L
% — (HED,H) R,y Go.

229 22a

A KD A — 6oa.
L
Applying the functor *®,,,ws, we obtain

L L L
(:%/ED;W%/) ®22a Wy — (512a® Wy — %1@@@2 [2d2]

224

Here the last arrow is given by (2.5.7). By adjunction, we get (Z31). Q.E.D.



110 CHAPTER 4. HOCHSCHILD CLASSES

For the sake of brevity, we shall write I'yHom instead of H°(RT'\RZom ).
Let Ay5 be a closed subset of X; x X§ and A, a closed subset of X,. Let
A € Db (ex,,.) with support Aj5. We assume

coh
(4.3.6)  Ay2 xx, Ay is proper over X;.
We define the map
(4.3.7) P : HHp, (x,) — HHa 00, (x,)

as the composition of the sequence of maps

HH,, (9%) ~ I'y,Hom,,. (W§™, %)
L L
— FAIQXXQAQHomHa(%@Z(w?_l nggD;{%), H R,(C nggD;{%/))

L L
= Taspon, Hom o (Rp1, (@, (w5 0 wa 9Dy K)), Rpuy(H @,(62 gwa 9 DLy )
~ T pon, Hom o (% D', H owy o D, %)

— TA12OA2H0m11a (w?_l, %1) ~ HHA12OA2 (M)

L
The first arrow is obtained by applying the functor & — # ' ®,(Z 0ws 0 D',x),
The last arrow is associated with the morphisms in Lemma [4.3.3

Lemma 4.3.4. The map @ : HHp,(ox,) — HHp o0, (#x,) in [@310) is
the map hhx . () o given in [E32).

Proof. In the proof, we do not write Ajs and Ay. Let A = hhys (%) €
HH (% 2.) and let Ay € HH(o%). We regard A as a morphism on Xjgagqa:

A Wiy = HRD,H — G

We regard Ay as a morphism w$ ™' — €. Then ® 4 ()\;) is obtained as the
composition

L
wfg’_l — %;D;{Jif — Rpl*(%@Q(w§_1 nggD;,Ji/))

L
N Rpl,(%/QQ(‘KgnggD;{%f)) — %nggD;{%fﬁ‘ﬁl.

In the following diagram in the category DP(#. X C§f2xXé‘>’ we write D’
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instead of D/, for sake of brevity:

prewy
®-1 L o-1 gy L
(Wi ™ K20 )®y00ws5 (Wi B2 ) @500 C2
_ _ L _ Ao _ _ L
(@P T BwiT ) 9 wea)@gpawy T > (W T BIWETY) 9 w2a) @400 %2
_1, L _ A2 4. L L
(w2 gwiya )@ypawh ™ ———> (w2 gwisa )Bp0. %2 (ABD'H) 0 waa)Bgga G
ey ®-1 A2 ey , L
(H B gD K )@gpawy ™~ ————> (A B 9 D' A )@y 6 (G120 2 wra)®gpa G
! ! !
L _ A2 L L
X@Q(wg’ 1 ow29 D) ———— H R, (€2 owz9 D¢ (61 8w20) D4y Co
B oy & KCh . [2d2)
X@QD H 1 X, 2].

Here we used wy 0 L ~ L 0 woa. This diagram commutes, and the rows on the
2 2a

L
top and the right columns pyhw? ™" — (wy g(%@Dfd%))@ma‘gg — PG

induce Ao A\y: wP ' — %] by adjunction. Therefore, the diagram

_ / ~ ®-1 /
w® 1_>J£/>5Dﬂ,%/_>,%f>5(w2 nggD%%)

\ lh

AOAQ@E 2 (2) D;{'%/
¢

commutes, which gives the result since the composition of the rows on the
top and the vertical arrows is @ (). Q.E.D.

Theorem 4.3.5. Let A; be a closed subset of X; x X;iq (1 = 1,2) and
assume that Ay Xx, Ay is proper over X; x X3. Set A = Ay o Ay, Let
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ji/i c Dth,Ai(%XiXXf_H) (’L = 1, 2) Then
(43.9) bhiy,,, (4 0 3) = b, () o b, (5)
as elements of HHp (#x, xxg)-

Proof. For the sake of simplicity, we assume that X3 = pt. Consider the
diagram in which we set Ay = hhy(.%5) € HH(<?y,) ~ Hom (wy ™', %) and
we write D’ instead of D’ :

G e KU g gD e gy gun gD —— 4,
/
0 o(HKID ) 0wy 0 D'
!
(1 9 J2)BID' g 9wy 9 D'
!
S (M g HR)RD () 9 ) g

Here, the left horizontal arrow on the top is the composition of the morphisms
wP Tt = oA SD;{% — gw?’l nggD;{%{. The composition of the

arrows on the bottom is hh; (7] o J#3) by Lemma [.1.4] and the composition
of the arrows on the top is @, (hhy(%3)). Hence, the assertion follows from
the commutativity of the diagram by Lemma [4.3.4 Q.E.D.

Recall Diagram B.4.4l Using (4.1.8]), we get the commutative diagram

o

(439) Kcoh,A1 (%2“) X Kcoh,Ag (%3‘1) - Kcoh,A(f/Q{l?;a)

lhhlga
o

I‘II’IA1 (ﬂflga) X I‘II’IA2 (%3(1) —_— HHA(%&;).

lhhlga X hh23a

Remark 4.3.6. (i) The fact that Hochschild homology of &-modules is func-
torial seems to be well-known, although we do not know any paper in which
it is explicitly stated (for closely related results, see e.g., [58] 14}, 33]).

(ii) In [I5], its authors interpret Hochschild homology as a morphism of func-
tors and the action of kernels as a 2-morphism in a suitable 2-category. Its
authors claim that the the relation @, o®» = @4, follows by gen-

eral arguments on 2-categories. Their result applies in a general framework
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including in particular &-modules in the algebraic case and presumably DQ-
modules but the precise axioms are not specified in loc. cit. See also [58] for
related results. Note that, as far as we understand, these authors do not in-
troduce the convolution of Hochschild homologies and they did not consider
Lemma [£.3.4] nor Theorem

Index

Let K be a field, let M € D}(K) and let u € End(M). One sets
tr(u, M) =Y (=1)" te(H'(u): H'(M) — H'(M)),

1EZ
X(M) =) (1) dimg (H'(M)).
i€z
If X = pt, then HH () is isomorphic to C", and DY, («/x) = D}(C").

Recall that we have set .#'°° = C"°° @, .#. For M € D?(Ch) and
u € End(M), we have

(4.3.10) hhy (M, u)) = tr(u'c, M),
In particular,
hhy (M) = x(M™).
Moreover, we have
X(M) = x(gry(M))
= > (~1)/(dime(C & H'(M)) — dime Tor{" (C, H'(M))).

€L

In the sequel, we set
V(M) o= x (M),

As a particular case of Theorem [M.3.5 consider two objects .# and
A in DP | (@) and assume that Supp(.#) N Supp(.4’) is compact. Then

coh

RHom , (. ,./") belongs to D}(C") and
X(RHom,, (.4, 4)) = hhy (DLl 0. A)
= hhy(D, ) ;th(,/V)
= hhy(4Z) ;)(hhx(,/i/).
Note that we have
X(RHom , (A4, .A4)) = x(RHom (', 4"))
= X(RHomgrﬁ(dX)(grh(//)a grh(‘/j/)))'
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4.4 Graded and localized Hochschild classes

Graded Hochschild classes

Similarly to the case of @7x, one defines

L
HH (g0 (7 x) = er(xa)y o 8n(Ex).

Note that HH (gr),(# y)) ~ C(}%@HH(%X) and there is a natural morphism
gt HH(A) = HH(gr,( ).
Notation 4.4.1. For a closed subset A of X, we set
(4.4.1) HH, (gr),ox ) := H°RTA(X; HH (gr, (o ))).
We also need to introduce

(4.4.2) HH (g ) := lim HH, (gr, ),
U

where U ranges over the family of relatively compact open subsets of X.
For .# € D!, (gr,(/x)), one defines its Hochschild class hhy (.#) by the

coh

same construction as for @/x-modules. For .Z € D, (o), we have:

gry(hhx (.#)) = hhy (gr,(4)).
Theorem obviously also holds when replacing <7y with gr, (7).

Corollary 4.4.2. Let A; be a closed subset of X; x X;41 (i = 1,2) and
assume that Ay X x, Ay is proper over Xy X X3. Set A = AjoNy. Let % €

D]cooh,m(gl"h(%xixxgﬂ)) (1=1,2). Then
(4.4.3) hhy ,, () o H#5) = hhy,,, () o hhx,,, ()
as elements of HHa (g1, xx2)-

It follows that the diagram below commutes

o

(444) Kcoh,A1 (grth{Ha) X Kcoh,Ag (grh%?ﬂ) - Kcoh,A (grhﬂ{l?ﬂ)

. o

HHy, (gr),#120) X HHy, (g1, o730 ) —— HH (g1, %230 ).

We shall study the Hochschild class of &-modules with some details in
Chapter
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Hochschild classes for o7;°°
One defines

L
HH () = ‘f)lé’ff@%lgcxa(f)lé’c.

We have HH (/y?°) ~ C™°° @, HH (/). and there is a natural morphism
()0 HH(x) — HH(IYC).

For .7 € Db, (&/°), one defines its Hochschild class hhx(.%) by the same

coh

construction as for @x-modules. For .#Z € DY, (o), setting .#4'¢ =
Chloc Qcn A , we have

(hhy ()" = hhx (™).

Recall that the notion of good modules and the category ng(szf)l(oc) have
been given in Definition[2.3.16l One immediately deduces from Theorem [4.3.5
the following:

Corollary 4.4.3. Let A; be a closed subset of X; x X;11 (i = 1,2) and
assume that Ay Xx, Ay is proper over X; x X3. Set A = Ay o Ay, Let
i € ng,Ai(W)l(gch;lﬂ) (1=1,2). Then

(445) bl (4 © ) = By, (1) 0 b, ()

as elements of HHA (S, vg)-

Using Proposition B.4.3]and the additivity of the Hochschild class in The-
orem .15 we find that there is a natural map

(4.4.6) Keona (1,9 ) — HH, (g1, 97 ).

For ./ € Dy \(#/¥°), we denote by HH?(///) the image of .#Z by the se-
quence of maps

DYy o (%) — Keona(grp o) — HH, (g1, x).

Let A; be a closed subset of X; x X;,1 (i = 1,2) and assume that A; X x, As
is proper over X; x X3. Set A = Aj o As.
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Using the commutativity of Diagrams B.4.5] we get that the diagram
below commutes

o

(44.7)  Ob(DYyy, (5)) x Ob (DY, (56)) — Ob (DY , (755))

grhl grhl
[}

I?coh,Al (grﬁfgfl?’) X I?coh,Ag (grﬁf%?ﬂ) I?coh,A(grﬁéMIB‘l)

| C

HHy, (g1 10) x HHy, (81,730 HH (1) h30).
In other words,
(4.4.8) hby (7 0 Ha) = hhiyya (1) © by (F3).

Corollary 4.4.4. Let /4, N € Dpy(e/°) and assume that Supp(.4) N
Supp(.A4) is compact. Then RHom , (.#,.A") belongs to D}(C") and

X(RHom o (A, ) = Bhiga (D) ohbix (A)
= Dhy () ohhy(A).
Proof. One has by (3.4.3)
X(RHom%lgc(//, A7) = hhy (D, o N)
= Dby, (D))t 0 A) = hhiya (D!, ) o hliy (A)
and the last equality follows from (LT1.9]). Q.E.D.

Remark 4.4.5. In the algebraic case, that is, in the situation of § 27, one
should replace Kcoh A with Keona and HHA(grhﬂ’X) with HH (gr, ).

We shall explain how to calculate Hﬁi in Chapter



Chapter 5

The commutative case

We shall make the link between the Hochschild class and the Chern and
Euler classes of coherent &x-modules, following [35], an unpublished letter
from the first named author (M.K) to the second (P.S), dated 18/11/1991.

5.1 Hochschild class of J-modules

In this section, we shall study the Hochschild class in the particular case of
a trivial deformation. In this case, the formal parameter h doesn’t play any
role, and we may work with &-modules. We shall use the same notations
for Ox-modules as for (O x[[h]], x)-modules where * is the usual commutative
product.

Note that the results of this section are well known from the specialists.

Let us quote in particular [14] [15, [33] 48|, 53, 58, [63].

Let (X, Ox) be a complex manifold of complex dimension dy. As usual,
we denote by dx: X < X x X the diagonal embedding. We denote by 2%
the sheaf of holomorphic i-forms and one sets Qx := Q% . We set

Wx i — QX [dx]
We denote by D/, and Dy the duality functors
Dy(F) = Rotom , (F,0x), De(F)=RiAom, (F,wx).

When there is no risk of confusion, we write D" and D instead of D, and Dy,
respectively.

Let f: X — Y be a morphism of complex manifolds. For ¢ € D(0y),
we set

L
['Y = 0x®,.,, 9.

117
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We use the notation HY(f*): Mod(0y) — Mod(Ox) for the (non derived)
inverse image functor.
The Hochschild homology of Oy is given by:

(5.1.1) HH(Ox) = 6%0x,0x, an object of D*(O).

Note that dx >~ dx. ~ Rdx., and moreover

L L
(512) 5X*HH(ﬁx) ~ 5)(*(@))(@5}(5)(*@)()) ~ 5X*ﬁX®ﬁx><X5X* ﬁx.

By reformulating the construction of the Hochschild class for modules over
DQ-algebroids, we get

Definition 5.1.1. For % € DP, (Ox), we define its Hochschild class hhy (%) €
HO

Supp 7 (X 0%0x,Ox) as the composition

(5.1.3) Ox — Rotom ,; (F,F) =5 0x(FRD'F) — 63 0x.Ox.

Here the morphism FZXD'# — §x,0x is deduced from the morphism
L

0x(FRD'F) = F©, D'F — Ox by adjunction.

Applying Theorem [£3.5] we get that for two complex manifolds X and
Y and for % € D, (Ox) and 4 € D®, (Oy), we have

coh coh

Let f: X — Y be a morphism of complex manifolds and denote by
[y C X x Y its graph. We denote by hhxy(Or,) the Hochschild class of
the coherent Oy y-module Or I Hence

th><Y<ﬁFf> c HO(X X Y;HH(ﬁxxy)).
Applying Theorem [£37] we get
Corollary 5.1.2. (i) Let 4 € D>, (Oy). Then

coh

hhx<f*g) = thXY<ﬁFf) e} hhy(g)

(ii) Let # € D2, (Ox) and assume that f is proper on Supp(.F). Then

coh
hhy(R,flﬁ) == hhx(g) e} thXy(ﬁpf).

In Proposition b.1.3] and B.2.3 below, we give a more direct description
of the maps thXY<ﬁFf) o and OthXy<ﬁ[‘f).
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Proposition 5.1.3. Let f: X — Y be a morphism of complex manifolds.

(i) There is a canonical morphism

(ii) This morphism together with the isomorphism Ox < f*Oy induces a
morphism

and for 4 € D2, (Oy), we have

coh

(5.1.6) hhy (f*9) = f*hhy(9).

Proof. (i) Consider the diagram

(5.1.7) X—2 X xX

~
=
-

y —

Then we have morphisms
F050y Oy =~ 5% [0y Oy — Sx0x.f" Oy ~ §50x.Ox.
Here the arrow f*c?y* — dx,f* is deduced by adjunction from
dvi = Ov.RfS" = Rfdx.f".
(ii) The diagram

f*<g X D/g> - }'V*(Sy*ﬁy

|- l

[ X DY Ox. /" Oy

|- |-

f*g X D/f*g S 5X*ﬁX
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commutes. It follows that the diagram below commutes.

FrOy — *55(G R D'Y) —~ f*55.0y, Oy

~ ~

5 (G RD'Y) — 5% [*6y. Oy

~ ~

S ([ YRDY)  Fibx.f Oy

Ox —— 8% (f*G KD f*G) — 6%6x,Ox.

Therefore, the image of hhy(¥) € Hom , (Oy, 030y, Oy) by the maps

Hom , (Oy,dy0y.0yv) — Hom, (f*Oy,["630v.0v)
— Homﬁx(ﬁx, 5}5}(*@))()
is hhx (f*9). Q.E.D.
Remark 5.1.4. Although we omit the proof, the map in (5.I.5]) coincides
with thXy<ﬁ[‘f) o .
Ring structure
For an exposition on tensor categories, we refer to [41].

Proposition 5.1.5. (i) The object 0%6x,Ox is a ring in the tensor cate-

L
gory (DP (Ox),®, ). More precisely,

coh

(a) the map pu obtained as the composition
5X5X*ﬁx®ﬁX5X5X*ﬁX — 5X(5X*ﬁX®ﬁXxX5X*ﬁX)
— 5}5)(*@))(

is associative. Here the last arrow is induced by dx,Ox @x,Ox —
0x,.Ox.

(b) hhx(Ox) is a unit of this ring. More precisely, the natural mor-
phism € defined as the composition

e ﬁX = 5}@)@0{ — 5;’}5)(*@)(
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has the property that the composition

L < N L N
5}5X*ﬁX25}5X*ﬁX®ﬁXﬁX — 5X5X*ﬁx®ﬁX5X5X*ﬁX

s 550X, Ox
15 the identity.

(ii) The ring (0%0x.Ox, 1) is commutative. More precisely, we have p o

L
o = p, where 0 € Autpy,, 1 (0%0x.Ox®, 0%0x.0x) is the morphism
associated with v @ ' — ' @ x.

(iii) The object 6y dxwx has a structure of a §%0x.Ox-module. More pre-
cisely, the composition

L L
5}5}(*@))(@@)(5!)(5)(!(,0)( — 5!)((5X*ﬁX®ﬁX><X5X!wX)

— 5!)(5X!WX-

1s associative and preserves the unit. Here, the last arrow is induced by

L
5X*ﬁx®[,>XXX5X!wX ~ 0x,(0%0x.Ox Qg wx) = 0x.(Ox Qg wx)
Ox.wx by adjunction.

Proof. The verification of these assertions is left to the reader. We only
remark that the commutativity and associativity are consequences of the
corresponding properties of dx,0x. For example, the commutativity is the

L
consequence of the commutativity of 5X*ﬁx®ﬁXXX5X*ﬁX — 0x.Ox. Q.E.D.

Notation 5.1.6. For \; € H} (X;0%0x.0x) (i = 1,2), we define their
product A; ¢ Ay as the composition

L A1®@A2 . L N I
Ox = ﬁX®[jXﬁX — 5X5X*ﬁX®[jX5X5X*ﬁX — 5X5X*ﬁX-

Proposition 5.1.7. Let .%; € D"

coh

(Ox) (i=1,2). Then

L
(518) hhx(ﬁ}@ﬁxﬂg) :hhx(yl)‘hhx(ﬁg)
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Proof. Consider the commutative diagram below (in which ® stands for ®,,):

ﬁx ﬁX®ﬁX

5 (FLR D) @ 6% (Fo B D Fy) — = 040x.Ox @ 0%0x., O

- lz

% ((FARD'FA) @ (F, WD F)) — 0% (0x.Ox ®6x.,0x)

|

5% (5x.0x).

N 03 (1 @ F) R D (T © .F)

The composition of the arrows on the top and the right gives hhx (%) « hhx(.%5)

L
and the composition of the arrows on the left and the bottom gives hhx (% By, F3).
Q.E.D.

Note that

L
th<ﬁ1®ﬁXy2> — 5}(hhx(g1) & hhx(gg))

5.2 co-Hochschild class

Definition 5.2.1. For % € D! (Ox), we define its co-Hochschild class

coh

thhx (.7) € HQ,,, »(X;0ydxwx) as the composition
(521) Ox — Reﬁfomﬁx(ﬁ,f) 25')((%@]3@’%) _>5!X5X!WX-

Here, the morphism (#XDg.%) — dxwx is induced from 6% (FXDg.%) ~

L
F R, DoF — wx by adjunction.

Consider the sequence of isomorphisms

L L
Si0x.Ox 5 Ox®, §x0x.0x ™2 8y (0xRuwx)®, dxox.0x

| L ~ x L
= 0y ((OxRwx)®, 0x.0x) = 5!)(5X*(5x(ﬁxgwx)®ﬁx Ox)

~

— 5})(5)(!(,0)(.
We denote by td the isomorphism

(522) td: 5;’}5)(*@)( = 5!)(5)(!(,0)(
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constructed above. For a closed subset S C X, we keep the same notation
td to denote the isomorphism

(5.2.3) td: HY(X;0%0x,0x) 5 HY(X;0x0xwx).

Proposition 5.2.2. For # € D°, (Ox), we have

(5.2.4) thhy (%) = td o hhy ().

Proof. The proof follows from the commutativity of the diagram below in
which we use the natural morphism Oy — 6y (Ox K wy)

Ox §%(F RD.ZF) 0% 0x.Ox
!
O (Ox Rwy) @55 (F RD.F) —— 64 (Ox Ruwx) ® 6% 0x,.Ox
!
0x((Ox Bwx) @ (F KWD'.F)) —— 5 ((Ox Ruwx) @0x,0x)
!
Sy Ox. (0% (Ox Rwy) ® Ox)
!
M~ (F RD.Z) S\ Oxwx.

Q.E.D.

For a morphism f: X — Y of complex manifolds, we denote by I'r_,, (X *)
the functor of global sections with f-proper supports.

Proposition 5.2.3. Let f: X — Y be a morphism of complex manifolds.

(i) There is a canonical morphism

(5.2.5) Rf!c?!XcFX!wX — 5;/53/!(,0)/.
(ii) This morphism together with the morphism Oy — Rf.Ox induces a
morphism
(526)  fir HURTr (X 0k dxwx)) = HORT(Y; 0} dyiwy))
and for F € DP | (Ox) such that f is proper on Supp(F), we have

coh

(5.2.7) thhy(Rf!y) = fi thhx<y).
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Proof. (i) Consider the diagram (B.1.7). Then we have morphisms
Rfi650xwx — 0y RAGxwyx =~ 040y Rfiwy — OOy wy.
Here, the first morphism is deduced by adjunction from
s = O\ 'Rfi ~ f'6L RS

(ii) The proof is similar to that of Proposition E.1.3] and follows from the
commutativity of the diagram below in which we write for short fi and f.
instead of Rf) and R f, and similarly with f.

f*ﬁx —>f*5lx(§ X Dﬁ) —>f!5!X5X!wX

~

8y fi(F RD.F) —= 8} fidxwx

~ ~

6 (fi7 K fID.F) 8y 0y 1 fiwy

Oy —= 0y (/[T R D fL.F) —= 0y 0y wy.
Therefore, the image of thhx(#) € Hom , (O, 8% dxwx) by the maps

L (X5 Hom , (Ox, Syxiwy)) — Hom , (Rf.0x, Rfidyxiwx)

— Homﬁy (ﬁy, 5;5)/!(&)5/)
is thhy (f.7). Q.E.D.

Remark 5.2.4. Although we omit the proof, the map in (2.6]) coincides
with o thXY<ﬁFf)-

5.3 Chern and Euler classes of /-modules

The Hodge cohomology of Ox is given by:

dx
(5.3.1) HD(Ox) = @ Q' [i], an object of D"(Ox).
i=0
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Lemma 5.3.1. Let f: X —Y be a morphism of complex manifolds. There
are canonical morphisms

(5.3.2) K : HD(Ox) DHD(Oy) — HD(Oxvy),
(5.3.3) o fHD(Oy) — HD(Oy),
(5.3.4) £ © RAHD(Ox) — HD(Oy).

Proof. The morphisms (£.3.2), (£.33) and (5.3.4]) are respectively associated

with the morphisms
O 11 B, [1] — Oy [+ ),
S [i] — O [i],
RAQTX [i + dx] — QY [i + dy).
Q.E.D.
Theorem 5.3.2. (a) There is an isomorphism
ax: 0y0x,Ox = HD(Ox)
which commutes with the functors X and f*.
(b) There is an isomorphism
Bx: HD(Ox) = 5!)(5X!WX
which commutes with the functors X and fi.

Setting 7 := 85! o td o ay', we get a commutative diagram in DP(Oy):

(5.3.5) 0%0x.Ox ; S Oxiwx

OéxlN NTﬁX

T

The construction of ax and fx and the proof are given in the next section.
Definition 5.3.3. For .Z € D!, (Ox), we set

dx
(5.3.6) ch(F) = ax ohhy(F) € @D Hi,ppir) (X ),

=0
dx

(5.3.7) eu(F) = By o thhx (F) € @D Hi ) (X5 Q).

=0

We call ch(.#) the Chern class of .# and eu(.#) the Euler class of ..
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Of course, ch(.#) coincides with the classical Chern character and the
morphism «ax is the so-called Hochschild-Kostant-Rosenberg map.
The following conjecture was stated in [35].

Conjecture 5.3.4. One has eu(0x) = tdx(TX), where tdx(7X) is the
Todd class of the tangent bundle T'X.

This conjecture implies that eu(.%#) = ch(.%) U tdx(7X). Indeed, for
a,b € H*(X;0%0x.0x), we have td(aob) = aotd(b) by Proposition 515 ()
and Lemma [0.4.7] below.

This conjecture has recently been proved by A. Ramadoss [53] in the
algebraic case and by J. Grivaux [30] in the analytic case.

An index theorem

Consider the particular case of two coherent &x-modules .%; (i = 1,2) such
that Supp(-Z;) N Supp(-%) is compact. In this case we have (see [33], 53]):

L
hhy (Z10%) = X(RF(XQ«Zl@ﬁXo%))

(5.3.8) - / (ch(.Z1) U ch(2) U tdx (TX)).

We consider the situation of Corollary [£.4.4l Hence, <7y is a DQ-algebroid
on X.

Corollary 5.3.5. Let A4, N € D)y (a/x°) and assume that K :=Supp(.4)N
Supp(A) is compact. Let U be a relatively compact open subset of X contain-
ing K. Then RHom .. (A, N) belongs to DY(CM'°) and its Buler-Poincaré
index is given by the formula

X(RHom%lgc(//, N)) = /UchU((grgD;{//l)) U chy (gr¥ (A7) U tdy (TU).

Proof. Applying Corollary [4.4.4] we have

X(RHom%l?C(//l, N)) = hhpt(D;y//oe/V)
= hhpt<g1"hD;f///0 © grh‘/%))v

where ., (resp. .4;) is an object of DP | (.@7;) which generates .# (resp. .A")

coh

on U. Then, the result follows from (5.3.8]). Q.E.D.
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5.4 Proof of Theorem

As usual, we denote by p;: X x X — X the i-th projection (i = 1,2). The
following lemma is well-known.

Lemma 5.4.1. Let % be an (Ox K Ox)-module supported by the diagonal.
Then the following conditions are equivalent:

(i) p1,Z# is a coherent Ox-module,
(ii) po,.Z is a coherent Ox-module.

If these conditions are satisfied, then the map F — Oxyxx D 1O~ F is an
isomorphism. In particular, the (Ox X Ox)-module structure on F extends
uniquely to an Oxy x-module structure.

We define the p; ! Ox-module
Ppi=0x, Q% @ 6x Q5 for k>0, P,=0fork <O0.
We endow the Py’s with a structure of p, '@ x-module by setting
py(a)(wk @ Ory1) = awg @ (abri1 — da A wy)
fora € Ox, w, € Qlj(, Ori1 € Q’;fl. This defines an action of pglﬁx since

py(ar)ps(a)(wr @ Ok1) = pslar)(aswy, © (a2bky1 — dag A wy))
= ayaowi @ (a1a20k11 — ardas A wy, — day A as wy)
= araswy B (a1a20,41 — d(araz) A wg)

= pylaras)(wi © Oppr).

By Lemma B 4Tl we get that P, has a structure of Oy, x-module and we
have an exact sequence:

07

(5.4.1) 0= 6y, Q5 255 p ey 50,08 0,

Hence dx , QF[k] < (0x, Q5 — Py) = 6x.Q5 [k + 1] defines the morphism
e Ox QK] — 0x QK [k + 1].

It induces a morphism

(5.4.2) & D ox. Q% [k] — D ox.Q%[K].
k k
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Let d;**": P, — Pj_; be the composition

(543) dsktan: Pk 6—k> 5X*Q]§( 0%%1 Pkfl.

We define the complex P. whose differential d;k: P, — P, is given by
kd™. Then Im d§™ ~ Im By ~ 6x,Q% and Ker d*™ ~ Ker 8, ~ 0x,Q5%™.
Therefore we have a quasi-isomorphism Pe — §x,Ox.

Lemma 5.4.2. The morphism

k

is an isomorphism in D*(Ox).

Proof of Lemma[5-4.3 Since the question is local, we may assume that X is
a vector space V. Then we have a Koszul complex

. 2
ﬁXxX(X)/\V*Z (—> ﬁXxX@/\V* — Oxxx @V" = ﬁXxX)

and an isomorphism O x ®/\° V* — §x,0x in DP’(Oxx). Then applying
HO(8%), we obtain an isomorphism in D®(0y):

030x.0x =5 H(6%)(Oxxx @ \ V7).

The C-linear maps A" V* = Q% (V) = Py(X x X) induce a morphism of
complexes Oxyx ® /\ V* — P. such that the diagram below commutes:

Oxxx ® /\. v
l T
po—

Since HO(6%)(Oxxx @ N° V*)[dx] — HO(6%)(P.) is an isomorphism, we
obtain the desired result. Q.E.D.

Remark 5.4.3. (i) Let I C Oxxx be the defining ideal of the diagonal
set 0x(X). Then the morphism &y: dx,0x — 0x,Q%[1] is given by the
exact sequence 0 — 0x,Q% — Oxxx/I? — 6x.Ox — 0. Indeed, we
have a commutative diagram

0x.0x.

0 I/1I? Oxxx|I* —=0x,0x —=0

NN

0—dx.,.0% il Py X s 5x Ox — 0.
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Here, the left vertical isomorphism is given by

I/1? 3 pi(a) — pi(a) «— da € 5x,0%  (a € O%).

(ii) Moreover the morphism &;: 6x,Q% [k] = 6x, Q%™ [k + 1] coincides with
the composition

L L
5)(*91;([/{3] ~ 5X*Q]‘§([k]®ﬁX><XﬁXXX — 5X*Q];([kf]®ﬁx><x5x*ﬁx

O SR MS,  Sx Ok [1] = Sy (RS, QL))
XSty Oxxx 0 X*20X REICLD'S Ox°*X
— Ox, QK+ 1].

(iii) Note that the morphism ax: §%0x,.0x == @, Q% [k] coincides with
the morphism obtained from dx,0x — @B, dx, Q5 [k] o), B, 0x.,. Q% [K]
by adjunction.

Lemma 5.4.4. The morphism ax in (5.44) interchanges the composition
of the ring 0% x.O0x given in Proposition B0 (a) with the composition

7 .L ir. i L 1 . . N i+ .
Dy lil®,, 5[] = (@, B)li + 5] — Q7 [i + ).
Note that the unit Oy — 05%0x,0x is given by Ox ~ 0yO0xxx —
0%0x,Ox, where the last arrow is induced by Oxyxx — 0x,0x.
Proof. We define
pij: Pi®gy . Py — Piyj
by

115 (((w; @ bi41) ® (wj ® 0;41)))

(5.4.5) |
= (wi A\ LLJj) D (‘9i+1 VAN Wy + (-1)%}@' A 9j+1)-

This map is p, '(Ox)-bilinear since:

Hij ((pZ(a)(Wi ®0i11)) @ (w; ® 9j+1)>
= Lij ((awi @ (ab;r1 — da A w,)) ® (w; & 9j+1)>
= (awi N LLJj) @D (<a9i+1 —da A\ wi) VAN Wy + (—1)iawi N 9j+1)
= py(a) ((wi Awy) & (Oigr A wj+ (—1)'w; Abj41))
= p;(a),uij((wi ©0iy1) ® (w; 9j+1))7
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and

155 ((wi @ Oi1) © p3(a) (w; @ 0;11))
= Mij ((wz S 9¢+1) & (awj ® (abjy1 — da A wj))
= (aw; Aw;) & (Bi11 A aw; + (—1)'w; A (abj41 — da A wj))
= (aw; Aw;) ® (abi1 Aw; + (—1)'aw; A1 — da A w; A w;)
= p3(a) (wi Aw; @ (i1 Awj + (=1)'w; A1)
= pa(a)p; (Wi ® bi1) ® (w5 © 0541))-

The morphism g commutes with the differentials since:

pd ((wi © 0ir1) @ (W) @ 0j41))
= 11,5 (0 @ iw;) @ (w; ® 0j11)) + (=1) " ptaj -1 (@i © 0i1) @ (0D jwy))
=06 (iw; Awj+ (1) (=1)"jw; Aw;j) =0 (i + J)wi A w;
= du((wi @ 0i1) ® (w; @ 0j41)).

Hence we have a commutative diagram in D®(Ox x)

L
5X*ﬁx®ﬁXXX5X*ﬁX —0x,0x

| |

Pe®, Ps r P. .

L
Therefore, applying 0%, the morphism 6%0x,0x®0%0x.0x — 0%0x.Ox is
represented by

H(6%)Pe ®, H°(0%)Ps — H°(0%)P-..
Thus we obtain the desired result. Q.E.D.

Lemma 5.4.5. Consider a morphism f: X — Y. Then the diagram below
commutes:

[ 030y Oy — 05%0x,0x

|o |os

1By A [k]) — By QK (K]
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Proof. Let f: X x X — Y x Y be the morphism associated with f. Let us
denote by PX the complex on X constructed above. Then we easily construct
a commutative diagram

HO(f*)PY —=H"(f")éy.Ov

| |

pP¥ dx.Ox
such that
HO(0% f*)PY HO(f*63) Py ——— f*(B, QY [K])
5}wl lw
HO(5%)PX D, U (k]
commutes where v is given in (5.3.3]). Q.E.D.
Now we set
P for 1 <k <dx,
(5.4.6) Qr = 0x.Ox for k=0,

0 otherwise.

and define the differential d? with d¥ = (k — 1 — dx) & where dj*"
is given by (B43) and d§*: Ox @ QY — Ox is the canonical morphism.
Then Q.+ is a complex of Oxyx-modules and the canonical homomorphism
QSI(X — QSI(X o Qf,l(x induces a morphism of complexes dx,wx — @+, which
is an isomorphism in DP(Oxy x).

Let us denote by H(d%) the functor 5)_(1%”0mﬁXXX(5*ﬁX, °).

Lemma 5.4.6. The morphism

Bx: POk ~ HY(6%)Q. — 65dx.wx
k

is an isomorphism in D*(Ox).

Since the proof is similar to that of Lemma [5.4.2] we omit it.
Note that the morphism [y coincides with the morphism obtained by
adjunction from

D oxi s P @50k 6y 0] & Sxiwy.
k k
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L
Lemma 5.4.7. The morphism 5§(5X*ﬁx®ﬁx5!x5xgwx — 8% dx\wx in Propo-
sition (d) coincides with Q[i] ®, (7] A, QF i+ 4].

Proof. We define the morphism p;;: P;®, @ — Qi+; by the same formula
as in (B4H). Then it commutes with the differential. Indeed the proof is
similar to that of Lemma [5.4.4] except when i + j = dx + 1. In this case,

ud((wz () 9i+1) & (wj,1 ) 9])) =0 D (Z +] - dX — 1)&.}@ A wj,1 =0.

With this morphism p: Pe ®, Qe — Q. the following diagram in the
category of complexes is commutative:

Pe®, Qe Q.

| |

P. ®ﬁx><x 5X!WX —>5X!CUX .
Thus we have a commutative diagram in DP(Ox):

HO(6%)Pe @, H°(0%)Qs —= H(0%)(Ps @, Q«) — H(84)(Q-)

; |

L L
5}5}(*@))(@6,)(5!)(5)(!(,0)( - 5!)((5X*ﬁx®ﬁXxX5X!wX) - 5!)(5X!WX .

Q.E.D.

Recall that in Corollary 2.2 we have constructed a morphism HH (o )®
HH () — WE?DI;- Let us describe its image via the isomorphisms ax and
Bx. Consider the diagram

HH(Ox) @ HH(Ox)
(5.4.7) Al u
HD(0x) ® HD(Oy) —— W' |

Here, u is the map given by Corollary 22 A is the isomorphism ayx ® By
and v is the composition

DOk [k] @ DY [k] — DOY[K] — Wik,
k K K

where the first morphism is given by the wedge product and the last one by
the map Q% [dx] — wie?. Then diagram (527) commutes.



Chapter 6

Symplectic case and Z-modules

6.1 Deformation quantization on cotangent
bundles

Consider the case where X is an open subset of the cotangent bundle 1™ M
of a complex manifold M. We denote by 7: T*M — M the projection. As
usual, we denote by &, the C-algebra of differential operators on M. This
is a right and left Noetherian sheaf of rings.

The space T*M is endowed with the filtered sheaf of C-algebras é”AT* M
of formal microdifferential operators of [54], and its subsheaf &)/ (0) of
operators of order < 0.

On T M, there is also a DQ-algebra, denoted by % 1(0) and constructed
in [51] as follows. Consider the complex line C endowed with the coordinate
t and denote by (t;7) the associated symplectic coordinates on T*C. Let
T7 (M x C) be the open subset of T*(M x C) defined by 7 # 0 and consider
the map

p: Tlg(M x C) = T"M, (2,t;§,7) (z;771€).

Denote by & ( mxc)7(0) the subalgebra of @ET*( mxc)(0) consisting of operators
not depending on ¢, that is, commuting with 0. Setting h = 9;*, the DQ-
algebra #x(0) is defined as

-~

Wx(0) = p*éaT*(MxC),?<O)'

One denotes by Wrens the localization of %*M(O), that is, Wrpery = Chiloc oz

133
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Remark 6.1.1. One shall be aware that é/"\T*M and é”AT*M(O) are denoted
by &y and &y (0), respectively, in [54]. Similarly, #7+y and #7+3,(0) are
denoted by #); and #),(0), respectively, in [51].

There are natural morphisms of algebras

(6.1.1) Tt Drs = Epery — Wens.

Lemma 6.1.2. (a) The algebra %*M(O) is faithfully flat over gT*M(O).

(b) The algebra Wanr is faithfully flat over &Ep-yy.

(c) éaAT*M is flat over 7T]\_/11_@M.

Proof. In the sequel, we set X = T*M. For an & (0)-module .Z, we set
MV =Wy (0) @p, o) A
gre (M) = (Ex(0)/Ex(~1)) s, o .

Note that the analogue of Corollary holds for éAaX(O)—modules, that is,

the functor gr, above is conservative on DEOh(éAaX(O)). We have

(6.1.2) gry(A") = Ox Rpy () 8rs (A ),

where Ox(0) denotes the subsheaf of O of sections homogeneous of degree
0 in the fiber variable of the vector bundle T*M, and Oy is faithfully flat
over Ox(0).

(a) (i) Let us first prove the result outside of the zero-section, that is, on
T*M \ T{;M. Let us show that

(6.1.3) H (#x(0)&- M) =0 forany j <0

Ex(0)

holds for any coherent & x(0)-module .. First assume that .# is torsion-

free, i.e., éaAX(—l) @z (0) “# — A is a monomorphism. Since Ox is flat over
Ox(0),

— L L
g (Tx (005, o) M) = OxE, o 816 (M)

has zero cohomologies in degree < 0. Hence Proposition [[ZH implies (61.3)).
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Now assume that éaAX(—l)// = 0. Then we have

—~ L —~ L 7 L L
Vx(0)@z,0)# = Wx(0)®s, (0)6x(0)®z, () Ox(0)®p, (o) #

12

—~ L L
Px(0)z, ) 0x(0)®y o) #

L
= Ox@p )

which implies ([6.1.3]).
Since any coherent &y (0)-module is a successive extension of torsion-
free &x(0)-modules and (&x(0)/&Ex(—1))-modules, we obtain (G.I1.3]) for any

coherent &; ¢ (0)-module.

Consider a coherent &y (0)-module .# and assume that .#Z" ~ 0. Then
gr, (#") ~ 0 and this implies that gr.(.#) ~ 0 in view of ([1.2) since Ox
is faithfully flat over 0x(0). Since gr, is conservative, the result follows.

(a) (ii) To prove the result in a neighborhood of the zero section, we use

the classical trick of the dummy variable. Let (¢;7) denote a homogeneous
symplectic coordinate system on T*C. Consider the functors

a: Modeon(Oy) — Modcoh(éaAXxT*C(O”T#O)a
M MR(E(0)/E(0) - 1),
B: Modeot (Zx1,, (0) = Modeon(#xsr-c(0)]r20),
M MRWpec(0)] W (0) - 1),

These two functors a and 3 are exact and faithful. Then the result follows
from (a) (i).
(b) (i) Here again, we prove the result first on T*M \ T3, M. In this case, it

follows from the isomorphism

%{ ~ %{(0) ®<§T*C(O) C’;@\T*(C-

(b) (ii) The case of the zero-section is deduced from (b) (i) similarly as for
(a).
(c) is proved for example in [37, Th. 7.25]. Q.E.D.

Recall that for a coherent Z,,-module .#, the support of éAaT* M&—ig, Y4

is called its characteristic variety and denoted by char(.Z). It is a closed C*-
conic complex analytic involutive subset of T M.
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Now assume that M is open in some finite-dimensional C-vector space.
Denote by (x) a linear coordinate system on M and by (z;u) the associated
symplectic coordinate system on T*M. Let f,g € Ox[[A]]. In this case, the
DQ-algebra %((0) is isomorphic to the star algebra (Ox[[A]], ) where:

Rlel N N
(6:1.4) frg = Y @),
aeNn?
This product is similar to the product of the total symbols of differential
operators on M and indeed, the morphism of C-algebras 7, Zy; — #x is
given by

f(x) = f(x), O+ R tu,.

Note that there also exists an analytic version of éAaT* v and 7//; M, Ob-
tained by using the C-subalgebra of (Ox|[[h]],*) consisting of sections f =
> =0 [il of Ox[[]|(U) (U open in T*M) satisfying:

for any compact subset K of U there exists a positive con-
(6.1.5) stant C' such that sup | f;| < C%j! for all j > 0.
K

They are the total symbols of the analytic (no more formal) microdifferential
operators of [54].

Remark 6.1.3. (i) Let X be a complex symplectic manifold. Then X is
locally isomorphic to an open subset of a cotangent bundle T M, for a com-
plex manifold M (Darboux’s theorem), and it is a well-known fact that if
x is a DQ-algebra and the associated Poisson structure is the symplectic
structure of X, then .@7x is locally isomorphic to %*M(O).

(ii)) On X, there is a canonical DQ-algebroid, still denoted by %(O) It
has been constructed in [51], after [36] had first treated the contact case.
Clearly, any DQ-algebroid o7 is equivalent to 7//}(0) Ben &, where & is an
invertible C%-algebroid. It follows that the DQ-algebroids on X are classified
by H?(X; (C%)*). See [50] for a detailed study.

(iii) Using ({I.I1]), we get the isomorphism

(6.1.6) HH (o) ~ HH(Hx(0)).

6.2 Hochschild homology of <

Throughout this section, X denotes a complex manifold endowed with a
DQ-algebroid 7 such that the associated Poisson structure is symplectic.
Hence, X is symplectic and we denote by ax the symplectic 2-form on X.
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We set 2n = dy, Z = X x X® and we denote by dv the volume form on
X given by dv = o /n!.

Lemma 6.2.1. Let A be a smooth Lagrangian submanifold of X and let %,
(1=0,1) be simple o/x-modules along A. Then:

(i) % and £, are locally isomorphic,
(ii) the natural morphism C" — stom , (L, L) is an isomorphism.

Note that the lemma above does not hold if one removes the hypothesis
that X is symplectic (see Example 25.0).

Proof. (i) We may assume that X = T*M for a complex manifold M, oy =
%*M(O). Choose a local coordinate system (z1,...,x,) on M, and denote
by (z;u) the associated coordinates on X. We shall identify the section w;
of @7 with the differential operator h0;.

We may assume that A is the zero-section Ty, M and 4, = Oy|[h]] ~
x| Fy, where F is the left ideal generated by (hdi, ..., hd,). Since .2 is
simple, it locally admits a generator, say u. Denote by .#; the annihilator
ideal of v in &x. Since #;/h.# is reduced, there exist sections (P, -, P,)
of @/x such that

{hO1 + hPy, ..., h0, + hP,} C 7.

By identifying Wi 2(0) with the sheaf of microdifferential operators of order
< 0 in the variable (z1,...,2,,t) not depending on ¢t and A with 9, ", a
classical result of [54] (see also [56, Th 6.2.1] for an exposition) shows that
there exists an invertible section P € &y such that .4, = 4, P. Hence,
Zl ~ $O~

(ii) We may assume %, = Oy|[h]]. Then Hom , (On([R]], On([H]]) is iso-
morphic to the kernel of the map

w: Oul[R)] = (Oul[B])", w = (hdy,. .., 1dy).
Q.ED.

Recall that the objects Q¢ and w¢ are defined in § 25

Lemma 6.2.2. There exists a local system L of rank one over Ch such that
O ~ L Rcn Cx in Mod(Hxxxa).

Proof. Both Q¥ and %x are simple &/x yo-modules along the diagonal A.
By Lemma 621} L := Jom ,, (€x, Q) is a local system of rank one over

C" and we have Q¥ ~ L Ben Cx. Q.E.D.
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Note that this implies the isomorphisms

(621) D/ (gx >~ L®71®(5X [—dx]

AQ{XXXG

Hence we obtain the chain of morphisms

L
L — L® R,%”omﬂz ((ng (gx) ~L® D;VXxXa(gX@%Z(gX
L L
>~ (gX®ﬂfZ(gX [_dX] = HH(%X) [—dx] ~ L®71 ®Q§®LQ%Z(€X [_dX]
L
— L' @QY¢®,.,Cx[—dx] ~ L.
X
Therefore, we get the morphism:

(6.2.2) L =5 H X (HH(ax)) — L

Lemma 6.2.3. (i) gr,(L) — Hom, .\ (er,(€x),e1,(QF)) =~ Qx gives
an isomorphism gr,(L) = Cx - dv.

(ii) The morphism L&* — Ch induced by ©2Z2) decomposes as L2?
h"Ch < Ch and ¢ is an isomorphism.

(iii) The diagram below commutes:

gl‘h(L@)z) = grh(hQ"Cgl() > grh(cgf)

hQn

I L

(grp(L)** — CY¥ ——Cx

Proof. The question being local, we may assume to be given a local coor-
dinate system x = (z1,...,22,) on X and a scalar-valued non-degenerate
skew-symmetric matrix B = (b;;)1<;i j<on such that the symplectic form ax
is given by

ax = Zb” d!L‘Z /\dl‘]

0]

We set
A= (aj)1<ij<om = B
We may assume that @/x = (Ox][[h]],*) is a star-algebra with a star
product

Fro= (o500 @)

ij

=z
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Set ,
6= a;d, (i=1,....2n).
j=1

Then, the C"-linear morphisms from Ox[[A]] to Zx|[A]]
(6.2.3) Pl frs fx, D frrkf

are given by

h h

These morphisms define the morphism

(6.2.4) O: oy R Axa — Dx|[[h]]

h h
where we denote by y = (y1,...,¥y2,) a copy of the local coordinate system
on X

We identify Q5 with the (2x/[[A]])°P-module Qx[[h]]. Then, regarding
Qx[[h]] as an @Zz-module through o7 |x — ;" |x — (Zx[[h]])°?, we have

zri(adv) = (adv)®"(z;) = (adv)(x; — 252)

= ((z;+ i—;éi)a)dv

and similarly

yiladv) = ((z; — 26)a)dv.

Hence, a — a dv gives an @7z-linear isomorphism
Ex ~ Ox[[h]] == Qx[[h]] ~ Q.

Hence it gives an isomorphism L:=.om , (€x,Q¥) ~ stom , (€x, €x)
C%, and the induced morphism gr, (L) — Hom, (., (e1,(€x), gr,(2Y))
Qx gives an isomorphism gr, (L) == Cx dv. Hence we obtain (i).

For a sheaf of C"-modules .%, we set

~
~

p
F® = (\(Ch)™) Ser, F-
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Let (1, .. ., ea,) be the basis of (C")?". Consider the Koszul complex K * (a77; b)
where b = (by,...,ba,), by = (x; — ;) is the right multiplication by (z; — ;)
on y:

K (gb) = 05 b 0,
b = Z e Abje;: Kp(ﬂz;b) - Kp+1($2fz;b).
On the other hand, consider the Koszul complex K*(Zx|[h]];d) where
5 — (517 e 7(5271):

K (Zx[[H);0) = 0 (Zx[[H)O 5 - 5 (2x[[H]) — o,
5 —

= (51, 00m).

There is a quasi-isomorphism K *(e/z;b) “» €x [~2n] in the category of
complexes in Mod(47z).

Set § = (64 —&7,...,08, —&5.). Then the morphism @ in ([G24) sends
(x; — y;) to ho;. Consider the Koszul complex K * (Zx|[[h]];0):

K (2x[[H);0) = 0 ([ 5 - & (2x[[H]) o,
5

— (51,...,52n).

There is a quasi-isomorphism K °(Zx[[A]]; d) LNy x[[h]] [-2n]. Therefore
we get a commutative diagram in Mod(.27y):

b

li‘ﬂ"@ lh@ lh”cb

0 —= (Zx[[A]) @ ==+ —= (Zx[[A]]) @) == (2 [[A]))*) — 0.

L
The object Q¢ ® MZ%X is obtained by applying the functor Q¢ ® , ° 1O

L

the row on the top and the object Q¢ ®,, Cx is obtained by applying the
X

functor Q¢ Rga * to the row on the bottom. By identifying Q¢ with

L L
Qx|[h]], the morphism Q;‘?@Q{Z%ﬂx [—dx] = Q¥ ®,4Cx [—dx] is described
N X
by the morphism of complexes:

0— Q% [[i)] 24> - - —— Q21 [[)] %> Q2 [[h] —0

(6.2.5) lﬁQ" lh lﬁo
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Here d denotes the usual exterior derivative.
Therefore, we find the commutative diagram with exact rows:

L®2

|

0—C% Q% [[7)] = 2 [[]]

lh?ﬂ lh?ﬂ lh?ﬂ 1

0—Ck Q% [17)] = 2 [[]]

in which the morphism L®? — C% corresponds to the morphism L[dx]| —
L 10y ®,, €x.
This completes the proof. Q.E.D.

Theorem 6.2.4. Assume that X is symplectic.

(i) Let L be the local system given by Lemmal6.Z2. Then there is a canoni-
cal C"-linear isomorphism L =2 hix/2Ch | hence, a canonical oz-linear
isomorphism,

(6.2.6) OF 2 FPC @ Ex.

(ii) The isomorphism (6.2.0) together with ([G22) induce canonical mor-

phisms
(6.2.7) RIXPCh [dy] 25 HH(atx) 255 h9x/2Cl [dx]

and the composition Tx ovx is the canonical morphism h?x/2Ch [dx] —
h_dx/z(ci;( [dx] .

(iii) HI(HH(x)) ~ 0 unless —dx < j < 0 and the morphism vx induces
an isomorphism

(6.2.8) vx s BXPCh o H9 (HH (o).
In particular, there is a canonical non-zero section in H=X(X; HH(x)).

Proof. (i) By Lemma B23 we have an isomorphism (h~9x/2L)** ~ Ch
together with a compatible isomorphism gr,(A~%x/2L) ~ Cx. This implies
h~x/2[, ~ Ch since the only invertible element a € C" satisfying a® = 1,
oola) =1isa=1.
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(i))-(iii) Denote by (Q%[[h]], hd) and (Qx[[h]],d) the complexes given by
the top row and the bottom row of (6.2.5), respectively. The morphism ¢x
is represented by

Lldx] = L®7' ® (Qx[[A]], hd)[dx]
and the morphism 7y is the composition
LE71 @ (Qx (7], hd)[dx] — L9 @ (Qx [[1]], d)[dx] = L [dx].
Q.E.D.
Applying Theorem 6.2.4 together with Corollary B.3.4] we obtain:

Corollary 6.2.5. Let X be a compact complex symplectic manifold. Then
ng(d}(oc) is a Calabi-Yau triangulated category of dimension dx over C'°c,

Remark 6.2.6. The statement in Theorem 9.2 (ii) of [42] is not correct. If Y
is a compact complex contact manifold of dimension dy, then the dimension
of the Calabi-Yau category associated to it in loc. cit. is dy, not dy — 1.

6.3 FEuler classes of &7°“-modules

Theorem 6.3.1. The complex HH (/) is concentrated in degree —dx and
the morphisms vx and Tx in Theorem[6.2.]] induce isomorphisms

(6.3.1) Chlo% [dx] o5 HH(e/°) 2 Ch%dy].

Proof. This follows from the fact that (Qx[[A]], hd) — (Q%[[h]], d) becomes a
quasi-isomorphism after applying the functor ()¢ = C"*¢ g, (+). Q.E.D.

Definition 6.3.2. Let .# € DP, («7¢). We set

coh

(6:52) eux () = 7 (hhx () € HY (X1 C)
and call eux(.#) the Euler class of .Z .

Remark 6.3.3. (i) The existence of a canonical section in H =% (X; HH (/°))
is well known when X = T*M is a cotangent bundle, see in particular
[12] 25, [62]. It is intensively used in [II] where these authors call it the
“trace density map”.

(ii) The Hochschild and cyclic homology of an algebroid stack have been de-
fined in [9] where the Chern character of a perfect complex is constructed
in the negative cyclic homology. It gives in particular an alternative con-
struction of the Hochschild class of a coherent DQ-module, but it is not clear
whether the two constructions give the same class.
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Consider the diagram
(6.3.3)  pua(pr2 HH(AE xg) © pag HH(A G xg)) —— HH(AE x)
\Lﬁza &Ta3a lTlga

— 1,loc — oc S0 oc
131 (P13 C ¢ d12] ® pag Cio[das)) CY°[dys).

Here, the horizontal arrow in the bottom denoted by [,(+ U ) is obtained
by taking the cup product and integrating on X, (Poincaré duality), using
the fact that the manifold X5 has real dimension 2 d, and is oriented. The
arrow in the top denoted by % is obtained by Proposition .21

Proposition 6.3.4. Diagram [6.3.3] commutes.

Proof. Since X; and X3 play the role of parameter spaces, we may assume
that X; = X3 = {pt}. We set Xy = X and denote by ax the projection
X — {pt}. We are reduce to prove the commutativity of the diagram below:

(6.3.4) ax (HH(3¢) @ HH(¥C))

o T

ax(CY™ [dx] © CY™* [dx])) — 53

This will follow by applying the functor ax, to Diagram G35 below. Q.E.D.

Cﬁ,loc

Lemma 6.3.5. The diagram below commutes.

(6.3.5) HH () @ HH (L)

T®Tl \
Ol ) © O [dx] — C§* [2d]
Proof. The morphism L ® L[2dx] ~ C¥°° [dyx] @ C' [dx] — C¥°° [2dx] is
given by
L®L[2dx] — Lldx] ® R#om , (€x, Q0 )[dx]
~ L®D,%x[dx] ®,, w{ ~Cx.®, wi — Ck[2dx].

On the other hand, L ® L[2dx] — HH (o) @ HH () — Ch[2dx] is given
by

L®L[2dx] — R#om,, (D, %x, Cxe) @RAom , (Cx,wy)
RA#om , (D, Cx,Cxe) @ (D, (€x) Ry, wy)
= Cxe ®,, wy — Ck[2dx].

12
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These two morphisms give the same morphism from L ® L[2dx] to C%[2d].
QED.

Corollary 6.3.6. Let #; € D" (d}g‘;xqﬂ) (1 =1,2). Assume that the pro-

coh
jection pi3 defined on X1 x Xox X is proper on pyy Supp (1) Npys Supp(#2).
Then

(6.3.6) i (H1.5 85) = [ ett (1) U, (2),

Xo

Remark 6.3.7. Consider an object .# € DE (#7¢¢). Then, according to
Definition [6.3.2] its Euler class is well-defined in the de Rham cohomology of
X with values in C™!°°. Now assume that .# is generated by ., € D", (#x)
and consider gr;,(.#). Assume for simplicity that gr,(«7x) = Ox (the general
case can be treated with suitable modifications). Then gr,(.#,) € D2, (Ox)
and we may consider its Chern class in de Rham cohomology. A natural
question is to compare these two classes. A precise conjecture had been made
in the case of Z-modules by one of the authors (PS) and J-P. Schneiders
in [57] and proved by P. Bressler, R. Nest and B. Tsygan in [I1]. These
authors, together with A. Gorokhovsky, recently treated the general case
of DQ-algebroids in the symplectic setting in [I0]. The formula they obtain

makes use of a cohomology class naturally associated to the deformation «7y.

6.4 Hochschild classes of Z-modules

We shall apply the preceding result to the study of the Euler class of -
modules.

Recall after [37] that a coherent Z)-module .Z is good if, for any open
relatively compact set U C M, there exists a coherent sub-&-module % of

A |y which generates it on U as a Z)y-module. One denotes by D%, (Zy) the

b
coh

full sub-triangulated category of DZ , (%)) consisting of objects with good

cohomology.
From now on, we set

X =T"M.
We introduce the functor
(6.4.1) ()V: Mod(Zy) — Mod(#x)
M 7%\( ®7TE11 . 7r1\_41€/// )

The next result shows that one can, in some sense, reduce the study of
2-modules to that of #x-modules.
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Proposition 6.4.1. The functor M v+ 4

T;,m 1S exact and faithful.

Proof. The morphism
M — (@@T*M ®7T1;11 I 7'(']\*41%) ‘TI*VIM.

is an isomorphism, and hence the result is a particular case of Lemma [6.1.2]
Q.E.D.

It follows that ()W sends D", (Zy/) to DP

coh

(7//}) and DY, (Zy) to ng(%{).
Definition 6.4.2. Let .# € D}y(Za). We set
(6.4.2) W& () = BhE (™) € HH a1 (O5).

For A a closed subset of T*M, we denote by Kgq A(Zhr) the Grothendieck
group of the full abelian subcategory of Modgq(Z)) consisting of Z-modules
whose characteristic is contained in A.

Let V' be an open relatively compact subset of M. By slightly modifying
the proof of Proposition B.4.3] we get morphisms of groups

(643) Kgd,A(@M> — Kcoh,A<ﬁ7r_1V)'

Let M; (i = 1,2,3) be three complex manifolds and set X; = T*M,.
Denote by ¢;; the ij-th projection defined on M; x My x Ms and by p;; the
ij-th projection defined on X; x Xy x X3 (1 <i < j < 3). We set, as for
DQ-algebras, Py := (Z))° and we write for short M;; or M;;« instead of
M; x Mj or M; x M and similarly with X;;. We also write %;; instead of
D,; and similarly with j¢, etc. For example,

.@12a = ﬁMu ®(ﬁM1®ﬁN12) (.@Ml IE (.@MQ)OIJ).

Then Z; may be regarded as a Z;j.-module supported on the diagonal of
X; x Xja. Let # € D*(Dija) (i=1,2,j =i+ 1). Set

L
H o Hyi=Rar (22 @y, Press iz, (H5 B H)).
Theorem 6.4.3. Let A; be a closed subset of X; x X;41 (i = 1,2) and assume
that the projection pi3 defined on X1 x Xy X X3 is proper on piy Ay N pyg As.
Set A =A1oAy. Let H; € DEy(Zije) (i = 1,2, j =i+1) with char() C A,
(1=1,2). Then ,/"5/1]\3 Hy € DYy(Drse), char(,)ifl]\? ) C A and
2 2

(6.4.4) (1 ° )W o W ° AR
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The proof is straightforward and is left to the reader. By using Dia-
gram [.4.7] we get:
Theorem 6.4.4. In the situation of Theorem [0.4.3, let V;; be a relatively
compact open subset of M; x M; (i = 1,2, j = i+ 1) and assume that
T Wiga X g, T Waga contains (Ay X x, Ay) N qiabm Visa. Then the diagram
below commutes

DYy a, (Z120) X Dy p,(Pase) DpyA(Z130)

grhl grhl
[}

KCOh,A1 (ﬁﬂ'_lvlga ) X KCOh,AQ (ﬁﬂ'_l‘/é;ga ) - KCOh,A<ﬁT(—1VI3a )

hhl
o

HHAl(ﬁﬂ*1V12a) X HHAQ(ﬁﬂ*IVQSQ) e HHA(ﬁW*1V13a)-

o

hhxhhl

In particular

(6.4.5) b

™ 1V13a

(41 0#,) = hh

T 1Vig

() o Wb, ()

™ 1V23a(
m HHA<ﬁT(—1Vl3a>'

As a particular case, and using Corollary B.3.5] we recover a theorem of
Laumon [47] in the analytic framework.

6.5 Euler classes of Z-modules

We keep the notations of § [6.4] and we set X = T*M. One defines the
Hochschild homology HH (&) of &x and the Hochschild class hh x(A) of a
coherent &y-module ./ similarly as for HH ().

In the sequel, we identify a coherent Z,,-module .Z with éaX -1,
7' . Tn particular, we define by this way the Hochschild class hhx (.#) of
a coherent Z-module .#. Hence

(6.5.1) hhy () € HES, (X HH(Ex)).
Lemma 6.5.1. There is a natural isomorphism
(6.5.2) HH(Ex) = Cx [dy]

which makes the diagram below commutative:

HH((E”AX) —— Cx|[dx]

l |

HH (W) —= T [dx].
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Sketch of proof. We take coordinates (x1,...,T,,uy,...u,), and set 5;( =
[Tico B ¥Ox(k), where Ox (k) is the sheaf of holomorphic functions on X
homogeneous of degree k with respect to the variables (uq,...,u,). Then
Ox is isomorphic to é/"\X(O) as a sheaf. Moreover, ’HH((E”\ ) is represented
by the Koszul complex of 9/0x;, hd/0u; € éand(@) (t=1,...,n). On
the other hand, as we have seen, HH(%{) is represented by the Koszul
complex of hd/0x;, hd/Ou; € End(Ox((h))) (i =1,...,n). Hence we have a

commutative diagram

0 ﬁX 5;(211 ﬁX 0

- N

0—=0Ox((h)) —= -+ —=Ox((h))*" — Ox((h)) — 0,
in which the top row represents H?—[(é@\x) and the bottom row represents
HH(Wx). Q.E.D.

Definition 6.5.2. Let .# € D2, (&x). We denote by eux(.#) the image of

coh
hhy () in Hif;r(//{) (X;Cx) by the morphism in (6.5.2) and call it the Euler

class of A .
The next result immediately follows from Lemma [6.5.1]

Proposition 6.5.3. For.# € D", (Zu), eux(#") is the image of eux ()

coh

by the natural map Hf}f;r(%)()(; Cx) — Hf}f;r(///)(X; Chlooy,
Applying Theorem 4.3.5] we get:
Theorem 6.5.4. In the situation of Theorem[6.4.3, one has:

(653) €Uu13a (% g%) = €U12¢a ((}i/l) O €U23a (%)

; d1-+d3 .
m HA10A2 (X137 CXlS)'

This formula is equivalent to the results of [57] on the functoriality of the
Euler class of Z-modules. Note that the results of loc. cit. also deal with
constructible sheaves.
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Chapter 7

Holonomic DQO-modules

The aim of this chapter is to study holonomic DQ-modules on symplec-
tic manifolds. More precisely, we will prove that, if % and .# are two
holonomic .@{°“-modules on a symplectic manifold X, then the complex
R,%”om%lgc (A, L) is perverse (hence, in particular, C-constructible) over
the field C™!¢, It follows from the preceding results in Chapter Bl that if the
intersection of the supports of .#Z and .Z is compact, then the Euler-Poincaré
index of this complex is given by the integral [, eux (.#)-eux (). We show
here that the Euler class of a holonomic module is a Lagrangian cycle, which
makes its calculation easy.

If moreover .Z and .# are simple holonomic modules supported on smooth
Lagrangian submanifolds Ay and Ay, then the microsupport of the complex
R,%”om%lgc(,/// ,Z) is contained in the normal cone C(Ag,A;). This last
result was first obtained in [42] in the analytic framework, that is, using
#x-modules, not %-modules, which made the proofs much more intricate.

Finally we prove that, in some sense, the complex Rj‘fom%lgc(// , L) is
invariant by Hamiltonian symplectomorphism.

7.1 .@-modules along a Lagrangian submani-
fold

Let X be a complex symplectic manifold endowed with a DQ-algebroid 7.

The algebra .7, x

Let A be a smooth Lagrangian submanifold of X and let £ be a coherent
/x-module simple along A.

149
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Locally, X is isomorphic as a symplectic manifold to T*A, the cotangent
bundle to A. We set for short

O = OA[[n]], 64 := OA((h)).
There are local isomorphisms
oy =~ 7//}(0), L~ 0.

Then Enden(L) ~ Enden(OF) (see Lemma ZI.I2) and the subalgebroid of
Enden (L) corresponding to the subring %, [[A]] of &ndcn(O7) is well-defined.
We denote it by Z¢.

Lemma 7.1.1. (i) Z¢ is equivalent to Zx[[h]] as a C"-algebroid.
(i) The Ct-algebra 2o satisfies (L2Z2) and (L3J). In particular, it is
right and left Noetherian.
Proof. (i) follows by similar arguments as in Proposition (ii).

(i) follows from Example [311 Q.E.D.
The functor x| — &Endcn (L) factorizes as
(7.1.1) dx|n — Dz,

and setting 2'9° := (2.¢)"°°, this functor induces a functor
(7.1.2) |y — D
We denote by Iy C Ox the defining ideal of A. Let .# be the kernel of
the composition
hlety L dtx T Ox — Oy,
Then we have % /oy ~ I.

Definition 7.1.2. We denote by <7, /x the C"-subalgebroid of «7}°° generated
by .#.

Note that the algebra <7 ,x is the analogue in the framework of DQ-
algebras of the algebra &) constructed in [38].

The ideal h.# is contained in @7, hence acts on .Z and one sees easily that
h.7 sends £ to h.Z. Hence, .# acts on £ and defines a functor @y, x — Z¢.
We thus have the functors of algebroids

x| A —= Dn)x|n — T
Dy ——= D

In particular, .2 is naturally an .27, /x-module.
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Lemma 7.1.3. (i) J% =d/,x Nh *x for any k >0,
(ii) k) g+t = [} for k >0,

(ili) @y x is a right and left Noetherian algebroid,

(iv) grp(@a/x)|a = gr,%e = D,
(V) (h)x)'°° = /0 and o/° is flat over oy, x.

Proof. Since the question is local, we may assume that X = T*C" with

coordinates (z,u), A = {u = 0} and &y is the star-algebra as in (6.1.4]). Set

o = {Z fr(z, )A€ o/ fiu(w,u) € ITF for k < 0}.
k

Then we can check that &’ is a subalgebra of &3¢ and it contains .#. Hence
it contains o7/ x. It is easy to see that the image of Ik h’kdx/h’k+ldx
contains h_kI,’{. On the other hand, the image of &'NA *.ay — h_kdx/h_kHMX
coincides with h_kI,’{. Hence, 7),x N h~ %oy and @/’ N h~*a/x have the
same image A *I% in h=*a/y /h " a/x. We conclude that @ x = &' and
Ay x N ety C %+ " afy. Hence, an induction on k shows (i).

(ii) is now obvious.

(iii) Considering the filtration {7y, xNh %y }iso of @)y /x, the result follows
by [37, Theorem A.32].

(iv) is obvious.

(v) follows from @y C oy, x C A°. Q.E.D.

By this lemma, for a coherent .27, ,x-module .4", we may regard gr;,(.4")
as an object of D2 (2,). Recall that DP_(Z,) denotes the full triangulated

coh
category of D2, (Z,) consisting of objects with holonomic cohomology.

Lemma 7.1.4. The algebroid Py is flat over &y x and P is flat over
e

Proof. Tt is enough to prove the first statement.

: L
Let us show that H?(Z¢® mfA/x‘/// ) ~ 0 for any coherent 27 ,x-module
A and any j < 0.
(i) Assume that .# has no h-torsion. Using Lemma (iv), we have for
, L , , L
Jj <0, ngrh(.@_g(}z)%/)(%) ~ Higr,.# ~ 0, and hence Hj<@$®ﬂ/\/x%> ~
0 by Proposition [L4A
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(ii) Assume that h. = 0. Then

L L L L

8 Yp )X 89N X

(iii) In the general case, set , .4 :=Ker(h": A4 — #) and Mo ==\ n-N".

n
Note that this union is locally stationary. Defining .#;; by the exact se-
quence,

0 — Moy — M — My — 0,

this module has no A-torsion. It is thus enough to prove the result for the
»/’s and this follows from (ii) by induction on n, using the exact sequence

0— nJV — n+1e/V — n+1JV/nJV — 0.
QED.
Definition 7.1.5. An object .4 of D2, (#4,x) is holonomic if gr,(.4") is

coh

Lagrangian in T*A, that is, if gr,(.4") belongs to DP.,(Zx).

Note that this condition is equivalent to saying that H'(A")/RH'(A")
and Ker(h: HY(A) — H(4")) are holonomic Zx-modules for any i (see

Lemma [[.47]).

Microsupport and constructible sheaves

Let us recall some notions and results of [39].

Let M be a real analytic manifold and K a Noetherian commutative
ring of finite global dimension. For F' € DP(K,,), we denote by SS(F) its
microsupport, a closed RT-conic (i.e., invariant by the R*-action on T*M)
subset of T*M. Recall that this set is involutive (one also says co-isotropic),
see [39, Def. 6.5.1].

An object F' of DP(K,;) is weakly R-constructible if there exists a subana-
lytic stratification M = | ],., Ma such that H7(F)|y, is locally constant for
all j € Z and all @« € A. The object F' is R-constructible if moreover H’(F),
is finitely generated for all x € M and all j € Z. One denotes by D} (Ky/)
the full subcategory of DP(K,,) consisting of R-constructible objects. Recall
that the duality functor D’y (¢) (see (L)) is an anti-auto-equivalence of
the category DB (Kyy).

If M is complex analytic, one defines similarly the notions of (weakly)
C-constructible sheaf, replacing “subanalytic” with “complex analytic”. We
denote by DP..(Ky,) the full subcategory of D(IK,,) consisting of weakly-

wCc

C-constructible objects and by D2_(Kys) the full subcategory consisting of
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C-constructible objects. Also recall ([39]) that F' € D®(K,,) is weakly-C-
constructible if and only if its microsupport is a closed C*-conic (i.e., in-
variant by the C*-action on T*M)) complex analytic Lagrangian subset of
T*M or, equivalently, if it is contained in a closed C*-conic complex analytic
isotropic subset of T* M.

Proposition 7.1.6. Let F' € D*(Zy[h]) and assume that F is cohomologi-
cally complete. Then

(7.1.3) SS(F) = SS(gr,(F)).
Proof. The inclusion

SS(gry(F)) < SS(F)

follows from the distinguished triangle F' 25 F — gr,(F) 2L Let us prove
the converse inclusion.

Using the definition of the microsupport, it is enough to prove that given
two open subsets U C V of M, RI'(V; F') — RI'(U; F') is an isomorphism as
soon as RI'(V; gr,(F)) — RI'(U; gry(F)) is an isomorphism. Consider a dis-
tinguished triangle R['(V; F') — RI'(U; F) — G L Then we get a distin-
guished triangle RI'(V; gr,,(F)) — RI(U; gr(F)) — gri(G) 4 Therefore,
gr,(G) ~ 0. On the other hand, G is cohomologically complete, thanks to
Proposition and G ~ 0 by Corollary [L5.9 Q.E.D.

Proposition 7.1.7. Let F € DE_(C%). Then F is cohomologically complete.

Proof. One has

2

[1% Ext’ (Z[n,n™'), H'(U; F)) =~ Ext], . (z[n,n 1, [1% H'(U; F))
~ BExty (Z[hh71, Fr) ~ 0

where the last isomorphism follows from the fact that F, is cohomologically
complete when taking X = pt.
Hence, the hypothesis (i) (c) of Proposition is satisfied. Q.E.D.

Propagation for solutions of .7, /x-modules

Proposition 7.1.8. Let A be a coherent oy x-module. Then

(7.1.4) SS(R,%”om%A/X (AN, L)) C char(gr, ).
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Proof. By Lemma [I.1.4] we have
Rj‘fom%/x(,/l/,f) ~RAtom ,_ (¢ Rurp N, D).

Since gr,(Zy Bty x N) = gr, (A7), Proposition [ T8 will follow from Propo-
sition below, already obtained in [17]. Q.E.D.

Proposition 7.1.9. Let A be a coherent P y-module. Then
(7.1.5) SS(R#om , (A, L)) = char(gr, ).

Proof. Set F = Rffom%f(ﬂ ,-Z). Then F is cohomologically complete
by Corollary and SS(F') = SS(gr,(F')) by Proposition [.1.6l On the
other hand, gr,(F) ~ Riom, (gr, /", Ox) by Proposition and the
microsupport of this complex is equal to char(gr,.#") by [39, Th 11.3.3].
Q.E.D.

Constructibility of solutions

Theorem below has already been obtained in [I7] in the framework of
Dwr[[h]]-modules.
Recall that .Z is a coherent o/y-module, simple along A.

Theorem 7.1.10. Let A" be a holonomic <) x-module.

(a) The objects R,%”om%/x (AN, L) and R%ﬂom%/x (&L, N) belong to DR (Ch)
and their microsupports are contained in char(gr, . /").

(b) There is a natural isomorphism in DR (C})

(7.1.6) RAtom , (N, &) == Dy (R,%”om%/x (Z,.N)) [dx].

The morphism in (b) is similar to the morphism in Lemma [B.3.1] and is
associated with

Rt%”om%/x((/i/, L) ® Re%”om%/x(o?, N)
— R%fom%/x(f,f) — RAtom , (£, Z) ~ Ch — C% [dx].

Proof. (a) It is enough to treat F':= R%om%/x (AN, ZL). In view of Propo-
sition [[L.T.8, F' is weakly C-constructible and it remains to show that for each
z € A, F, belongs to D}(C").

If U is a sufficiently small open ball centered at z, then RI'(U; F) —
F, is an isomorphism ([39]). The finiteness of the complex gr,(F,) follows
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from the classical finiteness theorem for holonomic Z-modules of [34]. Since
F' is cohomologically complete, Proposition [L5.12 implies that RI'(U; F) is
cohomologically complete. Hence the result follows from Theorem [L.G.4l

(b) follows from Corollary [[L4.6] since we know by [34] that (ZI1.6]) is an
isomorphism after applying the functor gr;. Q.E.D.

) /x modules and «/}**-modules

Definition 7.1.11. A coherent @7, ,x-submodule 4" of a coherent 527)1(00—
module .# is called an @7, x-lattice of .# if .4~ generates .# as an 527)1(0‘:—
module.

Lemma 7.1.12. Let ./ be a coherent o/3°°-module and let N C M be
an oy, x-lattice of A . Then char(gr,(4")) C T*A does not depend on the
choice of N .

The proof is similar to the one of Lemma B.4.2, and we shall not repeat
it.
Definition 7.1.13. Let .# be a coherent </°°-module and let .4 C .# be
an /) x-lattice of .Z. We set

chary (A) := char(gr,.A4").

Example 7.1.14. Let X = C? endowed with the symplectic coordinates
(z;u) and let A be the Lagrangian manifold given by the equation {u = 0}.
In this case, @ x = @/x[uh™].

Now let @ € C and consider the modules .# = &3¢/ o/¥¥¢(xu — ah)
and A = )y x/Dh x(@uh™t — ). Then 4 is an o, x-lattice of .# and
grp N =~ Dy Dp(x0, — ).

Lemma 7.1.15. Let .# be a coherent o/3°°-module.

(i) chary () is a closed conic complex analytic subset of T*A and this set
is involutive.

(i) Let 0 — A" — M — A" — 0 be an exact sequence of /2°-modules.
Then chary (.4 ) = chary (") U chary (4").

Proof. (i) is a well-known result of Z-module theory, see [37].

(ii) Let A" be an o7y, x-lattice of 4. Set A" = . #'" A and N" C A"
be the image of .4". Then A" and A" are <7, x-lattices of .#’ and .#",
respectively. Since we have an exact sequence

0— AN JhN" — N ]|hBN — N AN — 0,
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we have chary (.#) = char(.A/h") = char(A"/hA") U char (A" JRN") =
chary (") U charp (2"). Q.E.D.

Proposition 7.1.16. For a coherent o/s°°~-module 4 , we have
codim chary (.#) > codim Supp(.#).

Proof. In the course of the proof, we shall have to consider the analogue of the
algebra o7 /x but with .&x. instead of o/x. We shall denote by 27, this alge-
bra. We shall show that codim Supp(.#) > r implies codim chary (.#) > r
by descending induction on r. Applying Proposition (a), we have
RA#om e (M, AP ~ TZTR,%”om%lgc (M, ¥°), where 72" is the trunca-

tion functor. Hence we have a distinguished triangle in D®, (@74%¢):

(7.1.7)  Ext”

loc
%X

where . = T>”Reﬁf0m%1gc(//l,£f}(°°). Note that codim(Supp(-#7)) > r by
Proposition 2315 (b). Setting .#" = &xt” .. (A, <7°), the distinguished
X
triangle (ZLT) induces a distinguished triangle in D® | (.&73°°):

coh

(M , A 3)[=7] = RAOM, poc (M, ) = H —,

RAOM por (K, ) = M — RAOM por (M, ) 1] = .
Setting .41 = Ext” .. (A", 5), we obtain a morphism ¢: .# — .4, and
Xa
Ker(y) has codimension greater than r. Hence, codim chary (Ker(y)) > r by
the induction hypothesis. Since chary (.#) C chary(.#7) U chary (Ker(p)), it
is enough to show that codim chary (.#;) > r.

Hence we may assume from the beginning that .# = &xt’ . (A, L)

/log
for a coherent @Z{%-module .#'. Let us take an j.-lattice A" of .4’
Set My = &ut’, | (AN, ha). Then we have A;°¢ ~ .4, and it induces a
morphism A5 — .#. Let .4 be the image of the morphism .45 — .#. Then
A is an @/ x-lattice of .#. Hence we have chary(.#) = char(A /hAN),

which implies
(7.1.8) chary () C char(A5/hAg).

On the other hand, we have an exact sequence
Eut’, (N, dye) = Et’, (N, dlpe) = Et”, (N, gry(Fae)).

Since we have &ut’, (AN, gr,(#pe)) =~ gxt;rh(g{/\a)(grh,/l/’,grﬁ(%Aa)), we

have a monomorphism

Mo/ hNg—Eat’ )(grh’/ylu gry ().

gry(Hpa
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Hence we obtain char(.A4q/hAg) C char (co@:ctr )(grﬁ,/l/’, grh(%Aa))) . Since

gry (Hpa

char (@@xtrgrh@ Q{Aa)(grh,/l/ !, grh(%,\a)))has codimension > r by e.g., [37, Theo-

rem 2.19], we conclude that codim char(.45/h.45) > r. By (Z.18), we obtain
codim chary () > r. Q.E.D.

7.2 Holonomic DQ-modules

In a complex symplectic manifold X, an isotropic subvariety A is a locally
closed complex analytic subvariety such that A, is isotropic, i.e., the 2-
form defining the symplectic structure vanishes on A,e,. Here, A, denotes
the smooth part of A.

A Lagrangian subvariety A is an isotropic subvariety of pure dimension
dx /2. Equivalently, A is a subvariety of pure dimension dx /2 such that A,
is involutive.

Definition 7.2.1. (a) An @{**-module .# is holonomic if it is coherent and
its support is a Lagrangian subvariety of X.

(b) An @x-module .4 is holonomic if it is coherent, without A-torsion and
¢ is a holonomic &/4°%-module.

(c) Let A be a smooth Lagrangian submanifold of X. We say that an /3¢-
module .# is simple holonomic along A if there exists locally an ofyx-
module ., simple along A such that .Z ~ .#}°°.

Lemma 7.2.2. Let A be a holonomic o/ °-module. Then D' ... [dx /2]
s concentrated in degree O and is holonomic.

Proof. This follows from Proposition 2.3.15] and the involutivity theorem
(Proposition 2-3.18). Q.E.D.

Let X be a complex symplectic manifold and let .Z and £ be two holonomic
a/®¢-modules. Using Lemma ZZTI0 (more precisely, an .o7/i°-variant of this
lemma) and Theorem [6.2.4], we have

RAtom e (M, L) = R,%”om%lgixa(,//léDfdf,%}?C),

(7:2.1) R,%”om%lgc(f,///) ~ R’%ﬂomﬂ;’;){a<$§]}i¢f‘/fl’(g§5c>
~ Rtom gy (D, (%), .ED,.2)
~ Rotom . (€2, MED.,.2)[dy)

a
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Theorem 7.2.3. Let X be a complex symplectic manifold and let # and £
be two holonomic </3\°°-modules. Then

(i) the object Rotom (M, ZL) belongs to DR (CH),
(i) there is a canonical isomorphism:

(7.2.2)  RAom oo (M, L) = (D;(Rifom%lgc(f, M) dx].

(iii) the object Rotom (A, L)]dx /2] is perverse.

Proof. Using (.2.7]), we may assume from the beginning that .Z is a simple
holonomic 73°*-module supported on a smooth Lagrangian submanifold A
of X. Let % be an &/x-module simple along A such that £ ~ ZJ°c.

(i)-(ii) Let 4" be an <y, x-lattice of .#. By Lemma [ZT3 (v), we have
RAtom . (M, L) ~ R%ﬂom%/x(,/i/,.,%)loc.

Then the results follow from Proposition and Theorem
(iii) Since the problem is local, we may assume that X = T*M, &/}*¢ = W
and % = O,

By (ii), it is enough to check the statement:

(7.2.3) HI <RFN (R,%”om%/x (,/V,.,%))) vanishes for j < [ and for
any closed smooth submanifold N of M of codimension I.

Since F := RI'y(RAom %/X(f/i/ , %)) is C-constructible, it is enough to
show that H’(gr,(F)) = 0 for j < [. This follows from the well-known fact
that H7(RCn(O)) = 0 for j < 1. Q.E.D.

Assume for simplicity that X is open in some cotangent bundle T*M. We
shall compare the sheaf of solutions of holonomic &x-modules and #x-
modules. Recall that #x is faithfully flat over & by Lemma [6.1.2]

Corollary 7.2.4. Let # and £ be two holonomic &x-modules. Then the
object RA#om 5 (M ,L) belongs to Dg.(Cx).

Proof. Let t denote the coordinate on the complex line C, let £ denote the
ring &pec,_,,_, and let L be the E-module E/E -t. Then we have the
embedding

CMec s B, he 0.
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Set for short F':=R#om g (A ,Z). Then

~ ~ L
F =~ Rustom (L, Rotom g (M, (Exxr+c/ExxTC - t)\t=0,7=1®gxg))
~ RAtom (L, R%om%(%( Rz, M , Wy Rz, L))

Set G := R%om@(% ®z, A , %{ ®z, ). Applying Theorem [[2.3] we
find that G € DR,(C%'*°) and it follows that F' € DY, (Cx).

wCc
Moreover, for each x € X, G, is of finite type over C"!°¢ and is an E-
module. One easily deduces that F, ~ RHom (L, G,) is a C-vector space of

finite dimension. Q.E.D.

7.3 Lagrangian cycles

Given two holonomic &3¢ modules .# and .# such that Supp(.#)NSupp(.%)

is compact, the Euler-Poincaré index is given by

(X5, %) = x(RHom (A, 2))
> (=) dimExt’ . (A4,2L).

X

(7.3.1)

Applying ([6.3.6]), we get

(7.3.2) X(X; M, %) = / (eux(A) - eux(ZL)).

X

Recall that eux(.#) = (—1)™/2euy (D’ ,..#), and also recall that dx being
even, eux (A ) - eux (L) =eux (L) - eux (A ).

We shall explain how to calculate the Euler classes by using the theory
of Lagrangian cycles. We refer to [39, Ch. 9 § 3] for a detailed study of these
cycles.

Recall that K denotes a commutative Noetherian unital ring of finite
global dimension.

Consider a closed Lagrangian subvariety A of X. We define the sheaf:

(7.3.3) LK = H (Ky),

and we simply write L, instead of LZ. The next results are obvious and
well-known (see loc. cit.).

Lemma 7.3.1. (i) U — HX,(U;Kx) (U open in X) is a sheaf and this
sheaf coincides with LY,
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(ii) Hi,, (LK) ~0 fori=0,1,

(iii) if s is a section of L, then its support is open and closed in A,

reg

(iv) there is a canonical section in T'(A;Ly) which gives an isomorphism
La Areg = Zin

reg

We denote by [A] the section given in (iv) above.

Definition 7.3.2. We call a section of L on an open set U of A a Lagrangian
cycle on U.

Recall that Keona(Ox) denotes the Grothendieck group of the category
DA (Ox). We denote by Heona(Ox) the sheaf associated with the presheaf
U — Keonaro (Ou). Then, there is a well defined Z-linear map

(734) K %Oh,A(ﬁx) — L.
This map is characterized by the property that

Let 4 € DY, («/3¢) and let A be a closed Lagrangian subvariety of X which
contains Supp(.#).

Let .4, be an o/x-lattice of .#Z on an open set U of X. Then gr,(.#;) de-
fines an element [gr,(.#p)] € Keona(Ox|v), hence an element of I'(U; Hon a (Ox)).
This element depends only on .#, and we thus have a morphism

Kcoh,A(fQ{)l(OC> — F<A; r%/coh,A<ﬁX))-
Composing with the map x, we obtain a map
(7.3.6) Keona (%) — T(A; Ly).

Definition 7.3.3. We denote by lcx (.#) the image of .# € D, (<) by
the morphism in (Z3.0) and call it the Lagrangian cycle of .Z .

On the other-hand, recall (see Definition [6.3.2]) that the Euler class euy (.#)
of . belongs to HXX (X; (C?)igloc). Hence, the Euler class of .# is a Lagrangian
cycle supported by A:

(7.3.7) cuy () € D(A; LS.
The map Z — C"'°¢ induces the morphism
(7.3.8) Lx: Ly — LE

The next lemma is easily checked.
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Lemma 7.3.4. Let A be a smooth Lagrangian submanifold of X and let £
be a coherent </¢°-module, simple along A. Then eux(Z) = tx([A]).

Theorem 7.3.5. One has eux(#) = 1x olex(A).

Proof. By Lemma [Z.3.1] it is enough to prove the result at the generic point
of A. Hence, we may assume that A is smooth. Let z € A and let us choose a
smooth Lagrangian submanifold S, of X which intersects A transversally at
the single point x. Let us also choose a simple #7i°*-module . simple along

S,. Using (L32), we find

X(R%om%lgc(f,///)x) = / (eux (L) -eux(A)).

X

Let £ and ., be ofx-lattices of £ and .# , respectively. We also have
X(RAom (L, M)z) = XRAom (o (804(L0), 81 (A0))2)

_ /X (k(lgra(Z))) - k(gm0 ().
Clearly, we have

(7.3.9) r[gra(Lo)]) = [5a].
By Lemma [[.34] eu(%) = [S,]. Therefore,

(7.3.10) /X ([S,] - eux () = /X ([54] - lex (40))

for any smooth Lagrangian submanifold S, which intersects A transversally
at x. This completes the proof. Q.E.D.

Remark 7.3.6. The Euler class of a holonomic #71°“-module supported by a
Lagrangian variety A is easy to calculate, since it is enough to calculate it at
generic points of A. Moreover, the integral in (L3.2]) is invariant by smooth
(real) homotopy of the Lagrangian cycles lex () and lex (<) and one may
deform them in order that they intersect transversally at the smooth part of
their support. See [39, Ch. 9,§ 3] for a detailed study.

7.4 Simple holonomic modules

When %, and £ are simple along smooth Lagrangian manifolds, one can
give an estimate on the microsupport of R7Zom oloe (4, %) Tt follows from
Lemma [6.2.T] that two simple holonomic modules along A are locally isomor-
phic.
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Example 7.4.1. Assume X = T*M for a complex manifold M and &/x =
#x(0). Then €17 is a simple holonomic &72*-module along M.

Recall that on a complex symplectic manifold X, the symplectic form
gives the Hamiltonian isomorphism from the cotangent bundle to the tangent
bundle:

(74.1) H:T"X = TX, (#,v)=w(,H(#)), veTX, 0cT"X.

For a smooth Lagrangian submanifold A of X the isomorphism ([Z41]) induces
an isomorphism between the normal bundle to A in X and its cotangent
bundle T*A.

For the notion of normal cone, see e.g., [39, Def. 4.1.1]. The next result
is proved in [42, Prop. 7.1].

Proposition 7.4.2. Let X be a complex symplectic manifold and let Ay and
Ay be two closed complex analytic isotropic subvarieties of X. Then, after
identifying TX and T*X by (L4TJ]), the normal cone C(Ag, A1) is a complex

analytic C*-conic isotropic subvariety of T*X.

Theorem 7.4.3. Let % be a simple holonomic </3°°-module along a smooth
Lagrangian manifold A; (i =0,1). Then

(742) SS(R,ﬁfom%lgc(fl,o%)) C C(Ao,Al).

Idea of the proof of Theorem[74.3 (i) By identifying R%ﬂom%lgc (A4, %) with
a sheaf supported by Ag, the estimate (T.4.2]) is equivalent to the estimate

(7.4.3) SS(RAOm. e(r, %)) € Ciy(A).

(ii) The problem being local, we may assume X = T*M, o/x = %((0),
Ao =M, & = ﬁ’]@[loc. If Ay = Ay, Theorem is immediate. Hence, we
assume Ag # A;.

Then there exists a non constant holomorphic function ¢: M — C such
that

Ay = {(z;u) € X ;u=gradp(z)}

Consider the ideal

(7.4.4) Iw =3 Wx - (hdy, — &)).
i=1
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We may assume that £ = %/ﬂw Let u € £ be the image of 1 € 7//}
and denote by .4 the @7, x-submodule of .Z; generated by u.
To conclude, it remains to prove the inclusion

(7.4.5) char(gr,(4)) C C(A1, TyM).

We shall not give the proof of (LZH]) here and refer to [42]. Let us simply
mention that the proof uses [37, Th. 6.8]. Q.E.D.

Remark 7.4.4. Consider a smooth Lagrangian submanifold A of X and
denote by ch(Qy) € HY(A; OF) the class corresponding to the line bundle
Qa. To the exact sequence

15 Cl— 0; L% 40y >0

one associates the maps 5 and ~:
Lon. X\ By griia. Vo IT2( A X%
H (A, 05) = H (A;dOy) — H*(A; C3).

We shall denote by C}x/ ? the invertible Cx-algebroid associated with the co-

homology class 7(%5((311(9/\)) € H?(A; CY) (see 2II3)).

Consider an invertible Ck-algebroid 2 on A and denote by Inv(2l) the
category of invertible 2-modules (see Definition ZT4]). On the other hand,
denote by Simple(A) the category of simple .&/x-modules along A. It can be
easily deduced from Lemma [6.2.1] that, given a DQ-algebroid 7y, there exist
an invertible C%-algebroid 2 and an equivalence of categories

(7.4.6) Simple(A) ~ Inv(21).

When &y is the canonical algebroid %((O) (see remark [B.13)), it is proved
in [T9] that one has an equivalence 2 ~ Ck R, (Cll\/ %,

7.5 Invariance by deformation

We shall show that in the situation of Theorem [[.2.3] R #om loe (M, 2L) is,

in some sense, invariant by Hamiltonian symplectomorphism.
First, we need a lemma.

Lemma 7.5.1. Let M be a complex manifold, X = T*M and let A be a

holonomic #x-module. Assume that the projection wy: X — M is proper
(hence, finite) on Supp(A). Then my, M is a locally free 07 -module of
finite rank.



164 CHAPTER 7. HOLONOMIC DQ-MODULES

Proof. (i) In the sequel, we write oy and &/4°° instead of %((0) and #x,
respectively. Since s is finite on Supp(.#), Rmys,.# is concentrated in
degree 0. Let us prove that this sheaf is ﬁg}loc—coherent. Denote by I'; the
graph of the projection my; and consider the diagram

M x X <*T,
SN
M X,

Using the morphism of C'-algebras 7,/ 0% < /x, we may regard £ :=
s,.p Lalxa as a coherent @ xo-module simple along I'.. Then

Ry, Ml ~ L ;)(///.

We may apply Theorem B.3.6] and we get that Ry, is ﬁf/’lloc—coherent.

(ii) Let n = dy = 3dx. By LemmallZ2 D’ ,,.(.#) [n] is concentrated in de-

gree 0 and it follows from a similar argument as in (i) that D’ (.#) o %" [n] is

O"1°coherent and concentrated in degree 0 for any coherent @712 ,,-module
Z' simple along I';. Denote by D, .. the duality functor over ﬁ;}loc. Ap-
plying again Theorem B.3.6] we get

rioc (M 0 L) = D (L) 0w oD (M)
/ o L /
~ R, (Rpa (D4 (£) 0w )&, Dl ().

Since wy oD, (L) ~ £"[n] for an @), x-module .#’ simple along T';; and

D/

o
degree zero. Therefore, mys,.# is a locally projective ﬁ]@[loc-module of finite
rank. To conclude, note that, for x € M, any finitely generated projective

ﬁ’ﬁ‘f—module is free, by a result of [52] (see [59]). Q.E.D.

Recall the situation of [BI9): we have three symplectic manifolds X;
(1 = 1,2,3) and closed subsets A; of X; x X;11 (i = 1,2). Assume that
the A; (i = 1,2) are closed subvarieties and the projection pi3 is proper on
pl_zlAl N p2_31A2. Then A; o Ay is a closed subvariety of X; x X3. Now assume
that A; (¢ = 1,2) is isotropic in X; x X? ;. Then A; o A, is isotropic in
X7 x X§ by classical results (see e.g., [39, Prop. 8.3.11]).

In the sequel, we denote by D the open unit disc in the complex line C,
endowed with the coordinate t. We set for short

we(«) is concentrated in degree n, D' ..(my,#) is concentrated in

Y :=T"D,
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and we consider the projections

p

X xY—2>Y
2 N
X X xD—=D.

Assume to be given a Lagrangian subvariety A C X x Y satisfying
(7.5.1)  the restriction p|p: A — X x D is finite.

For a € D, writing for short 77'ID instead of T{*a}]D), we set
Ay:=AoTD = pi(ANgqg(a)),

and this set is a Lagrangian subvariety of X.
We introduce the “skyscraper” .24°“-module

(7.5.2) Co = A° ) A2 - (L — a).

Theorem 7.5.2. Let X be a complex symplectic manifold, let A be a La-
grangian subvariety of X XY satisfying (L5T), and let V' be a Lagrangian
subvariety of X. Let £ be a holonomic /Sy -module such that Supp(.£) C
A and let A be a holonomic </°°-module such that Supp(A) C V. Assume
that the map q: AN (p;'V) — D is proper. For a € D, we set £, = Z;‘Ka

and M = Rpg*R,%”ompflﬂ)lgc(pflJV7$). Then

(i) &, is concentrated in degree 0 and is a holonomic @/s°-module sup-
ported by A,

(ii) A is a coherent @4°°-module supported by V)O(A,

L
(iii) F, = RHom%lgc((/V,Za) ~ RI'(Y; (Op/Op(t — a))®, A ) is an object
of D?(Ch’loc), and F, and F, are isomorphic for any a,b € D.
Proof. (i) First note that t —a: £ — £ is a monomorphism. Indeed for

any s € Ker(t—a: £ — &), @5y s C £ is a coherent &/45°¢-module whose
support is involutive and of codimension > dxy /2, hence empty. Therefore
L= g}e(%)lfoc/ﬂxlfoc.(t—a)) ~ Rpl*((ﬁn/ﬁﬂ)(t—a))®%$), and (i) follows
immediately from the hypothesis (T.5.1]).

(ii) We have

Rpg*Rj‘fompfl%lgc(pflt/V,Z) ~D (AN)o L.
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By the hypothesis, the projection AN (V x Y) — Y is proper. It follows
from Theorem B.2.1] that .# belongs to D2, (2#°¢) and is supported by the
isotropic variety Ay :=V 2 A.

(iii) By the hypothesis, the projection m: Ay — D is proper, hence finite.
It follows easily that H!(.#) is a holonomic .@4°¢-module and H!(Rr,.#) ~
T Hi () is alocally free G1'*-module of finite rank by Lemmal[Z5.11 Hence

A L . .
H(RD(Y; (6 On(t — ))&, ) ) = D(Y; H'(A) /(¢ = ) H' (A1)
is a finite-dimensional C™°°-vector space whose dimension does not depend

on a € D. Q.E.D.

We shall make a link between the hypotheses in Theorem [7.5.2] and the
Hamiltonian deformations of a Lagrangian variety Ay.
Assume to be given a holomorphic map

O(x,t): X xD— X

such that ®(-,a): X — X is a symplectomorphism for each a € D and is the
identity for a = 0. Set

I'i={(x,t,®(x,t))}, the graph of & in X x X x D.

Consider the differential

%—T:XXD—)TX:T*X.

We make the hypothesis:

0P
(7.5.3)  there exists f: X x D — C such that i Hy,

where H; denotes as usual the Hamiltonian vector field. In this case, we can
define (identifying T*D with D x C)

L= {((2, ®(x,0)); (1, f(2,1))} € X x X" x T*D
and T is Lagrangian. Let Ay be a Lagrangian subvariety of X. We set:
AN:=Apo r.

Then A will satisfy hypotheses (T5.1)) and A, = ®(x, a)(Ao).
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Example 7.5.3. Let X =T*M, V =Ty,M and let p: M x D — C be a
holomorphic function. Set Y = T*D and let

A= {(.T,t;u,T) € X x Y; (uuT) = gradm,t QO(.T,t)},
Ao = {(z30) € X;u = grad, ¢(x, 0)}.

Consider the family of symplectomorphisms
O(z,u,t) = (z,u+ @, (z,t) — @.(z,0)).

Then

0P
ot
Set Z = {(z,t) € M x D;grad, p(z,t) = 0} and assume that

= —Hy,, and A, = O(z,u, a)A.

the projection Z — D is proper.

Consider the ideals

T =S Ay (W, = ) + Ay (10— 7)),
=1

Io = Z A (h0z, — 90;:1'('7 a)).
i=1

Set N = @/ ®, Oy and £ = ox .y /S . Hence we have &, = o/°/ .7,
and Hi(RHom%lgc (L., /")) does not depend on a € D.
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