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Abstract

Mobile ad hoc networks, also called MANETs, are self-organised networks sponta-
neously created between neighbouring devices that do not need any infrastructure.
The possibility of deploying a communication network at any moment and at any
place opens a wide range of potential scenarios where the use of an ad hoc net-
work is extremely important and useful. For example, we can imagine an area
with no infrastructure, due to a natural disaster (ooding, earthquake, etc.), a
war damage or simply a remote location. In such situations, the deployment of
an ad hoc network for rescuing or evacuating people is key.

E�cient communication protocols are very important for providing good services,
but in ad hoc networks is very challenging. It is necessary to deal with packet
loss, collisions, mobility, network partitions, fading, energy constraints, obstacles,
etc. Due to the intrinsic broadcast nature of wireless medium, dissemination al-
gorithms are one of the most appropriate protocols for communicating devices.
Additionally, broadcasting is one of the main low level operation as many appli-
cations and even other protocols rely on its service.

Therefore, in this thesis, we are proposing two di�erent broadcasting algorithms
for e�ciently disseminate messages in the network. The �rst approach relays on
an underlying tree topology, while the second is an energy aware algorithm that
tries to reduce the energy consumption. In these unpredictable and changeable
networks, protocols need to adapt to the current circumstances and this adapt-
ability is usually obtained using thresholds. The values of these thresholds directly
inuence the behaviour of the algorithm. Finding them is a complex and critical
task as protocols are usually very sensitive. We tackle this problem using approx-
imation algorithms or metaheuristics, more speci�cally, we use a parallel iterative
local search and two evolutionary algorithms. In order to ease this process, we
have created a modular experimental framework for evaluating, validating and
optimising any algorithm in MANETs.
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During the last decade, advances in technology have made possible what not so long time
ago was just a dream: to be able to communicate with a remote person at any time, and at
any place. It was materialised thanks to a chain of successes, not only to a single brilliant idea.
For example, the wireless technology had a major role in the process, as it makes possible
the connection between remote devices wirelessly. However, it was also very important the
reduction of the size of the hardware, so that people can carry a small device in their pocket
or pursuit, as well as, the cost of creating and assembling all the components. We can not
underestimate the power of the crowd. If the production of the devices were expensive,
only a few privileged people would have been able to a�ord this technology. Resulting in
a spectacular failure. The success of this phenomenon is to be able to communicate with
anyone, at any moment and at any place, but also at low cost.

Additionally, the telecommunication companies envisioned a great business and kept im-
proving the devices and updating the network resources, so that now, it is not only possible
to communicate between remote devices using the wireless technology, but also, devices are
able to connect to the internet at high speeds.

Nowadays, 70% of the world’s population have a mobile phone, that is over 5 billion mobile
subscribers, and 9 out 10 people in countries like the US. Additionally, 27% of mobile phones
are smartphones provided with internet access. By 2014, it is expected that mobile internet
connection will take over desktop internet usage (according to [1]). All those statistics envision
a near future where every person will always carry a mobile device with communication
capabilities.

This boom in the technology and the magni�cent acceptance in the society have led
researchers, during the last years, to focus in a new kind of wireless networks: the ad hoc
networks.
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1. INTRODUCTION

De�nition 1 (Ad hoc network).

An ad hoc network is a self-con�guring network composed of a set of devices with

wireless capabilities that can communicate between them without any infrastruc-

ture [142].

These ad hoc networks are mostly created on the y when devices with communication
capabilities meet. There is no need of any carrier company or infrastructure to start the
communication. The intrinsic characteristics of such networks, as the self-organisation, the
heterogeneity of devices, the dynamism as well as the unpredictable behaviour have some
inner drawbacks that makes them di�cult to implement, e.g. the changing topology, the
dependence on battery life, the limited transmission range, the partitioning of the network,
etc.

As already mentioned, the possibility of enabling the communication between two devices
no matter if there is any available infrastructure around is a very challenging �eld that has
attracted the attention of many researchers. They are trying to overcome all the problems
inherit to ad hoc networks so that they become a reality. Chapter 2 introduces further ad
hoc networks, their characteristics, drawbacks, challenges, etc.

1.1 Importance of ad hoc networks

The possibility of deploying a communication network at any moment and at any place
opens wide range of potential scenarios where the use of an ad hoc network is extremely
important and useful. We can imagine an area with no infrastructure, due to a natural
disaster (ooding, earthquake, etc.), a war damage or simply a remote location. In such
situations, the deployment of an ad hoc network for rescuing or evacuating people is key.
Allowing the communication between groups located in distant areas may be very helpful in
critical situations in order to coordinate and reorganise them.

However, ad hoc networks are not restricted to safety of disaster situations, they can also
be used for gathering sensed data and send it to a remote server, exchanging safety road
messages between vehicles or simply for infotainment, just to mention a few.

Moreover, envisioning the saturation the telephone network might su�er due to the pre-
dicted extremely high use, ad hoc networks can be used by the carrier companies to alleviate
their tra�c when dealing with highly dense areas.

The exibility and heterogeneity of this kind of networks make its deployment a certain
success. Therefore, e�cient communication protocols are of extreme importance in order to
provide good services. As we will see in detail in Chapter 2, e�cient communication in ad
hoc networks is very challenging. It is necessary to deal with packet loss, collisions, mobility,
network partitions, fading, energy constraints, obstacles, etc.

1.2 Motivations

Due to the intrinsic broadcast nature of wireless medium, dissemination algorithms are one
of the most appropriate protocols for communicating devices. Additionally, broadcasting is
one of the main low level operation as many applications and even other protocols rely on its
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1.3 List of contributions

service. In wireless networks, broadcasting algorithms are usually associated to the broadcast
storm problem [249].

When designing broadcasting algorithms for mobile ad hoc networks, not only the inherent
problems of dissemination algorithms must be considered, but also all the inherited ones from
the ad hoc networks. Therefore, e�cient communication in MANETs is not only crucial but
also a very complex task.

This kind of protocols should reach as many devices as possible, even including devices
in other partitions if the network is (as it is usually the case) partitioned, but at the same
time reducing to the minimum the use of both the network and the device resources.

In order to avoid contextual limitations such as the broadcast storm problem, reducing the
network resources used, or the number of collisions, protocols usually rely on some parameters
that adapt the behaviour of the algorithms to the circumstances. Finding an optimal value
for those parameters is di�cult, and they are usually experimentally chosen. However, the
performance of the protocol depends on the correctness of those value. Thus, �nding the
appropriate value is also very important when designing a protocol.

In this thesis, we focus on providing e�cient communication in mobile ad hoc networks
using broadcasting algorithms. For that, we have implemented a couple of e�cient broadcast
algorithms, and we have optimised their parameters using a experimental framework designed
for that purpose.

1.3 List of contributions

The major contributions contained in this PhD thesis include:

1. An extensive state of the art in broadcasting protocols and energy aware algorithms is
presented, providing also a new taxonomy. Additionally, a literature review in di�erent
optimisation techniques for problems dealing with ad hoc network is included.

2. The expenses of the creation and maintenance of a decentralised tree based topology
in di�erent types of ad hoc networks (mobile and vehicular) is studied.

3. Two di�erent broadcasting algorithms are proposed, and compared to state of the art
broadcasting techniques. The �rst approach relies on a tree topology, and the second
one uses a cross layer design for reducing the energy consumption.

4. Creation of an experimental framework that gives clarity and modularity to the devel-
opment process. It e�ciently evaluates, validates and optimises any algorithm under
di�erent circumstances or using any tool.

5. Optimisation of the proposed broadcasting algorithm using a massively parallel iter-
ated local search speci�cally designed for �nding the best possible con�guration of the
algorithm. Additionally, the results obtained are validated using more complex meta-
heuristics (evolutionary algorithms).

6. Comparison the proposed iterative local search and two state of the art evolutionary
algorithms in terms of some well known quality metrics: hypervolume, spread and
epsilon.

3



1. INTRODUCTION

1.4 Dissertation outline

The remainder of this document is organised as follows:
PART ONE : Mobile Ad hoc Networks and Literature Review
This �rst part of the dissertation starts with an introduction to the concept of ad hoc

networks as well as its history in Chapter 2. A brief explanation of the di�erent kinds of ad
hoc networks, and the most common technology used in each of them is given. Chapter 3,
gives an extensive review of some of the most relevant works in the literature that focus on
the dissemination process. Additionally, an overview of the use of metaheuristics for solving
problems in ad hoc networks is also presented in this chapter.

PART TWO: Research Objectives and Experimental Framework
Chapter 4 describes the research objectives we are pursuing during this thesis, and the

mechanism we are using fro tackling them. The experimental framework proposed for evalu-
ating, validating and optimising the proposed algorithms is introduced in Chapter 5.

PART THREE: Broadcast Algorithms
Two di�erent approaches of broadcasting algorithms are proposed in this thesis. In Chap-

ter 6, a novel broadcasting algorithm that uses an underlying tree topology for disseminating
the broadcast message is proposed. Chapter 7 presents a cross-layer and energy aware ap-
proach that controls the transmission power of each node.

PART THREE: Optimisation Process
This problem is addressed in Chapter 8 using a multi-objective local search algorithm.

Results of this local search are validated using two multi-objectives evolutionary algorithms
in Chapter 9.

PART FOUR: Conclusions and Perspectives
This manuscript concludes the work presented during this dissertation in Chapter 10,

presenting also some perspectives.
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Chapter 2

Overview of Mobile Ad Hoc

Networks
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The �rst wireless communication network between computers was created in 1971 by
Norman Abramson at the University of Hawaii, the AlohaNet [19]. It was composed of 7
computers distributed over four islands that were able to communicate with a central node
in Oahu island using the radio communication. Additionally, the most well known random
access protocol, ALOHA, was also developed and presented at that time [20]. The ALOHA
channel is used nowadays in all major mobile networks (2 and 3G), as well as in almost all
two-way satellite data networks [296].

Thanks to the reduction in the cost and size of the hardware needed, the wireless tech-
nology widely extends in our everyday life. The huge amount of devices that provide wireless
technology nowadays, as well as the increasing number of people that not only carry a device
with wireless capabilities but actually use it, make the �eld of wireless technology a key topic
in research.

The current mobile wireless networks consist of wireless nodes that are connected to a
central base station. When a device moves to a di�erent geographical area it must connect
to a di�erent base station in order to continue with the service. Meaning that two nodes
located in the same region cannot communicate unless there is a base station associated to
that area. Researchers envisioned a possibility for communicating devices where the �xed
infrastructure was not available, i.e., remote or disaster areas. This kind of networks are
called ad hoc networks.
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2. OVERVIEW OF MOBILE AD HOC NETWORKS

The term ad hoc has been extensively used during the last decades. According to the
American heritage dictionary of english language it has two di�erent meanings: (1) form for
or concerned with one speci�c purpose; (2) improvised and often impromptu. These two
de�nitions of the term ad hoc describe the purpose of a new kind of network that emerged
with the wireless technology.

In an ad hoc network, all devices may also act as routers and forward packets to enable
communication between nodes that are not in range. Two nodes are said to be in range when
they are able to receive and properly decode packets sent by the other node.

Some examples where the deployment of an ad hoc network can be used and actually can
be very useful are: relief in disaster areas, battle�eld deployment, sensing areas, social events
(e.g., a concert), etc. In these cases, devices can create a temporary network for a speci�c
purpose, that is, an ad hoc network. When devices are mobile, they are called mobile ad hoc
networks.

Ad hoc networks su�er from the typical problems of wireless networks such as interference,
time varying channels, low reliability, limited transmission range, etc. Additionally, ad hoc
networks face some speci�c characteristics we describe next.

1. self-organise: nodes must be able to create or join an existing ad hoc network by their
own means. There is no infrastructure or central node(s) that is in charge of creating
or maintaining the network;

2. decentralisation: nodes locally execute algorithms and take all decisions by themselves;

3. multi-hop: nodes must act as a router and relay messages to other nodes;

4. heterogeneity: any kind of device with wireless capabilities may be able to join the
network;

5. energy constrained: devices usually rely on battery;

6. radio interferences: transmissions from nodes that are out of the transmission range
are still received but with small reception power so that it is not possible to decode the
signal. However, this reception is considered as interference and it a�ects by decreasing
the signal to noise and interference ratio (SNIR) that is crucial for the successfully
reception of packets;

7. limited network resources: the bandwidth in wireless is signi�cantly lower than in wired
networks. Additionally, nodes are energy constrained so that the node processing power
is limited;

8. variable channel quality: the quality of the transmitted signal is inuenced by the
frequency used, the dimension of antennas and specially the environment itself, i.e.
weather conditions, obstacles, physical phenomenons as attenuation or path loss, re-
ection, refraction, milti-path, scattering, fading, etc.;

9. hidden terminal problem: collisions might occur when two nodes that are not in range
are targeting the same node. Nodes will detect an idle channel and transmit a packet
creating a collision at the destination [329]. See Figure 2.1 for a graphical explanation.
Both nodes C and B detect an idle channel and transmit at the same time a message to
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node A. Node A will not be able to decode the message due to a collision. The RTS/CTS
protocol is proposed in [176] to solve this problem (for point-to-point retransmission).
When node C sends a request to send message (RTS) to node A. If node A is available,
it sends the clear to send message to node C. In that case, node B will hear the CTS
from node A, and refrains from transmission;

A B

C

D

Figure 2.1: Example of the hidden terminal problem and the exposed terminal problem

10. exposed terminal problem: the RTS/CTS mechanism proposed for solving the hidden
terminal problem provokes it. Two nodes in range can not simultaneously transmit
even if the intended destinations are not the same [51]. See Figure 2.1. Node A wants
to send a message to C and node B wants to communicate with D. However, after
hearing the RTS message from node A, node B refrains itself from transmission even
though the intended destination is not the same;

11. dynamism: the network is not only composed of mobile nodes, but also nodes can
appear and disappear at any moment;

12. scalability: any node can join the network at any time, but no central unit is in charge
of managing it, therefore, any algorithm for MANETs must be scalable;

13. security: the lack of central authority, the changing topology, and the vulnerability of
the channel makes di�cult guaranteeing secured communications.

Chlamtac et al. presented in [75] a classi�cation of ad hoc networks in terms of the
coverage of the devices (see Figure 2.2). They can be di�erentiated into �ve di�erent classes:

� Body area network (BAN) is a communication network (usually wireless) composed
of small wearable nodes (earphones, microphones) that provides connectivity between
those devices. It is also extended to small sensors nodes implanted in the human body
that collect information about the patient’s health and send it to an external unit. The
coverage needed is just to cover the human body, i.e. 1{2 meters.

� Personal area network (PAN) is intended to the communication of mobile devices carried
by individuals, like smart phones, PDAs, etc. The range varies with the technology used,
from 10 to 100 meters.

9
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2. OVERVIEW OF MOBILE AD HOC NETWORKS

10 m

BAN PAN LAN MAN WAN

coverage in m

1 m 500 m 20-50 km range

Figure 2.2: Classi�cation of ad hoc networks in terms of the coverage area.

� Local area network (LAN) interconnects computer nodes among them or with peripheral
equipments at high data transfer in a prede�ned area like an o�ce, school, laboratory,
etc. The communication range is restricted to a building or a set of buildings, between
100 and 500 meters.

� Metropolitan area network (MAN) spans a city or a large campus. It usually intercon-
nects di�erent LANs. The size is variable covering up to tens of kilometres.

� Wide area network (WAN) covers a large geographical area. It can relay data between
di�erent LANs or over long distances.

Both, MAN and WAN still need much more work to become a reality in a near future.
There are many challenges that keep researchers working on the topic because they are not
solved yet like communication beyond-line-of-sight, identi�cation of devices, routing algo-
rithms, etc. [155, 163, 166, 347].

Apart from this classi�cation, the ad hoc networking �eld has three well de�ned research
lines: (1) Mobile ad hoc networks, (2) Vehicular ad hoc networks, and (3) Sensor networks.
The �rst one is de�ned as an ad hoc networks where devices do move, and includes all
personal devices like smart phones, PDAs, laptops, gaming devices, etc. When devices move
at high speeds, without energy restrictions and the network is able to use road side units for
communicating, we are talking about vehicular ad hoc networks. Finally, in sensor networks
devices are generally meant to acquire data from the environment and report it to a central
node or gateway. Next sections give a more detailed view of these three types of ad hoc
networks.

2.1 Mobile ad hoc networks

Mobile ad hoc networks, also called MANETs, are ad hoc networks where the devices con-
forming the network are mobile. Khan extended the previously mentioned ALOHANET
including repeaters, authentication and coexistence with other possible systems in the same
band. This new system was called the packet radio network, PRNET [172]. The PRNET
project of the Defense Advanced Research Projects Agency, DARPA, started in 1973 and
evolved through the years (1973-1987) to be a robust, reliable, operational experimental
network. The nowadays called mobile ad hoc networks or MANETs, were �rst de�ned in
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2.1 Mobile ad hoc networks

PRNET project. In [168], a detailed description of PRNET is presented and in [167] PRNET
is de�ned as mobile ad hoc network.

Initially, MANETs were mainly developed for military applications. Specially for creating
communication networks in a battle�eld. In the middle of 1991 when the �rst standard
was de�ned, IEEE 802.11 [355], and the �rst commercial radio technologies appeared, the
great potential of ad hoc networks outside the military domain was envisioned. Apart from
the military scenarios, all the previously mentioned applications for ad hoc networks (if
we consider moving devices) are placed in this section. However, there are many others
like emergency services, multi-user gaming, e-commerce, information services, mobile o�ce,
extending the cellular network, etc.

Advances in the technology made possible to have internet connection in portable devices.
Mobile phones evolved to smart phones with big screens, cameras, GPS, bluetooth, high
speed data access and a friendly operating system. At the end of 2013, the number of mobile
devices will exceed the world’s population, and by 2017 there will be 1.4 mobile devices per
capita [247]. Moreover, meanwhile many people (not only industry) focused on developing
applications for those smart phones, social networks such as facebook or Twitter appeared.
The former had, in average, more than 655 million active users per day facebook during the
month of March 2013 [15]. The latter has 140 millions of active users and 340 millions of
Tweets a day [316] just after 6 years. No one could have predicted the amazing welcome of
social networking. Actually, those applications are not only used in computers but also in
smart phones and tablets, increasing the mobile data tra�c. It is expected that in 2016 the
mobile data tra�c will be more than 8 times higher than in 2012, and only 0.3% of this tra�c
will be due to VoIP [247]. In Figure 2.3, the forecast evolution of the mobile data is shown.
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Figure 2.3: Cisco Forecasts of Mobile Data Tra�c up to 2016.

With such numbers, the cellular network will be soon saturated. For alleviating this
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2. OVERVIEW OF MOBILE AD HOC NETWORKS

problem, part of the mobile data tra�c can be delivered by a complementary network. This
mechanism is known as 3G O�oading . There exist some works presenting mobile ad hoc
networks as this complementary network [25, 278].

Some of the main characteristics of mobile ad hoc networks that makes challenging their
design are mentioned below:

1. the lack of any infrastructure forces the node to perform network setup, management,
self-healing, neighbor discovery, etc.;

2. every node must have routing capabilities for communicating nodes out of range;

3. energy constraints as devices depend on battery;

4. network resources restrictions as in wireless network the medium is shared (limited
bandwidth, collisions, etc.);

5. network partitioning due to the limited transmission range and the mobility of devices;

6. dynamic topology as the links are time varying because of the mobility of the nodes,
and the appearance and disappearance of devices.

2.1.1 MANET Technology

Although vehicular ad hoc networks, and mobile sensor networks can be seen as a subclass of
mobile ad hoc networks, the nodes composing the network are completely di�erent. There-
fore, the technologies used for each of the previously mentioned types of ad hoc networks are
di�erent. The main idea of mobile ad hoc network is connecting any device in range (consid-
ering WLAN). The most common technology that gives service for computer communication
in WLAN is Wi-Fi, that is already included in most of the commercial devices making it the
most suitable technology for mobile ad hoc networks.

Wi-Fi is a technology de�ned by the Wi-Fi Alliance [9] that allows wireless communication
based on the IEEE 802.11 standards. The �rst IEEE 802.11 standard was published in
1997 [355], and there were two updates until the time of writing, one in 2007 and another in
2012. It uses two frequency bands, 2.4 and 5 GHz. There exists a big variety of amendments to
each of the standards that focus on di�erent characteristics in wireless communication. Some
examples are IEEE 802.11n that allows MIMO antenna (multiple-input multiple-output), or
the IEEE 802.11s for mesh networking, or IEEE 802.11aa for video transport stream. For a
complete view on the amendments and the time line, please refer to [355].

The most common used standards are IEEE 802.11b (1999) and IEEE802.11g (2003)
which are amendments to the original standard IEEE 802.11-1997. They both work on the
2.4 GHz band, being the latter more recent with higher data rate but still fully compatible
with IEEE 802.11b hardware. The IEEE 802.11a works on the 5GHz band. IEEE 802.11a
also appeared in 1999, however, due to the reduced cost and the fast arrival on the market of
the IEEE 802.11b, it was widely adopted, making the acceptance of the late IEEE 802.11g,
that was fully compatible, very easy and fast.

The IEEE 802.11n (2009) is an amendment to the IEEE 802.11-2007 that includes MIMO
antenna (multiple-input multiple-output), a signi�cant increase in the throughput (from 54
Mbit/s to 600 Mbit/s) and operates in both frequency bands. These amendments are the
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2.2 Vehicular ad hoc networks

most used versions of the IEEE 802.11 standard that provide wireless capabilities for everyday
life devices.

2.2 Vehicular ad hoc networks

Vehicular ad hoc networks, hereinafter, VANETs, are ad hoc networks where the devices
conforming the network are vehicles. In VANETs, apart from the nodes there can also be
base stations or �xed infrastructure called road side units.

VANETs should not be confused with Intelligent transportation systems (ITS). ITS cope
with all kind of communications inside the vehicle, between cars or with the road side unit,
but are not limited to road transport. It also includes rail, water and air transport. Thus,
VANET is a component of ITS.

The idea of a network composed of base stations and vehicles is not new. Literature reveals
that much e�ort has been applied to vehicular networks. Already in 1952, M. R. Friedberg
discussed about how to place a mobile antenna on a vehicle in order to communicate with
the driver [109]. Not only researchers were interested but also companies. In 1966, General
Motors Research Laboratory was already designing a real-time system for safety aid. It
was able to send voice messages alerting devices about dangers ahead. Later, they were
also considering systems not only for making driving safer, but more convenient and more
enjoyable [139]. At that time, they were already proposing a two way communication system,
able to obtain road information but also able to ask for assistance. The system also provides:
(1) audio signs for receiving emergency messages and road conditions in the vehicle; (2) visual
signs reproducing roadside tra�c signs; and (3) navigation assistance of a preselected route.
An extensive review on studies related to motorist information was presented in [242].

The PROMETHEUS Eureka program (1985-1993) was intended for developing an intel-
ligent co-pilot that helps the driver, but not creating an autonomous car. More than 60
participants from 5 di�erent countries where involved and almost all car manufactures. The
project was divided into di�erent sub-programs: PRO-CAR, PRO-NET and PRO-ROAD.
PRO-NET system depends on the communication links between vehicles [122]. In 1988, in
the framework of the project they proposed vehicle to vehicle communications for increasing
the driving security [84]. In 1989, the Commission of the European Community launched
the DRIVE program. The objectives were similar to the ones proposed in PROMETHEUS:
improve road safety, tra�c and transport conditions and reduce the environmental pollution;
but whilst PROMETHEUS focuses on assisting the driver, DRIVE focuses on the infrastruc-
ture. A review in both projects and their di�erences can be found in [122].

Anwar et al. proposed in [34] the use of packet radio networks for car to car communication
in densely populated cities. They are considering mobile radio networks (MRN) where there
are no central stations, thus, they are talking about a mobile ad hoc network. They created
a scenario with one and two-way roads, tra�c lights, buildings, collisions and shadowing.
In the same conference, Davoli et al. presented an architecture and a protocol for car to
infrastructure communication using the packet radio network [88]. But, the term VANET
was �rst coined by Kenneth B. Laberteaux, who also conducted and promoted the �rst
VANET workshop in 2004 as general co-chair [140].

Vehicular ad hoc networks can be considered as a subset of mobile ad hoc networks but
they have speci�c characteristics that distinguish them from typical mobile ad hoc networks
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2. OVERVIEW OF MOBILE AD HOC NETWORKS

and that make challenging its design. Some of them are mentioned below:

1. very changing topology because devices move at very high speeds varying from 0 to 180
km/h. The changing topology comes out onto network partitioning. Not only due to
the high speeds of vehicles but also because of arriving to rural areas were the density
of devices is lower than in city centers;

2. variable network density mostly depending on the time and the area. At rush hours
the tra�c is high and it is usually low in rural roads;

3. as consequence of high speed and the limited transmission range, the link availability
is low (less than 1 minute). Not only for devices moving in opposite directions but also
cars driving in the same directions;

4. unlike mobile or sensor ad hoc networks, vehicular ad hoc networks are not energy
constrained;

5. vehicles do not move at random, they move along lanes following routes. Additionally,
a speci�c device might have predictable routes. Everyday, the driver goes from home
to work and come back, at approximately the same hour;

6. there exist two di�erent operation modes: (1) car to car communication and (2) car to
infrastructure.

In 1999, the U.S. Federal Communication Commission allocated 75 MHz of Dedicated
Short-Range Communication (DSRC) spectrum at 5.9 GHz to be used exclusively for vehicle-
to-vehicle and infrastructure-to-vehicle communications [79]. DSRC technology allows high
speed communications between vehicles and the road side or between vehicles that might
be separated up to 1000 meters. There exist di�erences in the frequency allocation between
North America and Europe, but the intention is to be able to use the same antenna and
transmitter/receiver. Di�erent organizations like the Institute of Electrical and Electronic
Engineers (IEEE), International Standard Organization (ISO) or Car-to-Car Communication
Consortium / GeoNet are working on developing an architecture for VANETs. There is no
agreement between the di�erent organizations on which of the di�erent proposals is more
convenient for vehicular networks, thus, each of them is working on their own proposal:
WAVE by IEEE, CALM by ISO and C2CNet by C2C Communication Consortium. A general
overview on the three schemes is given next.

2.2.1 VANET Technology

1. Wireless Access in Vehicular Environment (WAVE) The IEEE 1609 Family of Stan-
dards for Wireless Access in Vehicular Environments (WAVE), de�nes the architecture,
communications model, management structure, security mechanisms and physical ac-
cess for high speed (up to 27 Mb/s) short range (up to 1000m) low latency wireless
communications in the vehicular environment. The primary architectural components
de�ned by these standards are the On Board Unit (OBU), Road Side Unit (RSU) and
WAVE interface. [276].
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IEEE 1609 is composed of di�erent standards tackling di�erent layers that are already
published, i.e., IEEE1609.1 is the resource manager, IEEE 1609.2 copes with security
services, IEEE 1609.3 with network services and IEEE 1609.4 is for channel switching.
However, part of this family of standards is still under development as IEEE 1609.0 the
architecture, IEEE 1609.5 the communication manager, IEEE 1609.6 remote manage-
ment service, IEEE 1609.11 for secure electronic payment or IEEE 1609.12 identi�er
allocations, at the time of writing.

In 2003, IEEE and American Society for Testing and Materials (ASTM) adopted a
�rst version of the DSRC PHY [40] that was based on IEEE 802.11a. In 2004, they
agreed in creating 802.11p amendment within the IEEE 802.11 Working Group for
adding wireless access in vehicular environments (WAVE). The 802.11p [16] is built on
its predecessor ASTM E2213 and it de�nes the required enhancements to IEEE 802.11
for supporting ITS applications.

Additionally, SAE international standards J2735 [160] and SAE J2945.1 [286] (still
under development) de�ne a set of message formats for vehicular applications, and
the rules (like rate or power constraints), respectively. Those standards operate with
applications using DSRC/WAVE but they have been designed to potentially be also
used with other wireless communication technologies.

Depending on the application requirements DSRC/WAVE can operate using the well-
known IPv6, UDP and TCP (traditional internet) de�ned by Internet Engineering
Task Force (IETF), or using WAVE Short Messages Protocol (WSMP) de�ned in IEEE
1609.3. The non-IP WSMP aims at exchanging non-routed data as safety messages.

The architecture proposed by IEEE has the IEEE 1609.x family as core standard, the
IEEE 802.11p at the physical and MAC layers and the SAE J2735 and SAE J2945.1 at
the top of the protocol stack. A detailed explanation of the architecture of the IEEE
standard for DSRC can be found on [181].

2. Communication Access for Land Mobiles (CALM)

ISO TC204 WG16 is developing a family of International Standards based on the CALM
(Communications access for land mobiles) concept. This family of standards speci�es
a common architecture, network protocols and communication interface de�nitions for
wired and wireless communications using various access technologies including cellular
2nd generation, cellular 3rd generation, satellite, infra-red, 5 GHz micro-wave, 60 GHz
millimeter-wave, and mobile wireless broadband. These and other access technologies
that can be incorporated are designed to provide broadcast, unicast and multicast com-
munications between mobile stations, between mobile and �xed stations and between
�xed stations in the "Intelligent Transport Systems" (ITS) sector [314].

The CALM standards are communication-centric that block out the application layer
from the communication protocols. The idea behind it, is that depending on the appli-
cation needs, the availability of the di�erent technologies, the channel conditions, etc.
the CALM system will communicate using the most suitable communication technol-
ogy. It is an heterogeneous system where devices have di�erent interfaces and are able
to support handover between the di�erent technologies supported in CALM (cellular,
infrared, DSRC, satellite, etc.). This is known as media independent handover.
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As of year 2013, the set of CALM standards is still under development but some research
projects like COOPERS [7], or CVIS [13], already consider this technology. The CALM
architecture (ISO 21217) is composed of six parts: applications, management, security,
facilities, networking & transport and access. As it is based on a modi�cation and an
extension of the layered Open Systems Interconnection (OSI) model [382], there exists
a correspondence between the OSI layers and some of the previously mentioned parts.
The �rst two layers of the OSI model are included in access; layers three and four
correspond with networking & transport ; and facilities contain the rest layers of the
OSI model. For a more detailed explanation of the model, please refer to [315].

In CALM, the car is not only considered as one single device but more as a whole
in-vehicle network with a variety of embedded and interconnected devices. The archi-
tecture must be able to cope with multiple technologies simultaneously and also with
network mobility (NEMO). As vehicles move, the gateways to internet change but the
internet connectivity to the in-vehicle network must be uninterrupted.

Similarly to WAVE, CALM operates using the IPv6 networking protocol, but for time
critical safety messages a speci�c non-IP protocol called FAST is used (ISO 29281).
FAST supports vehicle-vehicle and vehicle-roadside communications with a very light
header.

3. C2C Network

C2C Network (C2CNet) is a communication layer de�ned by the Car-2-Car Communi-
cation Consortium [6] speci�cally for car-to-car communication. As it was �rst de�ned
in [80], the C2C Communication Layers’ architecture di�erentiate between three di�er-
ent type of applications: Active safety, tra�c e�ciency and infotainment. The �rst one
relies on IEEE 802.11p and does not make use of the TCP/IP protocol. It uses a speci�c
C2C Network and C2C Transport for vehicular communications. The tra�c e�ciency
applications can use both the IPv6 or the C2C Network over the conventional wireless
LAN technologies based on IEEE 802.11 a/b/g/n. For the last kind of applications
the TCP/IP (or UDP) will be used on top of other wireless technologies like GPRS or
UMTS.

The C2C-CC system does not force all vehicles to be equipped with all the previously
mentioned technologies, but at least the on board unit must be able to communicate
using the IEEE 802.11p radio technology for safety applications.

The C2C Network layer [269] is located between the network and the link layer. It
supports geographical addressing and routing. The C2C header contains geographical
locations. It does not use IP address, but IPv6 packets can be transmitted by encapsu-
lating the IPv6 packet into a C2CNet packet (IPv4 will also be supported). That was
de�ned in the GeoNet project [5] "IPv6 over C2CNet".

At the time of writing, these three architectures are still under development. Therefore,
the �nal architecture will possibly di�er from the brief overview given above. Moreover,
the �nal decision about which standard to adopt may depend on car manufactures and
authorities considering various technical, business and political aspects. A more detailed
comparison between the three architectures was presented in [241].
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2.3 Sensor networks

Nowadays, sensor networks are widely used in practice, for managing tra�c lights, envi-
ronmental conditions, system failures, security systems, etc. But one of the main areas of
sensor networks is in the line with medicine, and it is most probably one of the oldest sensor
applications. Already in the early 50s, doctors were using sensors for monitoring patients
like electrocardiographs, blood pressure recorders, electroencephalograph, etc. In 1956, M.H.
Davis [87] proposed an intercommunication system for communicating all the operating team,
as well as, for stimulating the patient during the surgical treatment of epilepsy. Moreover,
they were exploring the possibility of a wireless system at that time.

Indeed, in 1957 Mackay and Jacobson described a small unit (0.9 x 2.8 cm) that could be
easily swallowed [232] able to simultaneously transmit pressure and temperature signals for
two weeks. A survey on the techniques available at that time can be found on [231].

The advances during decades in micro electrical-mechanical systems (MEMS) technology
made possible low cost and small size wireless sensor nodes. A sensor network is an ad hoc
network composed of a large number of devices geographically distributed, able to monitor
di�erent environmental or physical conditions (the data of interest). Each node usually gets
the raw sensed data, processes it locally and sends it to the node responsible for the data
aggregation, the sink or gateway (see Figure 2.4). The user is able to access the gathered data
from the gateway. There are many di�erent con�gurations of sensor networks. It is possible
a network with a single sink, where all the devices send the collected data to the sink and it
uses the information locally. There could also be a gateway that connects the sink to other
networks like Internet, so that the user can access to the data gathered (in this case, the
gateway can also act as sink). For scalability reasons, having more than one sink is desirable.
WSN can be programmed as self-organising, according to di�erent network topologies (star,
linear, clustered, mesh, etc.) based on the speci�c application requirements. Akyildiz et al.
presented in [23] an extensive survey on sensor networks.

Sensor networks have been widely used. Initially, sensor networks were mostly limited to
military applications (surveillance, intrusion detection, targeting systems, etc.). An example
of the early military use is the deployment of the seismic intrusion sensors in the Vietnam
war around the camp as part of the intrusion warning system [230]. Chong et al. explained
in an invited paper [76] the history of sensor networks, the technology and the challenges.
Nowadays, thanks to the reduction in cost and size, they are being used in many di�erent
applications like in health for monitoring patients, for environmental measurements (like tem-
perature, pollution, pressure, humidity, etc.), for monitoring disaster areas, in commercial for
managing inventory, intelligent buildings, vehicle monitoring, animal monitoring or machine
monitoring.

The size of the node can vary depending on the application. In [171], Kahn et al. propose
a prototype called Smart Dust, so small that could be suspended in the air for hours or even
days (the volume is a few cubic milimeters). Regarding the mobility, the nodes are typically
�xed but in applications like data acquisition of twister where the sensor nodes go inside the
tornado, mobility is a key feature for capturing information.

In ad hoc networks, the network topology is not known a priori, thus, it must be con-
structed in real time. In sensors, the area that has to be sensed is sometimes known a priori,
requiring optimal nodes distribution. Moreover, due to new deployments of sensors or node
failures, the topology must be updated periodically. In these networks, where nodes only
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Figure 2.4: Example of a possible sensor network.

communicate with neighbours, distributed algorithms are attractive because they are robust
to topology changes. In [76], authors claimed that decentralised algorithms are preferred to
centralised one (even if they can collect data from multiple sensor nodes) because the latter
are less robust, reliable and have higher communication cost.

There are speci�c and challenging key features when designing a wireless sensor networks
that must be taken into account. Here, we mention some desired characteristics:

1. energy: the tiny size and the constant sensing activity of the devices, makes energy
consumption the critical factor in its design [101]. Some decisions must be taken in
order to balance the performance of the sensor network and the resource utilisation.
For example, gathering sensed data from a higher number of nodes will give more
accurate results, but more communication resources are needed (i.e. energy);

2. low latency: depending on the application the data gathered can be already out of
date in high latency networks. The delay the raw sensed data experiences from its
acquisition until its utilisation can be crucial depending on the application (i.e. patient
monitoring);

3. scalability: the number of nodes deployed in an area can vary from tens to thousands
of sensors, thus, algorithms used must be able to provide the desirable performance
regardless the size of the network;

4. reliability: sensor nodes can fail due to the battery lifetime or because of the extreme en-
vironmental conditions, therefore, the algorithms designed must be resilient to failures,
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and the network self-healing.

5. deployment: optimal distribution of the sensor over a spatial area.

There are some important di�erences between mobile ad hoc networks and sensor networks
and also between their applications, that makes no straight forward reuse of algorithms and
protocol of MANETs in sensor networks. The suitability of those algorithms must be checked
before its actual implementation. Below, we mention some of those di�erences.

� In ad hoc networks the terminals are smart with high capacity while in sensor they are
simple and the capacity rate in most of the applications is very low (few bytes);

� unlike in ad hoc networks, in sensors not all the nodes act as routers;

� although energy is considered as a key feature, capacity is also a relevant characteristic
that must be taken into consideration when designing an ad hoc network; while in sensor
networks the energy is the most important restriction that must be always considered
for the design of a sensor network [47].

In sensors, communications protocols must be designed considering the energy restrictions.
Indeed, the energy consumption needed for transmitting data is much bigger than the one
needed for processing the data. However, the signal processing must not be neglected from the
energy consumption as processing data sometimes can take much longer than transmitting
the data, and therefore, consumes more than the transceiver in idle mode. Additionally,
when the sleeping mode is assumed in sensors, suitable synchronization is needed for having
an e�cient communication between nodes.

As each sensor must sense, process and communicate using a limited amount of energy, a
cross-layer design that takes into consideration all these requirements (communication pro-
tocols, signal and data processing) will be a good approach.

2.3.1 Sensor Technology

Unlike MANETs or VANETs, sensors are being used in some real world applications, thus,
there exist many di�erent technologies for sensors depending on the necessities of the targeted
application. Next, we introduce some of the most well known technologies and standards that
are available at the time of writing the thesis.

1. IEEE 1451

The National Institute of Standards and Technology (NIST) [11] is developing a family
of smart transducer interface standards IEEE 1451 that describes a set of open, com-
mon, network-independent communication interfaces for connecting transducers (sen-
sors or actuators) to microprocessors, instrumentation systems, and control/�eld net-
works. The key feature of these standards is the de�nition of Transducer Electronic
Data Sheets (TEDS). The TEDS is a memory device attached to the transducer,which
stores transducer identi�cation, calibration, correction data,measurement range, and
manufacture-related information, etc. The goal of 1451 is to allow the access of trans-
ducer data through a common set of interfaces whether the transducers are connected
to systems or networks via a wired or wireless means. [252].
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IEEE 1451 allows the sensors to have capabilities for: self-identi�cation, self-description,
self-diagnosis, self-calibration, location-awareness, time-awareness, data processing, rea-
soning, data fusion, alert noti�cation, standard-based data formats, and communica-
tion protocols [310]. It also provides plug-and-play capabilities. The de�nition of the
Transducer Electronic Data Sheets (TEDS) is the key feature that can be seen as an
identi�cation card that contains speci�c data of the transducer (including manufacturer
information) allowing the sensor to connect to di�erent networks.

2. IEEE 802.15.4

In 2003, the original standard of the Institute of Electrical and Electronics Engineers
(IEEE) for low rate personal area networks (LR-PAN), IEEE 802.15.4 was approved.
Unlike IEEE 1451, it only de�nes the two bottom layers of the OSI model consider-
ing very low power consumption, low complexity, and low cost. After this standard,
the improved version was approved in 2006 (IEEE 802.15.4b), and in 2007, location
capabilities were added in IEEE 802.15.4a. In order to make it compatible with the
bands available in China and Japan, in 2009, the 802.15.4c and 802.15.4d were ap-
proved. Recently, in 2011, the IEEE 802.15.4 was extended, the ambiguities removed
and improvements included [129].

The network can have two di�erent topologies: (1) Star, and (2) Peer-to-Peer. More-
over, two types of devices are de�ned: (1) Full-Function device (FFD) and (2) Reduced-
Function device (RFD). The FFD has all network functionalities, while the RFD has
low resources and is capable of very simple applications. There must exist at least one
FFD for coordinating the network (PAN coordinator). In the star topology, nodes can
only communicate with the PAN coordinator, while in the peer-to-peer con�guration
any two nodes in range can connect, and they are able to self-organise, which are the
bases for an ad hoc sensor network.

IEEE 802.15.4 serves as the low layers of many di�erent speci�cations like ZigBee,
6LoWPAN, Wireless HART, ISA-SP100, MiWi, etc. We will briey mention in the
next subsections some of them.

3. ZigBee

ZigBee is a standard based network protocol created by the ZigBee Alliance [10]. It is
based on the 802.15.4 standard and de�nes layer 3 and uppers in the OSI model. The
main purpose is to create a network with low rate and low power capabilities that still
covers a long area and that gives extra features like security. In ZigBee there are two
possible access modes: beacon and non-beacon. If the beaconing is not enabled, any
node can transmit data whenever the channel is free. When beacons are enabled, the
PAN coordinator assigns a time slot to every device for transmitting and sends beacon
signals to synchronise all devices under its control.

Three di�erent topologies are considered in ZigBee: (1) Star, (2) Cluster Tree topology,
and (3) Mesh topology. The cluster tree topology is similar to the star but there
exists the possibility that other nodes rather than the PAN coordinator are able to
communicate with each other. Unlike in the �rst two ones, in the mesh network any
node can communicate with any other in range. Beaconing is not allowed in this latter
topology.
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The ZigBee Alliance o�ers two speci�cation: ZigBee and ZigBee RF4CE. The former
is intended for mesh networks o�ering all the features of ZigBee as self-con�guring,
self-healing, etc. Additionally, two feature sets are available: ZigBee and ZigBee PRO
(being low power consumption and large network of thousands devices). The latter
aims at providing simple device-to-device topology, thus, reducing the cost and the
complexity. For a more detailed description of the ZigBee technology refer to [30, 123]

4. 6LoWPAN

The idea of having all devices IP-enabled connected to the internet and all the internet
services monitoring and controlling those devices is called Internet of things and was
�rst mentioned in 1999 [37]. It envisions trillion of nodes working under the Internet
protocol IPv6. The problem rises when dealing with low power, low bandwidth, battery
dependent devices, what is called the wireless embedded internet.

IPv6 over Low power Wireless Personal Area Networks (6LoWPAN) working group of
IETF is de�ning a set of standards for adapting IPv6 to those resource limited devices.
In [303], we �nd a formal de�nition:

De�nition 2 (6LoWPAN).

6LoWPAN standards enable the e�cient use of IPv6 over low-power, low-rate

wireless networks on simple embedded devices through an adaptation layer and

the optimization of related protocols.

IPv6 header is compressed and some functionalities are simpli�ed, so that, IPv6 packets
can be transmitted over a IEEE 802.15.4 network. In this case, the topology consider
is a mesh.

At the time of writing several proposals are available. A more detailed explanation of
them can be found in [371].

5. Bluetooth

In 1994, engineers at Ericsson invented the bluetooth, founding the Bluetooth Special
Interest Group (SIG) in 1998 to expand and promote the concept [130]. But it was not
until 1999 when the �rst speci�cation was published.

The main idea of Bluetooth was to enable wireless information transfer between elec-
tronic devices via short-range ad hoc radio connections in wireless personal area net-
work. It allowed the design of low-power, small size, low cost radios that can be
embedded in existing portable devices. In [137], the bluetooth radio system and its ad
hoc capabilities were presented.

Bluetooth works in master-slave mode, where the master is able to communicate with
up to seven devices at the same time. The bluetooth ad hoc network formed by the
master device and the slaves is called a piconet.

From its creation, di�erent version of Bluetooth were released (v1.0, v1.0B, v1.1, etc.).
At the time of writing this book, the last published version is Bluetooth v4.0 which
includes classic Bluetooth technology, Bluetooth low energy technology (BLE) and
Bluetooth high speed technology, which can be used combined or separately [337].
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In their early stages, although being similar technologies focusing on short-range wire-
less communication, Bluetooth and ZigBee were aiming at di�erent objectives. ZigBee
had lower power consumption and was able to support larger network, while bluetooth
had higher bit rate, what clearly di�erentiated the application �elds for each of them.
While Bluetooth was used for mobile devices, and peripherals, ZigBee focused on home
automation and medical sensors. Lately, Bluetooth v4.0 includes BLE also aimed at
very low power applications.

6. Wireless Industrial Automation System

Both ISA100 or ISA-100.11a [14, 251], and WirelessHART [108] are speci�c for the
process automation and manufacturing industries.

WirelessHART, the �rst speci�cation for wireless �eld instruments was released by
the Highway Addressable Remote Transducer (HART) Communication Foundation
(HCF) [8] in 2007.

ISA-100.11a was started by the International Society of Automation (ISA) [161] in 2008,
and it was intended to provide reliable and secure wireless operation for non-critical
monitoring, alerting, supervisory control, open loop control, and closed loop control
applications.

There are many di�erences between the two standards. In WirelessHART, all �eld de-
vices and adapters are routers capable of forwarding packets to and from other devices
in the network, enabling a mesh network topology, while in ISA100.11a a node can have
router capabilities or not, what means that not all devices are able to allow a new node
to join the network. On the one hand, in WirelessHART there are a few optional pa-
rameters making it less exible than ISA100.11a which has a complex speci�cation with
many parameters. On the other hand, the lack of exibility makes easier the interop-
erability between di�erent devices in WirelessHART. Additionally, as WirelessHART
is an extension of the HART protocol, it is limited to this communication protocol.
However, ISA100.11a is able to tunnel many di�erent protocols even supporting IPv6
using 6LoWPAN. For a more detailed comparison between both protocol refer to [259].
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In ad hoc networks where the infrastructure is inexistent, a node that wants to commu-
nicate with another that is not within its transmission range, has to rely on intermediate
nodes, provoking the appearance of a multi-hop network. That means the nodes collaborate
and act as routers, i.e. forward packets that are not intended for themselves to other nodes.

As already mentioned in Chapter 1, we focus on broadcasting algorithms as they are
essential in any communication network, and used by many other protocols and applications.
The concept of broadcasting in mobile ad hoc networks di�ers from the conventional net-
works. In MANETs, it is not possible to guarantee full coverage anymore due to the network
partition, the shared medium, the mobility of the devices, etc. The latency for the same
reason is not bounded: it is not known when the last node will receive the message (if ever)
as the number of hops is not known. Additionally, the nodes are energy constrained, so that
not only energy aware protocols are desired, but also protocols that consider the use of the
network resources.
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Therefore, many challenges must be addressed when designing communication protocols.
In order to make them e�cient and adaptive to di�erent possibles scenarios, the algorithms
usually rely on di�erent parameters or thresholds that change their behaviour according to
the current circumstances. Fine tuning the values of those thresholds is a complex and critical
task, as protocols are usually highly sensitive to small changes. Slightly changing the value of
one threshold can provoke a considerable change in its behaviour. In this thesis, we address
the �ne tuning problem using approximation algorithms.

In this chapter, we �rst review the state of the art in broadcasting techniques, and later, we
give an overview of existing works that apply approximation algorithms for solving problems
in ad hoc networks.

3.1 Classi�cation of the studied systems

Before reviewing the literature, we briey present some of the main characteristics that
di�erentiate the algorithms we are explaining. We are considering if there exists a central
node that is in charge of managing the system, what kind of network information is used,
whether or not the execution of the algorithm depends on random variables, and also if the
algorithm is executed at runtime or before hands.

3.1.1 Centralised & decentralised systems

A centralised system consists of a central unit that decides on behalf of the whole system
using global knowledge, or the di�erent network nodes locally make a partial decision, but
send the information to the central unit (or decision maker), that will decide in terms of
the information gathered from all the nodes. It requires signi�cant coordination between the
components as well as communication overhead and delays. Additionally, the whole system
depends on the central unit for the proper functioning, therefore, a failure on this unit implies
the failure of the complete system.

On the contrary, when each node locally executes an algorithm, and according to the
results obtained, the node modi�es its own behaviour, it is called decentralised system.

In MANETs, the use of centralised systems at run time is not realistic, as the existence
of the central unit is contrary to the essence of ad hoc network.

3.1.2 Global or local knowledge

Considering the information used during the process, it is possible to di�erentiate between
algorithms that use information about the whole network, or just local information gathered
by the nodes locally.

It is said that algorithms use global knowledge when information of the complete network
is required, e.g. when every node uses the position of every single node in the network for
making decisions.

However, when the algorithm only uses local information, or information that can be
gathered by itself, it is said to use local knowledge. This local information does not only con-
cern to the node itself, but also information from neighbouring nodes obtained by exchanging
beacons, messages or just eavesdropping.
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Unless the knowledge is acquired before hands (some speci�c cases in sensor networks for
example), if there is no central unit, nodes need to exchange and collect the information from
all other nodes in order to get the global knowledge. In very small networks, that could be
done by using the beacons, but as density grows this mechanism is not scalable and becomes
unrealistic. Thus, generally in MANETs, nodes are very unlikely to obtain global knowledge.

3.1.3 Deterministic & stochastic process

It is also possible to di�erentiate in terms of the predictability of the algorithms: deterministic
and stochastic approaches.

On the one hand, a process is considered deterministic when no random decisions are
taken. That is, given a particular input (or scenario), the output or the result is always the
same. Its behaviour is predictable.

On the other hand, when there are random choices a process is said to be stochastic. Two
executions of the same process in the same conditions can give di�erent results.

3.1.4 Online & o�ine techniques

Regarding the optimisation process, literature reveals two di�erent approaches when solving
problems in mobile ad hoc networks: online and o�ine techniques. As explained in [55, 374],
the main di�erence between them lies on the moment when the optimisation algorithm is
applied.

Online optimisation algorithms are used for correcting behaviours or making decisions
during runtime, trying to �nd the best next step. They can be implemented either in the
network node or in a central unit, but usually requires intensive computation. Therefore, it
must be considered the bene�t of using these techniques in energy constrained devices, or
using a centralised infrastructure which is contrary to the essence of ad hoc networks.

O�ine optimisation algorithms are executed beforehands. The main goal is to �nd the
best possible con�guration, settings, decisions, etc., that will be later used during runtime.
The algorithm stops after performing a prede�ned number of generation or when the optimal
value is found (in case it is known). The quality of the solutions found are usually tested
by simulations, thus, it directly depends on the modelling of the system. However, there is
a compromise between the accuracy of the model and the optimisation time. These o�ine
approaches are useful when the system does not need to adapt to changes during runtime.

3.2 Broadcast algorithms

It is important to properly de�ne the broadcast problem before explaining the mechanism
for achieving it. In De�nition 3, we �rst explain what broadcasting is and then, we de�ne
the broadcast problem.

De�nition 3 (Broadcast).

Broadcast is an operation mode in wireless medium whereby messages are sent to

all neighbouring nodes [48].
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De�nition 4 (Network wide broadcast problem).

In the network wide broadcast problem, a single node sends a packet to all other nodes

in the network [350]. The di�erent existing techniques for solving this problem are

called broadcast algorithms.

From now on, we will refer to network wide broadcast by ‘broadcasting’ for the reminder
of this thesis.

For disseminating a message in the already mentioned multi-hop networks, nodes must
forward packets that are not intended for themselves and act as routers. For performing the
network wide broadcast, the straight forward approach is that all nodes resend all the packets
received. This is known as ooding. The main problem associated to this technique is the
broadcast storm problem, i.e. as the density of the network increases, also increase the number
of collisions, the packet loss, the contention of the shared medium, the tra�c, the network
resources, etc. In dense networks, the broadcast storm problem can even lead to the network
congestion [249]. In such resource constrained networks, this approach is not advisable as it
not only waste the battery life of the node, but also the network resources.

Addressing broadcast in mobile ad hoc networks needs a complete di�erent perspective
with respect to conventional networks. Wired networks are static, have reliable and pre-
dictable links that are unicast and transmission do not interfere with each other. However,
wireless networks su�er from unique problems like low throughput, dead spots, inadequate
support for mobility, high bit error rate and their characteristics could vary over short time
scales. Additionally, MANETs have a huge variety of speci�c characteristics that di�erentiate
them from any other instances in the networking paradigm. Some of the most relevant ones
where presented in Chapter 2. Literature reveals many di�erent works trying to overcome
those problems and presenting di�erent approaches for e�ciently disseminating a message in
MANETs.

First, we briey present some existing classi�cations of broadcasting algorithms, that will
help to have a global view of the related work reviewed afterwards.

Williams and Camp classi�ed the broadcasting algorithms into four di�erent families:
Simple Flooding, Probability Based Methods, Area Based Methods and Neighbour Knowl-
edge Methods [350] .

1. In Simple Flooding, a source node starts the dissemination process and all nodes
rebroadcast the message exactly once. There is no intention of reducing the number of
forwarding nodes, and network information is not required.

2. In Probability based methods for reducing the number of retransmissions, a node
resends the received message with a prede�ned probability. It does not need any network
information. Simple Flooding can be considered as a speci�c case of this family where
the forwarding probability is set to one.

3. Area Based Methods calculate the additional area covered in case of rebroadcasting
the received message. The decision is made in terms of a prede�ned threshold. In this
technique, the location of the nodes or the distance to the source node is needed. This
can be achieved either by equipping the nodes with GPS, triangularisation or using the
signal strength.
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4. Neighbour knowledge methods use information about the neighbours for deciding
to rebroadcast the message or not. The neighbour knowledge is obtained by the using
the hello message or beacon. Every node periodically sends this beacon so that all
neighbours around are aware of its presence. More precise knowledge is obtained if
some information is included in this beacon, e.g. the list of neighbours in order to have
2-hop neighbours knowledge.

Stojmenovic and Wu proposed another classi�cation for broadcasting algorithms in [318].
The taxonomy presented is listed here and explain after: determinism, network information,
reliability, hello message content, and broadcast message content.

1. Probabilistic and deterministic approaches are di�erentiate whether decisions rely
on randomness or not.

2. Network information is divided into global or local knowledge as it was previously
mentioned. A more detailed classi�cation of this speci�c case was proposed in [359].
There four di�erent type of information are available:

� global information: any centralised or decentralised algorithm that uses global
information of the system;

� quasi-global information: when an algorithm uses only partial global information,
i.e. there is global coordination, the information starts at a central unit and
sequentially propagates to the entire network;

� analogy, quasi-local information algorithms use mainly local information and occa-
sionally, partially global information, i.e. sequentially propagation is still assumed
but no central unit;

� a local distributed algorithm only uses information obtained locally.

3. A broadcast algorithm is said to be reliable if it can reach all nodes in the network,
otherwise it is unreliable.

4. The beacon content can include di�erent information so that it is possible to react to
di�erent situations. It can include the node ID, the degree, the position, the neighbours,
etc.

5. The broadcast message content can be altered and can include information that
the dissemination algorithm uses for a better performance. This data can be the one
already listed above for the beacons, or a list of forwarding neighbours, or a list of 1-hop
neighbours, etc.

Additionally, in [370] Yi et al. proposed a di�erent classi�cation: heuristic based protocols
and topology based protocols.

1. In heuristic based protocols the three �rst categories of Williams and Camp are
grouped: probabilistic, counter based, distance based and location based algorithms.

27



3. LITERATURE REVIEW

2. Topology based protocols exploit topological information obtained mostly by the
exchanged beacons. Within topology based methods, authors still di�erentiate between:

� neighbour topology based protocols that make the forwarding decision in terms of
the 1 or 2-hop neighbourhood information;

� source tree based protocols construct a tree rooted at the source node in the net-
work. Nodes forward the broadcast packets in terms of their status inside the
tree;

� cluster based protocols group nodes into clusters and elect a representative or clus-
terhead. The broadcast strategy usually depends on the node status.

In terms of the broadcasting process, it is possible to distinguish between source depen-
dent and source independent approaches. In the former, the broadcasting strategy depends
on source node, it decides the forwarding neighbours. However, in the source independent
method, the forwarding decision is taken by the receiving node.

Although the already mentioned classi�cations reect most of the techniques used in the
existing works dealing with broadcasting, in this thesis we propose a new classi�cation that
reects better the current state of the art. As ad hoc networks are energy constrained net-
works, one of the main goals of all the proposed protocols is to reduce the energy consumption.
Literature reveals mainly two di�erent approaches for reducing the energy expenditure when
disseminating a message in the network: (1) trying to reduce the number of rebroadcasts
and network resources, and (2) reducing the transmission range. So, our �rst classi�cation
relies on whether the transmission power used is �xed or adjustable. In both, the �xed and
the variable transmission range approaches we could still di�erentiate whether the protocol
uses an underlying topology or not. Algorithms that do not use any topology are divided
into: (1) context oblivious, (2) context aware, and (3) neighbour knowledge. Additionally,
for those relaying in topologies, three di�erent possible types are considered: (1) connected
dominating sets, (2) tree based topology, and (3) cluster based topology. An overview of the
proposed taxonomy is shown in Figure 3.1.

Broadcasting Algorithms

Fixed Tx Range Variable Tx Range

Underlying Topology No Underlying Topology No Underlying Topology Underlying Topology

Tree CDS Clustering Context 
Aware

Context 
Oblivious

Probabilistic Counter
Based

Area
Based

Neighbour
Designation

Self-pruning

Tree CDS ClusteringNeighbour
Knowledge

Figure 3.1: Taxonomy of the broadcasting algorithms
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3.3 State of the art in broadcast algorithms

Next, we are reviewing the literature according to the already presented classi�cation. It is
possible to �nd some surveys on broadcasting algorithms in [115, 194, 224, 240, 318, 342, 376],
however, they are not as through as the one included next. Unless explicitly mentioned, the
presented approaches are deterministic and use local knowledge.

3.3.1 Fixed transmission range protocols

Most of the existing broadcasting approaches in the literature deal with energy consumption.
Algorithms that consider only nodes were the transmission power used for communicating
with any device is �xed, try to decrease the total energy used in the dissemination process by
reducing the number of rebroadcast needed to ood the network, the packet overhead, etc.
Next, we are presenting the most relevant algorithms that, using a �xed transmission range,
try to make good use of the network resources for broadcasting.

3.3.1.1 Algorithms not using an underlying topology

When a topology exists in the network, the broadcast process takes advantage and uses this
information for better disseminating the message. However, is not always possible or desired
to create and maintain it. In those cases, for performing an e�cient broadcast, nodes try
to make a wise forwarding decision by obtaining some information of the current situation
(context aware) or knowledge of their neighbours or neighbours’ strategies (neighbour knowl-
edge). Nevertheless, there also exist context oblivious approaches that base the forwarding
decision only on probability. Next, we are reviewing the most relevant works in broadcast
algorithms di�erentiating between the already mentioned types: context oblivious, context
aware and neighbour knowledge.

Context oblivious

Nodes do not periodically exchange information with other nodes, or eavesdrop the channel
in order to make intelligent forwarding. They simply forward the message with a prede�ned
probability.

In the pure probabilistic approach, nodes do not consider the environment nor the current
network situation. The forwarding decision is made according to a prede�ned probability.
However, this probability can be set in terms of some behaviour of the node or devices around.
Thus, we can �nd both context oblivious and context aware probabilistic approaches.

Flooding or blind ooding [249] as already mentioned, consists in retransmitting the mes-
sage the �rst time it is received and ignoring any other copy of the message. It does not
require any kind of information of the network or neighbour knowledge. The main drawback
associated to this algorithm is the high number of collisions, redundancy, and the contention
provoke in dense networks. Additionally, it is not aware of network partitions or tempo-
rary disconnections, i.e. the message only reaches nodes within a partition or connected
component. This is a deterministic approach.

Probabilistic ooding [249] reduces the number of forwarding nodes in order to overcome
the broadcast storm problem by assigning a probability to every node receiving a message.
When the probability is 1, the algorithm behaves as blind ooding.
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In order to deal with partitions and/or high mobility hyper-ooding was proposed [341].
The message is retransmitted whenever a new neighbour is met in order to increase relia-
bility. However, in dense networks, the reliability could even decrease due to collisions and
failures. Both, blind ooding and hyper-ooding are the only probabilistic approaches that
are deterministic.

Context aware approaches

In the context aware approaches, the algorithm looks for external information about the
current situation for making an intelligent forwarding decision. We di�erentiate between: (1)
probabilistic that sets a forwarding probability, (2) counter based that is aware of the network
tra�c, and (3) area based that is aware of the density of the network.

1. Probabilistic

In vehicular ad hoc networks, di�erent protocols based on probabilistic schemes have
been proposed. In [351], three distributed probabilistic and timer-based broadcast
suppression techniques were presented: weighted p-persistence, slotted 1-persistence,
and slotted p-persistence schemes. They rely on GPS information (or received signal
strength when a vehicle cannot receive a GPS signal). Denoting the relative distance
between the source and the receiver nodes and the average transmission range, the
forwarding probability can be calculated assigning higher probability to nodes that are
located further.

Also based in a probabilistic scheme, [379] presents a nth power p-persistent broad-
casting protocol for dense vehicular ad hoc networks. The basis are the same as the
weighted p-persistence in [351], but the probability is elevated to the nth power. This
proposal is proved to be e�cient in very dense networks.

Slavik proposed in [308] another probabilistic scheme that is anonymous and scalable.
The main goal of this protocol is the privacy. The driver is not willing to adopt any
technology that allows third parties to monitor their movements, so that no information
between drivers can be exchanged. Two approaches are performed: (1) nodes are given a
uniform and constant retransmission probability, and (2) the retransmission probability
is dynamically determined based on the distance between the receiver node and the last
hop.

The speed adaptive probabilistic ooding algorithm (SAPF) was proposed in [245].
The rebroadcast probability is adaptively regulated based on the vehicle speed, to
optimally reduce message delivery delays caused by increased contention, in areas with
high density of vehicles. The goal of this work was to �nd a relation between the speed
of the device and the forwarding probability that �nds the optimal value for the latter
in terms of the former.

In the gossip based broadcast approach, the source node randomly selects k neighbours
and send the broadcast message to them. Any node receiving the message for the �rst
time does the same [182]. A survey on gossip protocols can be found in [203].

2. Counter based
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The stochastic counter based approach [249] refrains the node from rebroadcasting in
case multiple copies of the message have been received. Upon reception of the broadcast
message, the node waits for a random time before rebroadcasting. If during this waiting
time several copies of the same message are received, the rebroadcasting is cancelled.
In this technique, the node is aware of the network tra�c conditions and uses this
information in the forwarding decision. All the counter based approaches reviewed next
are stochastic.

An adaptive and probabilistic counter based approach where the threshold (the maxi-
mum number of repeated copies allowed) depends on the status of the neighbourhood
is presented in [334].

The color-based broadcast algorithm is a variant of the counter based scheme [183]. It
colours broadcast messages and all nodes rebroadcast the message after the random
timeout unless it already heard � colours at that time.

Chen et al. proposed DIS RAD in [68]. This approach includes the concept of distance
based into the counter based approach. Nodes closer to the limit transmission range
have higher probability of rebroadcasting and shorter RAD. How nodes are aware of
the distance to the source node is not speci�ed.

An adaptive approach that uses two di�erent threshold values, for sparse and dense
networks was proposed in [24]. It compares the current number of neighbours to the
average, and if it is lower the network is considered sparse, otherwise dense (how to
calculate the average number of neighbours is not speci�ed). The random delay and
the counter threshold value are set accordingly.

An adaptive probabilistic counter scheme is presented in [217]. In ProbA, a node receiv-
ing a message sets random delay. During this waiting time the node counts the number
of repeated copies received. The forwarding probability is set in terms of the number of
copies. An extension, the fuzzy logic probabilistic (FLoP) is proposed in [218]. In it, the
interval of the hello message is adaptive depending on the variability of the topology.
This is estimated in terms of the di�erence in the number of neighbours between two
consecutive hello messages.

3. Area based approaches

Two other stochastic techniques, that were introduced in [249], are the distance based
(DB) and the location based. Both approaches start a random delay when the message
is received for the �rst time, before rebroadcasting. In the former, nodes only resend
the broadcast message depending on the distance to the source node. In the latter,
the additional coverage that the retransmission will provide is estimated. In this case,
GPS information is needed. Nodes are aware of the network density by estimating the
distance to the 1-hop neighbours (or the additional expected coverage area). Next, we
mention some of the most relevant work based on those approaches.

In Figure 3.2, the distance based approach mechanism is shown. Only nodes that are
further than a prede�ne value (located in the forwarding area, i.e. grey zone) retransmit
the message. In this �gure, the nodes retransmitting the message sent by Node A are
Node E and Node F.
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Figure 3.2: Distance based approach

Two adaptive versions of the DB were presented in [69], where nodes are sorted accord-
ing to the received signal strength. The �rst one, DAD-NUM speci�es a prede�ned
number of forwarding nodes. The second one, DAD-PER speci�es a percentage of
nodes that will rebroadcast the message.

The di�culty to set up the thresholds is highlighted in [325]. Authors propose a broad-
cast algorithm that sets a defer time (timeout) before resending that is inversely pro-
portional to the distance between the sender and the receiver node. Additionally, an
angle based scheme is proposed for reducing the number of redundant transmissions.

The area based beacon less algorithm (ABBA) for 2D and 3D needs precise location
information [253]. The co-ordinates of the sender are included in the header of the
broadcast packet (assumes GPS). Nodes calculate the portion of the transmission range
that is not covered, and set a timeout inversely proportional to this value. After the
waiting time if some more copies were received and the transmission range is fully
covered, the node cancels the retransmission. Two di�erent approaches for the time-
out are proposed; (1) random value between [0 1] seconds (stochastic approach), and
(2) proportional to the already covered perimeter (deterministic). Similar beacon less
approaches that include the location of the source node in the header of the message
are the optimised broadcast protocol [100] and the geoood [35]. The former divides the
network in a honeycomb. The receiver calculates the distance to the 2 closest vertices of
the honeycomb, and sets the timeout proportional to the minimum distance. The latter
divides the transmission area in a cartesian plane. A timeout inversely proportional
to the distance is set when receiving the message. As soon as a message is received
from each of the four quadrants the retransmission is cancelled. Both approaches are
deterministic. Similar approaches are the six-shot broadcast [114] and the optimised
ooding protocol [255] that considers strategic forwarding positions.

The probabilistic and the distance scheme are combined in [60] to design a stochastic
broadcasting algorithm. The broadcasting probability is set according to the local
density of the network and the distance to the source node. However, no positioning
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information is used but only the 1-hop neighbours of the sender is included in the
header of the broadcast message. Additionally, the neighbour elimination scheme is
used, i.e. when no new neighbours are expected to be covered, the node cancels the
retransmission.

In [59], an improved version of DB is presented adding counter based features to the
border-aware scheme. The distance to neighbouring nodes is calculated using the using
free space wireless propagation models. This stochastic approach also considers the
remaining energy of the nodes. An adaptive location based algorithm that also uses
1-hop information was proposed in [334]. It is a probabilistic approach where the
threshold of the area covered is not a �x value but it adapts to the neighbourhood size.

Da Li et al. proposed in [205], a distance-based directional broadcast for VANET using
directional antennas. In the e�cient directional broadcast, only the furthest receiver is
responsible of forwarding the packet in the opposite direction where the packet arrives.
Moreover, there are repeaters located at intersections to help disseminating the data.
A probabilistic approach was also proposed.

In [154], an opportunistic relay scheme for cooperative collision warning in VANET
that helps to mitigate the impact of transmission failure caused by shadow fading was
presented. Devices periodically exchange motion information with their neighbours
(location based). Each node not only calculates its own collision risk but also its
neighbours’, so that if a local vehicle has detected a danger and the neighbours keep
quiet or reply incorrect responses, the vehicle may generate a relay packet that contains
the motion information of the two vehicles involved in the danger and broadcast it.

In [113], a directional distance based broadcasting algorithm that uses percolation the-
ory to select the direction of forwarding is presented. It uses directional antennas for
estimating the direction of the source node and the additional coverage area. The for-
warding probability depends on the value of this additional coverage area. Therefore,
it is a stochastic model where no beacons are exchanged.

A distance based that takes into account the remaining battery level of devices is
proposed in [177]. The broadcasting method considering battery and distance (BMBD)
sets a timeout that is inversely proportional to the distance (uses GPS) and the battery
level, i.e. nodes with higher remaining battery and higher distance from the source node
set a lower delay. If a copy of the message is heard while waiting the retransmission is
cancelled.

Three di�erent stochastic approaches are presented in [188]. The �rst one, distance
based handshake gossiping (DBHG) is a distance based protocol where the source node
indicates the forwarding probability of neighbouring nodes in terms of their distance to
itself. The second one valency based handshake gossiping (VBHG), is adding the nodes’
degree knowledge to the �rst approach. Finally, the average valency based handshake
gossiping considers also the experience for calculating the forwarding probability.

In [309], the distance-to-mean broadcast method is introduced. A node receiving a
message for the �rst time sets a delay that is inversely proportional to the distance to
the source node. When the timeout expires it calculates the spatial mean of all the
neighbours it received the message from, and calculates its distance-to-mean. If that
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distance is higher than a prede�ned threshold, the message is retransmitted. It requires
positional information.

A stateless distance and probability based approach that does not need to exchange
hello messages is proposed in [44]. Nodes within 1-hop rebroadcast in terms of the
distance to the source. The retransmission probability of nodes located h hops away is
calculated and depends on the distance (hops) and network density.

A distance based algorithm DibA is proposed in [219], nodes do not exchange any
hello messages. Moreover, the distance threshold varies according to the number of
retransmissions heard of the same packet. It is a distance based that also considers the
counter based approach.

Neighbour info. Hops knowledge Determinism GPS Forwarding decision

Simple ooding [249]

local { no no source independent

Probabilistic ooding [249]

Hyper-ooding [341]

SAPF [245]

[44]

[113]

DibA [219]

[308]

weighted/slotted 1/p-persistent [351]

local 1-hop no yes source independent
Rewarn[154]

Distance-to-mean [309]

Defer time [325]

gossip based broadcast [182]

local 1-hop no no source independent

nth power p-persistent[379]

Adaptive counter [334]

color-based [183]

DIS RAD [68]

[24]

ProbA [217]

fuzzy logic probabilistic [218]

DBHG/VBHG/AVBHG [188]

DAD-NUM/PER [69]
local 1-hop yes no source independent

BMBD [177]

DAD-NUM/PER [69]
local 1-hop yes no source independent

BMBD [177]

optimised broadcast protocol [100]

local { yes yes source independent
geoood [35]

six-shot broadcast [114]

optimised ooding protocol [255]

[60]

local 1-hop yes yes source independent[59]

[334]

[113] local 1-hop yes/no yes source independent

ABBA [253] local { yes/no yes source independent

Table 3.1: Classi�cation of the context aware and context oblivious approaches

Neighbour knowledge approaches

By exchanging hello messages, nodes are aware of the neighbours within their transmission
range. It is possibly to obtain 2-hop neighbours information by including in the beacon the
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list of 1-hop neighbours. The 2-hop neighbours knowledge gives more topology information,
but at the same time, in highly mobile networks, it is more di�cult to have accurate and up
to date information. There are many works that use the neighbour knowledge for making an
e�cient forwarding decision.

Flooding based on 1-hop neighbours information and adaptive holding (FONIAH) was
presented in [201]. This approach combines neighbour knowledge and area based ooding.
When receiving the message the node can hold it for some time before rebroadcasting. This
timeout is inversely proportional to the distance to the source node. The source node includes
in the broadcast message its position and the distance to the furthest neighbour. If all 1-hop
neighbours already received the broadcast message, the forwarding is cancelled.

Tonguz et al. present in [330, 331] a broadcasting algorithm that depends only on the
local topology information (obtained using GPS), and that is robust against di�erent types
of vehicular tra�c conditions. It handles both, the disconnected network and the broadcast
storm problem [249] in a completely distributed fashion. DV-Cast speci�es the region of
interest (ROI) and disseminates the message towards that direction. The main criterion to
determine how to handle the rebroadcast is based on the list of 1-hop neighbours and their
relative distance.

1. Self-pruning

ooding with self pruning is an approach in which nodes send the list of neighbours
in the header of the broadcast packet. If additional neighbours are covered with the
retransmitssion, the node schedules the rebroadcast in RAD seconds. In the meantime,
it calculates the additional neighbours with the redundant copies. After RAD, the
message is either sent or discarded [220].

The stochastic neighbour-coverage scheme is proposed in [334]. It uses 2-hop neighbours
information to know if there is at least one 1-hop neighbours that did not receive the
broadcast message. When receiving the broadcast message for the �rst time, it creates
a list with the 1-hop neighbours and sets a random delay. From this list all nodes that
are supposed to received the message are eliminated. If all the 1-hop nodes did received
the message, the retransmission is interrupted.

The scalable broadcast algorithm (SBA) that uses 2-hop neighbours knowledge is pre-
sented in [256]. It is similar to ooding with self pruning but the information is included
in the beacons not in the header of the packet. They also proposed a RAD that dy-
namically adjust to the network conditions, see Equation 3.1:

RAD : r 2 [0; � �
max degree

num neighbours
] (3.1)

Delayed ooding with cumulative neighbourhood (DFCN) [148], includes the 1-hop neigh-
bours list in the packet header. The additional coverage in case of forwarding is calcu-
lated, and if it is higher than a prede�ned value, the message is scheduled to retransmit
after RAD. Additionally, it adapts to the local network density: when the number of 1-
hop neighbours is lower than a threshold, the prede�ne value is set to 1 (it rebroadcasts
if there is at least one neighbour to cover). Moreover, if the node density is considered
to be low, and therefore the forwarding probability 1, whenever a new neighbour is
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met, the RAD is stopped and the message is rebroadcast. Therefore, ooding with self
pruning [220] can be considered a special case of DFCN.

In [184], a hybrid broadcasting algorithm that uses 2-hop information combines the
neighbour designating scheme with self pruning. Source node selects at most one for-
warding node from the set of 1-hop neighbours. At reception, if the node is not selected
as relay, it creates a list with the neighbours, and remove from there the neighbours of
the sender and the neighbours of the selected forwarding node. If the list is not empty,
the message is retransmitted.

Total dominant pruning (TDP) and partial dominant pruning (PDP) are both proposed
in [228]. Both uses 2-hop neighbours information. In the former, the senders includes
in the broadcast packet the 2-hop neighbourhood, so that the receiver can consider
all those nodes already covered. The later induces that information from the 2-hop
neighbours knowledge, without piggybacking any information to the broadcast message.

The lightweight and e�cient network-wide broadcast (LENWB) was proposed in [324].
It uses 2-hop neighbours information and the degree of the 1 and 2-hop neighbours
that is included in the beacon. The source node does not select forwarding nodes, but
nodes rebroadcast in terms of the knowledge of which of the 1 and 2-hop neighbours
are expected to forward the message. Nodes have priority according to the degree, i.e.,
nodes with more neighbours have higher priority.

2. Neighbour designating approaches

It is a source dependent technique, that is, the source node decides the next forwarding
nodes from the 1-hop neighbours. Depending on the source node, the set of retrans-
mitting nodes change. Di�erent process for selecting the forwarding nodes have been
proposed. Next, we will review the most relevant ones.

Dominant pruning also requires 2-hop neighbours knowledge [220]. In the header of
the packet a list of forwarding neighbours is included. The node that is included in this
list has to calculate its forwarding nodes. Neighbours of the source node are considered
already covered. For that the Greedy set cover algorithm is used. The nodes choose
the 1-hop neighbour that covers the most 2-hop neighbours. This is repeated until all
2-hop neighbours are covered.

In multipoint relay (MPR) [270], the source node chooses the next forwarding nodes.
Unlike dominant pruning, the selected relaying nodes are included in the beacons ex-
changed not in the header. The selecting mechanism works as follows: �rst, check the
2-hop neighbours that can only be reached by one 1-hop neighbours and select them
as MPRs. Then, from the remaining 1-hop neighbours select those that cover the most
2-hop neighbours that are not covered yet. Continue until all 2-hop neighbours are
covered. For a graphical explanation please see Figure 3.3. Only the blue nodes are in
charge of retransmitting the broadcast messages.

The well known routing protocol for ad hoc networks Optimized Link State Routing
Protocol (OLSR) is based on this. For a more detailed explanation please refer to
the internet draft RFC 3626 [77]. A good survey on multipoint relay and connected
dominating sets approaches for broadcasting is presented in [214].
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Figure 3.3: Multipoint relay mechanism

The ad hoc broadcast protocol (AHBP) is presented in [258]. Similarly to MPR, source
nodes select the forwarding nodes. In this case, the forwarding nodes are called broadcast
relay gateway (BRG). The mechanism for selecting the BGRs is identical to MPR. The
di�erences are: (1) nodes are informed about becoming a BGR in the header of the
packet, not using the beacons. (2) 2-hop neighbours knowledge is used to determine
which neighbours already received the packet and consider them as already covered.
An extension of the protocol for considering mobility is also proposed, AHBP-EX. If a
node receives a message from another but did not previously exchanged beacons (i.e.
due to the mobility), it will assume it is a BGR.

Total dominant pruning (TDP) and partial dominant pruning (PDP) are both proposed
in [228]. Both uses 2-hop neighbours information. In the former, the senders includes
in the broadcast packet the 2-hop neighbourhood, so that the receiver can consider
all those nodes already covered. The later induces that information from the 2-hop
neighbours knowledge, without piggybacking any information to the broadcast message.

There are plenty of broadcasting algorithms based on MPR but that modify the MPR
selection procedure in order to reduce the number of collisions, the cardinality of the
MPR or just to e�ciently manage the power consumption. We will just briey men-
tioned some of them. In [233], authors propose di�erent models like the in-degree greedy
set cover. It �rst checks the 2-hop neighbours that can only be reached by one 1-hop
neighbours and selects them as MPRs. Then, randomly picks up a node from the un-
covered 2-hop nodes, among all 1-hop neighbours nodes that can cover this 2-hop node,
and have not been selected as MPRs by the source node S, selects a node as an MPR
that has minimum number of uncovered 2-hop neighbours. Continue until all 2-hop
neighbours are covered. Authors also proposed, MPR Selection with Minimum Over-
lapping, for reducing the tra�c and the risk of collisions. As the others approaches,
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nodes that can only be reached by one 1-hop neighbours are selected �rst. And then,
the node with the minimum covering ratio is chosen as an MPR among the 1-hop neigh-
bours that are not selected as MPRs yet. This is done until all 2-hop neighbours are
covered. The covering ratio is de�ned as the ratio of the covered 2-hop neighbours over
uncovered 2-hop neighbours of a node. Moreover, it was also presented the weighted
set cover that gives weights to nodes according to a desired property, e.g. bandwidth,
and selects the 1-hop neighbours with the largest number of uncovered nodes over the
weight ratio. The MPR Selection with secondary priority that gives priority to nodes
with maximum number of neighbours is also proposed. This is applied OLSR, in case
two nodes has the same number of uncovered neighbours.

In [222], authors selects the MPR nodes in terms of the forwarding utility of the 1-
hop neighbours. This forwarding utility is computed as a function of the power utility
of each node (remaining battery), and the forwarding utility (the ratio of uncovered
2-hop neighbours over all the 2-hop nodes that a 1-hop neighbours node covers). As
the previous approaches, the algorithm �rst checks the 2-hop neighbours that can only
be reached by one 1-hop neighbours and select them as MPRs. Then selects as MPR
the node with highest forwarding utility value. Continue until all 2-hop neighbours are
covered. Later in [223], the �rst steps of the MRP approach were eliminated and MPR
nodes are only selected in terms of the forwarding utility value.

Additional MPR nodes are chosen in order to provide reliable broadcast in [22, 77].
The redundancy method proposed in [22] chooses additional MPR to cover only selected
2-hop nodes. In [77], the redundant MPR cover all the subset of 2-hop neighbours, re-
ducing therefore, the cardinality of MPR while at the same time increasing the delivery
ratio. The idea is that the 2-hop MPR nodes must be covered at least m-times.

The double-covered broadcast (DCB) algorithm [229] is a source dependent protocol
where the source node chooses the set of 1-hop neighbours that cover all 2-hop neigh-
bours and the non selected 1-hop neighbours at least twice. The retransmissions of
the forwarding nodes are considered as acknowledgements, thus if the source does not
detect all the forwarding nodes retransmissions it will resend the packet.

A vehicular multi-hop broadcasting protocol (VMP) for fast dissemination on the op-
posite direction was introduced in [43]. VMP designates multiple forwarding nodes
(i.e. it is source dependent) with di�erent delays to disseminate an alert message in a
speci�c area. To ensure high reachability a cooperative forwarding mechanism is used
and also, a duplicated packet detection procedure is provided to discard unnecessary
rebroadcasts.

3.3.1.2 Algorithms using an underlying topology

Literature reveals many works using topological information to give a structure to the un-
structured and highly changing topology of mobile ad hoc networks. In order to collect this
data, it is necessary to periodically exchange beacons as there is no pre-existing infrastructure
in MANETs. As already mentioned, within this category, we di�erentiate between connected
dominating sets, tree based and cluster based topologies.
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Neighbour info. Hops knowledge Determinism GPS Forwarding decision

FONIAH [201] local 1-hop no yes source independent

DV-CAST [331] local 1-hop no yes source independent

VMP [43] local 1-hop yes yes source dependent

ooding with self pruning [220]
local 1-hop no no source independent

DFCN[148]

neighbour-coverage scheme [334]
local 2-hop no no source independent

SBA [256]

TDP/PDP[228]
local 2-hop yes no source independent

LENWB[324]

[233] local 2-hop no no source dependent

Dominant pruning[220]

local 2-hop yes no source dependent

multipoint relay [270]

ad hoc broadcast protocol [258]

[222]

[223]

[22]

[77]

double-covered broadcast [229]

[184] local 2-hop yes no source independent/source dependent

Table 3.2: Classi�cation of the neighbour knowledge approaches

Connected dominating set

Connected dominating set (CDS) is a source independent technique that builds a sub network,
also called virtual backbone, for covering all the nodes in the network. Nodes either belong
to the backbone or are adjacent to at least one of them. An extensive review can be found
in [372]. In graph theory, a connected dominating set is de�ned as follows:

De�nition 5 (Connected dominating sets).

A connected dominating set for G = (V; E) is a subset V 0 � V such that for all

u 2 V � V 0 there is at least a v 2 V 0 for which (u; v) 2 E and the sub-graph induced

by V 0, G[V 0] has only one connected component.

A connected dominating set contains a group of connected nodes that covers all the
network forming a virtual backbone. E�cient broadcasting can be achieved by identifying
a connected dominating set, preferably small, and allowing only the nodes in the set to
relay the broadcast message. Peng and Lu propose an e�cient CDS-based broadcasting
algorithm in [257]. The algorithm uses 2-hop knowledge and includes the information about
the dominant nodes (or nodes belonging to the backbone) in the message. An important
di�erence with AHBP is that not only the nodes covered by the source node are not considered
for belonging to the CDS anymore, but also the nodes covered by the other dominant nodes
that were selected before.

Wu and Li proposed in [357] a marking process for e�ciently and quickly determining a
CDS. This approach was �rst proposed for undirected graphs using the notion of dominating
set only and was later extended to cover directed graphs by introducing another notion
called absorbent set [356]. Speci�cally, a node becomes a gateway if it has two unconnected
neighbours.

Wu et al. proposed in [361] a broadcasting and routing algorithm based on connected
dominating sets based on dynamic selection of the dominating nodes. The algorithm alter-
nates the nodes belonging to the CDS when possible because they consume more energy.
Additionally, nodes with higher remaining battery level are preferred.
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In [362], Wu and Lou use 3-hop neighbours knowledge in order to have complete 2-hop
information for obtaining a relatively stable CDS. Each node chooses a pair of nodes, a 1-hop
neighbours and a 2-hop neighbours to cover all its 2-hop neighbours.

The Rule k was proposed in [85] to reduce the overhead for creating connected dominating
sets. It is fully localised and supports unidirectional links. This protocol was modi�ed in [318]
to eliminate the messages exchanged needed to create the CDS.

Stojmenovi�c et al. proposed a broadcasting algorithm based on dominating sets and
neighbour elimination schemes using 2-hop knowledge [320]. Only nodes belonging to the
CDS are able to rebroadcast the message. Upon reception, nodes in the CDS set a delay
inversely proportional to the number of uncovered neighbours. During the waiting period, if
copies of the message are heard, all the neighbours that received the message are also removed
from the forwarding list. If there is no neighbour to cover, the neighbour elimination rule
cancels the retransmission.

In order to improve reliability and solve disconnection problems, in [321] authors proposed
a broadcasting algorithm that works like in [320], but that all nodes can rebroadcast a packet.
Nodes not included in the CDS set a longer waiting time, and additionally, every time a new
neighbour is met, the broadcast message is sent.

Recently, a general framework for broadcasting that seamlessly (without using any pa-
rameter) adjust itself to any mobility scenario was introduced in [317]. It is built over several
recent algorithms using 2-hop topological or 1-hop positional knowledge. When the message
is received the �rst time, nodes set a timeout and also generate 2 lists: R with the nodes
believed to have received the packet, and N with the nodes that did not get the message
yet. Nodes belonging to the CDS have shorter timeouts than those not in the CDS. Once the
waiting time is �nished, the node retransmits only if N is not empty, and updates both R
and N. After receiving each hello message, nodes reevaluates the status in the CDS and also
update N. If N was empty and a new neighbour not included in R is detected the timeout is
reactivated.

Literature reveals yet di�erent decentralised CDS that use local knowledge in dynamic ad
hoc networks. Two proposals designed to create k-vertex connected m-vertex dominating set
virtual backbones in an asynchronous and computer e�ective fashion are presented in [204,
295]. For a more detailed explanation on CDS please refer to [293].

Tree based topology

All the already mentioned approaches have to store the ID of the broadcast message in order
to just rebroadcast the �rst reception of the message. The most straight forward method
for avoiding this without storing anything is to forward the broadcast message on an acyclic
subgraph.

A network can be modelled as a graph G=(V,E), where nodes are represented by the
set of vertices V and the links are the set of edges E. It is possible to de�ne an underlying
structure in the network, as done with the CDS and the clustering, that forms a tree. In
order to disseminate a message to all nodes in the network, we can consider the spanning tree
structure where only nodes belonging to the tree that are not leaves rebroadcast the message.
Next, we de�ne both concepts: tree and spanning tree.

De�nition 6 (Tree topology).

A tree is an undirected and connected graph that has no cycles.
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De�nition 7 (Spanning tree).

A spanning tree of a graph is an undirected and connected subgraph that has no

cycles and contains all nodes. It can be de�ned as the maximal set of edges of the

graph that contains no cycle, or as a minimal set of edges that connect all vertices

of the graph. The minimum spanning tree (MST) is the minimal set of edges that

connect all vertices of the graph, or in case the graph is weighted, the minimum sum

of the weight of all branches.

In case the network is partitioned, we can talk about spanning forest, where a spanning
tree is formed in every connected component, see Figure 3.6.

a) Tree a) Forest

Figure 3.4: Illustration of a tree and a forest

The maximum leaf spanning tree problem is equivalent to �nding the minimum connected
dominating set [110]. In tree topology edges are chosen and play an important role, while in
CDS are nodes. However, the construction of the spanning tree from a CDS is quite straight
forward. In Figure 3.5, we can see a graphical representation.

a) Minimum spanning tree a) Minimum connected dominating set

Figure 3.5: Illustration of a minimum spanning tree and and minimum CDS

Using a tree topology has been widely used in telecommunication networks [3], but most
of these algorithms need a stable network, that is not available in MANETs. Therefore,
speci�c algorithms for mobile ad hoc networks must be designed.

Creating and maintaining a tree topology in mobile ad hoc networks is challenging as
nodes have knowledge only about direct neighbours, the link stability is very changeable and
the data structure and maintenance of the tree must be minimal. It is possible to di�erentiate
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between source dependent and shared trees. In a source dependent tree, the source node is
the root of the tree and for each pair of source-multicast group a di�erent tree is built. In
the shared tree only one tree is built over the network and the source node just needs to be
able to send the data to the root of the tree or to a member.

In [272], authors proposed a distributed spanning tree to forward data packets. However,
some operations require centralised designs as for merging two spanning trees, the root node
is deciding which nodes are merging.

Using the overlay of a gossip protocol, the push-lazy-push multicast tree (Plumtree) is
constructed in [202]. The links from which a node receives the messages are considered to
form the spanning tree, and when a message is received twice, the node prunes this link.
However, for repairing the tree, every time a node receives a message it sends an IHAVE
message to the links that do not belong to the spanning tree. Whenever a node requests this
message, the link between these two nodes becomes part of the spanning tree.

A fully distributed and decentralised method, TreeCast is proposed in [170]. It is not
only capable of dealing with mobility of nodes, but also forces nodes with high mobility to
be leaves, thus, the backbone tree is composed of more static nodes.

MaxCST [107] is a deterministic and self stabilising algorithm that builds a cluster in the
network with diameter of 2 at most and then, construct a spanning tree on the network.

When considering decentralised systems the construction of the tree is not trivial, most
of the proposals deal with static or low mobility, as nodes usually compute the local tree
and then merge adjacent trees (e.g. the LMST [212]). However, the dynamicity aware graph
relabeling system [65] is a high level abstraction model for creating and maintaining tree
topologies e�ciently. It is based on local rules that are able to cope with topological changes.
Also in [67], a decentralised algorithm that is able to cope with the creation and maintenance
of distributed spanning trees in highly dynamic networks is presented. Both, the merging
and splitting process of two trees are purely localised.

There are also many works trying not only to e�ciently build the topology, but also to
merge nodes in a tree that have some speci�c features. For example, in [263], nodes are
selected for joining the tree in terms of their level of trust in the network, creating thus, more
reliable topologies. For a more in detail overview of kind of tree based topologies, please refer
to [262].

Clustering based topology

A clustered network is a 2-level hierarchical network that divides nodes into groups and elects
only one node as representative of the group, the clusterhead (CH). The CH directly connects
to all other members of the cluster. Nodes belong only to one CH, but sometimes can hear
more than two CH. Those nodes declare themselves gateway.

The set of clusterheads forms a dominating set, but not a connected dominating set. In
order to have a CDS, clusterheads must elect as forwarding nodes the gateway for connecting
two neighbouring CHs.

The main goal of both CDS and trees is to cover the whole network using the minimum
number of nodes in the CDS or obtaining the maximum number of leaves. However, in
clustering the main goal is to group nodes in terms of some common feature or joint goal.

There are mainly two di�erent approaches in clustering: (1)active clustering, where nodes
cooperate to elect the CH by exchanging info periodically, and (2) passive clustering where
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CH CH

Gateway

Figure 3.6: Illustration of two adjacent clusters with a gateway

the CH election starts with the on going tra�c. Information is propagated in the packets
and collected through eavesdropping, so there is no overhead or setup.

In the Lowest ID algorithm (LID) clustering algorithm [102], initially all nodes are
coloured white. A white node that �nds itself with the lowest ID among its non cluster-
head neighbours chooses itself as CH and turns black. And all white neighbours join this CH
and turn themselves grey. The process �nishes when there are no more white nodes. The
Highest degree algorithm (HD) [120], considers �rst the node degree in the clustered decision.
In case of tie, the lowest ID node is selected. A survey on di�erent clustering techniques can
be found in [373]. Next, we present some of the most relevant broadcasting algorithms based
on cluster approaches.

In [121], a broadcasting algorithm based on passive clustering is proposed. Nodes decide
to become either CH, ordinary nodes or gateway in terms of some prede�ned thresholds.
Both CH and gateway rebroadcast the message.

Not only location information but also the battery power level is used in [208] for elect-
ing the clusterheads. The proposed vote-based clustering considers nodes with high degree
and battery level better candidates for becoming CHs. However, this results in frequently
changing topology.

In order to deal with the frequently CH changes and thus, not very stable structure,
the stability of the link is also considered in the node and link weighted clustering algorithm
(NLWCA) [32]. It uses the node state (device power and signal strength) and the link
stability for electing CHs. For broadcasting, clusterheads disseminate the message within its
own cluster but also send it directly to all stable neighbouring clusterheads by unicast [33].

Wu and Lou proposed in [358] a clustered network where each clusterhead selects the
forwarding nodes inside the cluster so that all clusterheads in the vicinity are covered. In-
formation about the clusterheads that will receive the message is included in the broadcast
message so that CHs can deduce the coverage area by the pruning technique. Instead of the
3-hop covered area, in this paper a novel idea of the 2.5-hop coverage is introduced where
each clusterhead just covers the CHs that have members within 2 hops.

3.3.2 Variable transmission range protocols

As we mentioned before, the energy consumption in mobile ad hoc networks is a hot topic,
since devices can run out of battery provoking the network degradation. Two di�erent ap-
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Neighbour info. Hops knowledge Determinism GPS Forwarding decision

CDS
[362] local 3-hop yes no structure

all the rest local 2-hop yes no structure

Trees

[272] local/global 1-hop yes no structure

TreeCast [170] local 2-hop yes no structure

PlumTree [202] local 1-hop no no structure

all the rest local 1-hop yes no structure

Clustering

[121] local { yes no structure

vote-based clustering [208] local 1-hop yes yes structure

NLWCA [32] local 1-hop yes no structure

Lowest ID algorithm [102]
local 2-hop yes no structure

Highest degree algorithm [120]

[358] local 2.5-hop yes no structure

Table 3.3: Classi�cation of the approaches using underlying topology

proaches are considered for reducing the energy consumption in ad hoc networks. The �rst
one deals with reducing the number of retransmissions of a message, so that the overall en-
ergy consumption is minimised. All the above reviewed papers focus on that. The second
approach considers reducing the transmission power so that the overall energy consumption
is reduced. The �rst one can be seen as the �x power approach that was already reviewed,
and the second family is the variable power approach that we are reviewing next.

In the variable power approach each node can transmit using di�erent transmission radii,
therefore, the number of neighbouring nodes reached when broadcasting a message varies
according to the transmission power used. There are several works that try to �nd a common
power level that guarantees a low node degree [179], or that the communication graph is
connected with at least k-neighbours over a uniformly distributed network [54]. Every node
has to communicate with each other for selecting the common transmission power, provoking
overhead. Such approaches are not scalable as the overhead increases with the size of the
network. However, in [124], it was shown that a variable transmission range can outperform a
common transmission range approach in terms of power saving, increasing as well the capacity
of the network. They also claim that there is an optimum setting for the transmission range,
not necessarily minimum, which maximises the capacity available of the nodes in presence of
mobility. There is a good survey on conserving power by employing the transmission power
control in [134].

When considering the variable transmission power of nodes, adjusting each node with
the optimal transmission radius is one of the main problems. Both the minimum range
assignment and the minimum energy broadcast problem deal with that.

De�nition 8 (The minimum h range assignment problem).

The minimum range assignment problem consist of �nding the transmission power

of the a given set of nodes or stations so that the total power consumption is min-

imised whilst guaranteeing the communication between them in h hops [78].

De�nition 9 (The minimum energy broadcast problem).

Considering a source node wants to broadcast a message to all nodes in the network,

�nding the set of relaying nodes and their transmission ranges so that the total energy

consumed is minimised is called the minimum-energy broadcast problem [339].
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Both, the minimum assignment problem and the minimum energy broadcast problem are
NP-hard problems. It was demonstrated in [78] and in [339], respectively. The main di�er-
ence between them, is that in the former, the source of the broadcasting algorithm is not
considered while in the latter, it is. It can be seen as the previously explained concept of
source independent and source dependent algorithms.

3.3.2.1 Algorithms not using an underlying topology

Cartigny et al. presented the RNG broadcast oriented protocol in [61]. It runs locally at
each node but it requires the distance to all neighbouring nodes and distances between its
neighbouring nodes. The RNG graph stands for the relative neighbourhood graph. It is an
undirected graph where an edge between two points is added if it does not exist a node closer
to both nodes (see Figure 3.7, where there can not be any neighbour in the striped area
in other to have two RNG neighbours). A node receiving a broadcast message from a RNG
neighbours retransmits it using the minimum transmission power needed to reach the furthest
RNG neighbour that did not received it yet. Otherwise, it starts a timeout and creates a list
with all the RNG neighbours that did not receive it. If after the waiting time the list is not
empty, it rebroadcasts the message with the transmission power enough to reach the furthest
RNG neighbour in the list. A di�erent version where the timeout is set every time a message
is received is proposed in [63].

Figure 3.7: Relative neighbourhood graph

The notion of forbidden set in the relative neighbourhood graph is incorporated in [344].
This forbidden set prevents nodes with low remaining battery to act as forwarders in the
dissemination process. Additionally, when redundant retransmissions are received the node
will change the relative neighbour or will ask to be covered by only one.

Faloutsos et al. proposed the power adaptive broadcasting with local information (PABLO)
in [70]. Nodes exchange information in the beacons in order to know the transmission power
needed to reach the 2-hop neighbours. The source node examines whether it is worth or
not to exclude the furthest node from the 1-hop neighbourhood and reduce the transmission
range to reach the new furthest neighbour (during the random back-o� time). See Figure 3.8
where node A excludes node C from the 1-hop neighbourhood if the sum of the power node
A needs to reach node B plus the power node B needs to reach node C is lower than the
power node A needs to directly reach node C.
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A B

C

Figure 3.8: Mechanism of PABLO

In [175], an extension to PABLO is proposed that applies neighbourhood pruning, i.e.
after performing the optimisation the algorithm considers the possibility of excluding the
furthest node(s).

An approach to estimate the local density using an analytical model is used in [213] to
set the transmission range according to this estimation.

The inside-out power adaptive approach (INOP) is presented in [74]. It uses 2-hop neigh-
bours knowledge information to obtain a good energy utilisation for covering all direct neigh-
bours. The di�erence with other existing approaches is that each node sorts the neighbours
in terms of the power needed to reach them, and then, computes the optimal energy strat-
egy starting from the closest neighbour to reach the next neighbour directly or indirectly.
Two di�erent versions for selecting the relay nodes are proposed: (1) INOP with self pruning
that set a random timeout for an interval that is inversely proportional to the number of
uncovered neighbours. If after the delay the number of uncovered neighbours is empty the
rebroadcast is cancelled. And (2) INOP with neighbor designation considers the possibility of
increasing the transmission power of an already selected relay node instead of adding a new
relay for covering an uncovered neighbour. Considering the timeout is random, this approach
is stochastic.

In [354], di�erent versions of dominant pruning, total dominant pruning, partial dominant
pruning, PABLO and INOP using di�erent termination conditions and variable transmission
power are compared.

In vehicular ad hoc networks it is also a tendency to adjust the transmission range used.
In [277], nodes exchange periodically beacons containing information about the path loss.
Neighbours are sorted according to the average path loss and when a broadcast message is
received, the node checks the transmission power necessary to reach a targeted number of
nodes.

In [254], the e�cient reliable 1-hop broadcasting (EROB) algorithm is introduced. It
considers simultaneous transmission over three di�erent channels. Two control channels and
another for data packets. It proposes the use of a control packet called BIP (broadcast
in progress) to avoid the hidden terminal problem while broadcasting. Additionally, nodes
can use di�erent transmission levels for enhancing the network throughput and the network
lifetime, as well as reducing the power consumption and the number of collisions.

In RandomCast [221], the algorithm uses the power saving mechanism of 802.11 PSM [31]
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that allows the device to be in a low-power sleep state if it is not addressed in the data trans-
mission. However, nodes in RandomCast consistently operate in the PS mode. The trans-
mitter can specify the level of overhearing for unicast packets. Additionally, the probability
of rebroadcasting is also is based on number of 1 and 2-hop neighbours.

Neighbour info. Hops knowledge Determinism GPS Forwarding decision

RNG broadcast oriented protocol [61]
local 2-hop yes yes source independent

[63]

[344]

PABLO [70] local 2-hop no no source independent

INOP [74] local 2-hop no no source independent/source dependent

[277] local 1-hop yes no source independent

EROB [254] local 1-hop no yes source independent

RandomCast [221] local 1-hop no no source independent

Table 3.4: Classi�cation of the variable transmission range approaches with no underlying

topology

3.3.2.2 Algorithms using an underlying topology

A solution of the minimum energy broadcast problem is the minimum energy broadcast tree.
Di�erent approaches have been proposed in the past years.

Tree based topology

In order to solve the minimum energy broadcast problem, the well known broadcast incremental
power (BIP) was presented in [348]. BIP constructs a tree at the source node and calculates
the node not belonging to the tree that is reached using the minimum power. That will be
the next node included in the tree. The sweep procedure is also proposed in the same work
for further reducing the total energy consumption. BIP requires global information.

BAIP, the average broadcast incremental power [343] is a variant of BIP that considers
the average incremental cost for selecting the new node that is included in the tree. This
value is the ratio of the minimum additional power increased by a node in the current tree
to reach some new nodes to the number of these new nodes.

The hop constrained minimum broadcast incremental power (HC-BIP) is proposed in [58].
It ensures that all nodes in the network receive the broadcast message in less than k hops. It
is a globalised implementation.

The iterative maximum-branch minimization (IMBM) algorithm was presented in [207].
It focuses on the construction of the minimum energy broadcast tree routed at the source
node that reaches all the destinations. In a initial step, the source builds a basic broadcast
tree to all destinations. Then, it tries to reduce the required power by replacing the maximum
branch by the less power alternative. Liang proposes in [215] an approximation algorithm
that uses global knowledge and is based on Steiner trees.

In [339], the embedded wireless multicast advantage (EWMA) algorithm uses the minimum
spanning tree (MST) as the initial feasible solution and then, it is improved by exchanging
some existing branches in the initial tree for new branches so that the total energy necessary
to maintain the broadcast tree is lower. Two EWMA approaches are proposed one cen-
tralised and another distributed. The distributed approach, however, requires information
from multiple hops away, so it might not work properly in frequently changing topology.
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Wieselthier proposed in [349] two distributed versions of the well known BIP: distributed-
BIP-all Dist-BIP-A, and distributed-BIP-gateways Dist-BIP-G. Both use 2-hop neighbours
information for constructing trees. In the former, only nodes that can be reached directly
are included in the tree. Each node builds a local tree that are then pieced in a global tree.
In the latter, nodes that can be reached using a relay are considered gateways. Only, those
gateways are in charge of building local trees. Once the global tree is formed, the sweep
operation is applied. This operation is centralised.

The local minimum spanning tree (LMST) [211, 212] needs local positioning exchange in
the beacons to build the neighbourhood graph. Each node apply the Prim’s algorithm in
order to �nd the local minimum spanning tree. Once, the tree is constructed it reduces the
transmission power to reach the furthest neighbour. The directed LMST broadcast oriented
protocol (LBOT) [62] is based on LMST but uses directional antennas and lies on the LMST
topology. The source node sends the message and using the neighbour elimination (or self
pruning rule) on the LMST tree, the message is propagated.

In [239], the local tree-based reliable topology (LTRT) motivated from LMST is proposed.
It ensures k -edge connectivity of the network in order to get reliable communications.

The broadcast on local minimum spanning tree (BLMST) is proposed in [210]. It �rst
constructs an underlying topology using LMST, and then, the source node broadcasts the
message and a node receiving the message from all its neighbours cancels the forwarding.
In this work, there is also an analytical study that indicates under some circumstances it
is more e�cient to use lower transmission power in a multi-hop fashion than using longer
transmission ranges.

The redundant radius scheme is introduced in [364] where two di�erent transmission
radius are used. First, a smaller range is considered for building the broadcast tree in terms
of the neighbourhood, and then, a longer radius is used for the actual transmission.

In [159], the optimal transmission range that considers both the number of relays and
the energy consumption is calculated. Moreover, two broadcasting algorithms are proposed
the target radius LMST broadcast oriented protocol (TR-LBOP) and the target radius and
dominate set based protocol. The former considers the neighbour elimination to reduce the
subset of direct neighbours and reduces the radius to preserve connectivity, increasing it
up when possible. The latter computes a CDS trying to choose as relays nodes as close as
possible to the target radius.

Connected dominating sets

A broadcasting algorithm that uses variable transmission range based on connected domi-
nating set is presented in [360]. As nodes belonging to the CDS consume more energy, they
alternate when possible. Additionally, the transmission power of each node is reduced during
the broadcast process without sacri�cing the reachability.

Some distance rules where nodes transmission power might be adjusted based on the
distance are proposed in [318]. Moreover, nodes with less distance to their neighbours have
higher preference for becoming a node belonging to the CDS.

In [206], two decentralised approaches are proposed for constructing the minimum total
communication power connected dominating set. The goal is to �nd the CDS that minimises
the sum of the transmission power of nodes in the CDS.
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Neighbour info. Hops knowledge Determinism GPS Forwarding decision

broadcast incremental power [348]

local

global yes no structure
average broadcast incremental power [343]

HC-BIP [58]

iterative maximum-branch minimization [207]

[215]

embedded wireless multicast advantage [339]

Dist-BIP-A/Dist-BIP-G [349] local 2-hop/global yes no structure

local minimum spanning tree [211]

local 1-hop yes yes structure
LBOT [62]

LTRT [239]

BLMST [210]

[364] local 1-hop yes no structure

TR-LBOP [159] local 1-hop no yes structure

[360]

local 1-hop yes no structure[318]

[206]

[250]

local 2-hop yes no structure[248]

[21]

Table 3.5: Classi�cation of the variable transmission range approaches with underlying topol-

ogy

Clustering topology

An autonomous cluster scheme is proposed in [250]. It adapts the transmission power of
every node in terms of the distance between the node and the neighbouring nodes to have a
speci�c number of neihbours.

In [248], the node residual energy, the nearby topology, the relative location and the
relative mobility are used for electing the CH. Additionally, cluster members are able to
estimate the distance to the CH and reduce the transmission power accordingly. When the
residual energy of the CH is lower than a prede�ned threshold, the re-clustering operation is
triggered.

In [21], 2-hop neighbourhood information is used in a distributed clustering algorithm
to divide the network, where clusters may overlap. Then, a distributed sweep operation is
used for �nding nodes whose transmission power can be decreased, whilst still guaranteeing
every node belongs to at least one cluster. Finally, it runs the DMST [156] algorithm for
constructing the directed minimum spanning tree to join the clusters.

3.4 Metaheuristics

Technology in networking is evolving faster than information systems; tiny devices are already
provided with communication capabilities. But the existing communication systems are not
appropriate or e�cient for such heterogeneous networks: self-organisation mechanisms able to
handle heterogeneity, dynamic nature, resource constraints, scalability, or failures are needed.

It is possible to �nd similarities when analysing biological systems: self-organisation,
recovering from failures, collaborative behaviour, minimisation resources, �nding stability,
etc. Most of these systems achieved this behaviour after evolving for millions years. Many
researchers are developing algorithms inspired by Nature in order to e�ciently tackle di�erent
problems. For example, they have been widely applied for networks design and optimisation
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in the literature [97].

There exists a large number of real-life problems that are complex and di�cult to solve.
Exact algorithms are not appropriate or take too long for using them. Therefore, approximate
algorithms are needed. Metaheuristics [119] are iterative stochastic optimisation tools that are
able to provide good solutions in reasonable time for highly complex optimisation problems.
Generally, metaheuristics make no assumptions about the problem to solve, so they are
generic tools that only need an adequacy (or �tness) function to guide the search towards
better solutions. Most of metaheuristcs mimic natural process for solving these complex
optimisation problems (e.g. ant or bee colonies, evolution of species, swarms, etc.).

In [328], approximate algorithms are decomposed in two subclasses: speci�c heuristics
and metaheuristics. According to the Oxford dictionary, a heuristic can be de�ned as:

De�nition 10 (Heuristic).

Proceeding to a solution by trial and error or by rules that are only loosely de�ned.

The term heuristic comes from old Greek and means the art of discovering new strategies
(rules) to solve problems [328]. The su�x meta means upper level methodology. A formal
de�nition of the term metaheuristic was proposed by Talbi in [328]:

De�nition 11 (Metaheuristic).

Metaheuristic search methods are upper level general methodologies (templates) that

can be used as guiding strategies in designing underlying heuristics to solve speci�c

optimisation problems.

Speci�c heuristics are designed for a particular problem, thus, they are problem depen-
dant. Metaheuristics are more general approximate algorithms that can be applied to a large
number of optimisation problems. A optimisation problem is de�ned in [26] as follows:

De�nition 12 (Optimisation Problem).

An optimisation problem is formalised after a pair (S, f), where S represents the

search space of the problem, while f is a quality criterion known as the objective

function de�ned as:

f : S ! R (3.2)

In this case where a single criterion f is optimised, referred to as single-objective optimisa-
tion, the objective is to �nd a global optimum element s�, minimum or maximum depending
on the problem. The global optimum can be formulated as follows:

De�nition 13 (Global Optimum).

Considering a minimisation problem, a solution s� 2 S is a global optimum of an

objective function f if:

f(s�) � f(s) 8s 2 S (3.3)
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Local optimum

Local optimum

Global optimum

f(s)

s

Figure 3.9: Global and local optima in the search space

In Figure 3.9, the global optimum is shown within the search space considering a minimi-
sation problem.

These single-objective optimisation algorithms are used when the optimisation problem
focuses on a single objective. However, most of the real-world problems have to deal with
di�erent objectives that are usually in conict (e.g. obtaining highest possible reachability
in a broadcast process but using the minimum possible number of nodes forwarding the
message). This is known as multi-objective optimisation. The main di�erence between single
and multi-objective optimisation is that for the latter there is not a single optimal solution
that satis�es all the objectives but a set.

A general multi-objective optimisation problem (MOP) is to �nd vectors ~x� =
[x�1; x�2; : : : ; x�n] that are optimising the vector of functions ~f (~x) = [f1(~x); f2(~x); : : : ; fk(~x)].
Each fi(~x) is a single-objective optimisation problem, and it is one of the objectives to opti-
mise in our MOP. The di�erent objectives must be in conict with the others, meaning that
an increase in the quality of one of them will lead to a decrease in the values of (some of)
the others. If the objectives were not in conict, then we could reformulate the problem as a
single-objective one.

De�nition 14 (Multi-objective Optimisation).

Find a vector ~x� = [x�1; x�2; : : : ; x�n] which satis�es the m inequality constraints

gi (~x) � 0; i = 1; 2; : : : ; m, the p equality constraints hi (~x) = 0; i = 1; 2; : : : ; p,

and minimises the vector function ~f (~x) = [f1(~x); f2(~x); : : : ; fk(~x)]T , where ~x =

[x1; x2; : : : ; xn]T is the vector of decision variables.

In multi-objective optimisation, it is not trivial to decide whether one solution is better
than another or not, because it could be better for several objectives, but worse for some
others. Therefore, we say that a solution A dominates a solution B if A is strictly better
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than B in at least one objective and better than or equal to B in the rest of objectives. Two
solutions are said to be non-dominated if none dominates the other.

The goal of multi-objective optimisation is to �nd the optimal set of non-dominated
solutions to the problem, called the Pareto optimal set. The projection of the Pareto optimal
set in the objectives domain is called the Pareto optimal front (i.e., the ~f (~x) values for every
~x in the Pareto optimal set). Because the Pareto optimal front might contain a large number
of solutions, a good multi-objective algorithm must look for a Pareto front with a limited
number of solutions, and it should be as close as possible to the optimal front. Additionally,
these solutions should be uniformly spread along the Pareto optimal front; otherwise, they
would not be very useful to the decision maker.

3.4.1 Challenges tackled in MANETs using metaheuristcs

It is possible to �nd in the literature approaches that use both single and multi-objective
optimisation approaches for addressing the existing problems in ad hoc networks. Before
reviewing the literature, we �rst list and briey explain the most relevant challenges, that
have been addressed in mobile ad hoc networks:

1. energy e�ciency: nodes depend on battery life, therefore, reducing the energy consump-
tion will increase the network lifetime. There are di�erent approaches for reducing the
energy consumption of a node: decreasing the transmission power, turning devices into
sleep mode, reducing the number of communications or retransmissions, etc.;

2. broadcast: a node sends a message to all nodes in the network. As there is no central
structure, guaranteeing full coverage is not possible. Therefore, the main goal is to
cover as many nodes as possible relying on multi-hop forwarding.

3. routing: a node sends a packet to a destination. As there is no central station or infras-
tructure in the network, if the destination is not within the source range, intermediate
nodes must act as routers and forward the packet. The length of the route found di-
rectly impacts on the energy consumption and the network resources, as well as, the
maintenance of the routes, the route failures, etc.;

4. network connectivity: devices do move, and the channel varies in time, so that, distant
nodes might not be always connected. Maintaining connectivity within the whole net-
work, so that there is always a path between any two nodes, provides more robustness
and resilience to failures;

5. clustering: nodes are grouped into clusters, and each cluster has a clusterhead respon-
sible for the main operations. This approach reduces the network overhead, increasing
the system capacity;

6. node deployment: specially used in sensors networks where it is important to minimise
the number of nodes needed for covering a speci�c area, maximising at the same time
the network lifetime. An e�cient node allocation is crucial for the e�ciency of the
network;
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7. sel�sh behaviour: due to the lack of infrastructure, multi-hop communication is needed
for the proper operation of the network. However, nodes are battery limited and acting
as routers will only decrease their capabilities with no reward. Sel�sh nodes are not
motivated to collaborate in the forwarding process and drop all packets that are not
intended for themselves;

8. security: malicious nodes can perturb the network by compromising its integrity or the
availability of a resource. Intrusion detection systems are used for preventing those
attacks;

9. quality of service: ad hoc networks usually face adverse conditions as fading, inter-
ferences, packet losses, abrupt bandwidth changes, etc. Therefore, providing QoS is
challenging.

3.5 State of the art in metaheuristics applied to MANETS

Metaheuristics have been widely used in many di�erent �elds for solving many di�erent
problems [244, 261, 326]. Next, we are reviewing the literature in bio-inspired algorithms
applied only to solve problems in ad hoc networks. We briey present some of the most
relevant works, and classify them according to the taxonomy presented above, and also in
terms of the challenges tackled and the techniques used for solving them.

3.5.1 Topology management

Considering that nodes are able to change their transmission power, topology control is
about deciding the transmission range that provides a desired property to the network (e.g.
connectivity). The main goals of topology control are to reduce the consumption of nodes, and
increase the capacity and extend the lifetime of the network. For a more detailed explanation,
please refer to [291]. Di�erent techniques have been applied for achieving those objectives,
like turning devices into sleep mode, power allocation or node deployment. Next, we are
reviewing some works addressing them.

3.5.1.1 Sleep mode

In sensor networks, in order to save energy and extend the lifetime of nodes, and thus the
network lifetime, there are some approaches that consider turning o� some nodes for a period
of time. There always exist two di�erent set of nodes, a set that is active and gathering the
data, and a set of sleeping nodes. E�cient synchronisation and scheduling is needed when
using this technique.

Finding the minimal set of active sensor that covers a targeted area, while maintaining
the rest in sleeping mode is the NP-complete problem addressed in [165]. The multi-objective
genetic algorithm NSGA-II is used in order to maximise the coverage (the targeted area) and
minimise the cost (the number of nodes). Authors use an o�ine and centralised approach
that requires global knowledge.

In [105, 106], authors use a genetic and a memetic algorithms respectively, for optimising
7 di�erent objectives in an aggregative function. The main goal is the minimisation of some
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energy-related parameters and the maximisation of sensing points’ uniformity, subject to
some connectivity constraints and the spatial density requirement. Decisions about the set
of active nodes, the role of clusterheads or the transmission range of the active nodes are
given by the algorithm. It is implemented repeatedly over di�erent network con�gurations,
providing then, a dynamic sequence of operation modes. It runs o�ine in a centralised way
using global knowledge.

An ant colony optimisation based method, mc-ACO, is used in [378] for prolonging the
network lifetime by dividing sensors in two layers. The �rst layer is the active set of nodes,
and the second layer is the successor set, that are in sleep mode until an active sensor runs
out of battery. A genetic algorithm is proposed in [152] for the same problem, that focuses on
�nding the maximal number of disjoint cover sets. Both algorithms were compared in [378]
and the results show that mc-ACO performs better for the studied cases. The two approaches
are centralised and o�ine using global knowledge.

In [133], a routing protocol based on ant colonies for MANETs is presented. One of
the main characteristics is that nodes turn to sleep mode when the value of the pheromone
reaches a prede�ned threshold. When the node is in sleep mode, it only processes packets
that are destined to it. This routing protocol based on ants runs online, is decentralised and
uses only local knowledge.

3.5.1.2 Power allocation

The most straight forward approach for reducing the energy consumption of a device is
reducing the transmission power. However, this can not be done without considering the
impact on other aspects of the network, as its connectivity.

It is usually assumed that networks are homogeneous, where all nodes use the same
transmission range, have the same energy consumption, the same battery life, etc. But as
it was shown in previous section, nodes caould adjust their transmission power according to
their neighbours location, so that the network is still connected but the node can save energy.

We will next present some works that try to �nd the best possible assignments for the
transmission ranges using bio-inspired algorithms.

An improved adaptive Particle Swarm Optimisation (PSO) algorithm for solving the joint
opportunistic power and rate allocation in static wireless ad hoc networks, in which all links
share the same frequency band, is proposed in [135]. The goal is to �nd a con�guration that
maximises the sum of all source utilities while minimising the total power consumption for
all links. It is an o�ine and centralised algorithm that uses global knowledge.

Both linear programming and genetic algorithms are used in [365] to decide the trans-
mission range of the nodes in static networks, so that, the overall energy consumption is
optimised, subject to some QoS constraints. It is an o�ine and centralised technique that
uses global knowledge.

A reversed engineered approach is used in [273]. First, near optimal networks using a GA
are created, local features of those networks are discovered, and then, local adaptive rules are
obtained. Once all the nodes have been deployed and have selected an operating radius based
on the heuristic, the local rules are applied to the nodes, so that a heterogeneous network
characterised by low short paths and congestion is obtained. The GA is executed o�ine,
centralised and has global knowledge (nodes are assumed to know their global position).

54



3.5 State of the art in metaheuristics applied to MANETS

Di�erential evolution and PSO algorithms are used in [380, 381] respectively, to optimise
the power allocation for parallel interference cancellation in wireless code division multiple
access system (CDMA). CDMA is not speci�c for ad hoc networks, but is an access chan-
nel method suitable for them. The maximum number of users can be increased using the
technique proposed instead of the uniform power distribution. It is an o�ine and centralised
optimisation that uses global knowledge.

A memetic algorithm is used in [192] for tackling the minimum energy network connectiv-
ity problem in wireless sensor networks. It uses a genetic algorithm with a problem-speci�c
light-weighted local search that looks for strongly connected networks (they propose a repair
method to apply to non-strongly connected networks), with the minimum overall energy con-
sumption. The targeted networks are static and nodes positions are known. It runs o�ine
on the sink of the sensor network, which distributes the solution to the sensors using either
multi-hop broadcasting or direct-communicating broadcasting. Therefore, it is an o�ine and
centralised approach that uses global knowledge.

Some authors are considering the joint problem of node location and transmission range
assignment at the same time. A multi-objective evolutionary algorithm based on decomposi-
tion (MOEA/D) is proposed in [193] to solve the deployment and power assignment problem
in static WSN, by maximising the coverage and lifetime of the network. They propose
problem-speci�c evolutionary operators that adapt to the requirements of the speci�c sub-
problems into which the original problem is decomposed. It �rst obtains the Pareto front and
Pareto set, and then, choose the best network topology depending on the scenario. The same
algorithm is applied to the k-connected deployment and power assignment problem in [191]
for optimising the network coverage and lifetime, while maintaining a connectivity constraint
in small scale dense WSN. An hybridisation of the same MOEA/D with a problem-speci�c
local search is presented in [190]. All works propose centralised and o�ine approaches that
use global knowledge.

Nowadays, most devices have more than one communication interface, therefore, using a
combination of the available interfaces for extending the connectivity of the network has been
already addressed in the literature. In [86, 95], authors consider the network connectivity
point of view, and propose the use of bypass links through hybrid networks to optimise the
network connectivity. Di�erent GAs (coevolutionary, cellular, panmictic) where used to �nd
the most appropriate devices to connect in order to maximise connectivity (high clustering
coe�cient and low characteristic path length), and to minimise the number of bypass links
used (aggregated function). Later, in [96], the same concept was used for vehicular ad hoc
networks. Some nodes were selected for connecting to a distant device using other kind of
technology. All the approaches are centralised and o�ine using global knowledge.

3.5.1.3 Node deployment

In wireless sensor networks, arranging the location of nodes to maximise the coverage of a
targeted area is one of the �rst steps of their design. An e�cient deployment of sensor nodes
is crucial for covering the targeted area while at the same time maintaining the connectivity,
reducing the communication cost and improving the resource management for extending the
network lifetime.

A genetic algorithm is presented in [136] for the topological design of ad hoc networks
with static and mobile nodes for collaborative transport applications. ns2 is used as �tness
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function. They try to �nd the best nodes’ position and speeds to maximise the communication
distances. The optimisation process is centralised, o�ine and it requires global knowledge.

In many sensor networks, nodes can be di�erentiated into sensors and actuators. The
latter should collect and process the data from the sensors nodes, among other functionalities.
In [197], a genetic algorithm is used for �nding the location and the minimum number of actors
that cover all the sensors. This approach is centralised and o�ine using global knowledge.

A new multi-objective optimisation algorithm MOEA/DFD for node deployment is pre-
sented in [298]. It looks for the optimal arrangement that maximises the coverage and the
network lifetime, minimises the energy consumption, and the number of deployed sensor
nodes while maintaining connectivity between each sensor and the sink node for proper data
transmission. It introduces the concept of fuzzy Pareto dominance for comparing solutions.
It is compared to a wide number of other state-of-the-art algorithms outperforming all of
them. It is an o�ine and centralised approach that uses global knowledge.

A multi-objective particle swarm optimisation is presented in [267]. It tries to optimise
both, coverage and lifetime of the network, while considering connectivity as a constraint.
The algorithm outperforms NSGA-II in terms of the three considered metrics: (1) the size of
dominance space, (2) the set coverage metric, and (3) the non-uniformity of the Pareto front.
Additionally, a fuzzy based mechanism is used to �nd out the best compromised solutions.
Another PSO for node deployment in sensor networks is presented in [41]. Both approaches
are centralised, o�ine and use global knowledge.

We should also consider the possibility of an autonomous distribution of the nodes of the
targeted area when nodes are mobile. In [216], the problem of the optimal sensor deployment
in WSN is addressed with a glowworm swarm optimisation algorithm. The goal is to enhance
the global coverage in a self organised way (sensors are able to move). Nodes emit luciferin
and its intensity depends on the distance to the neighbouring nodes. Sensors are atracted
and move to neighbours with higher intensity. This method was proposed for unknown
deployment environment, and/or dynamically changing ones. The bio-inspired distributed
algorithm is run online. It needs global knowledge as nodes calculate the distance with
neighbours.

A distributed and scalable genetic algorithm that also uses traditional and evolutionary
game theory for self-spreading autonomous nodes uniformly over a dynamic area is proposed
in [199]. Initially, the nodes are placed in a small section simulating a common entry, and
the goal is to completely cover the targeted area with a uniform node distribution. Once the
location of nodes conform a stable topology, there is no incentive to change the location in
the future. It is a decentralised approach that runs online using local knowledge.

Di�erent GAs are studied and compared to Hill Climbing and random walk for obtaining
a uniform distribution of nodes over a geographical area [336]. Each node contains a mobile
agent running a GA which decides the next direction and speed of the node. It is an online
and distributed approach that uses local knowledge.

Literature reveals in [198] that particle swarm optimisation algorithms have been exten-
sively used in wireless sensor networks for determining the position of the minimum number
of nodes that provides the coverage, connectivity and energy desired. A couple of the works
mentioned in [198] also consider the mobility of the sensors. In both cases [209, 346], the
optimisation criterium is to maximise the coverage using a centralised approach with global
knowledge. [209] considers a PSO and borrows the crossover and mutation operator from a
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GA, while [346] combines a coevolutionary algorithm with the PSO.

PSO is used in [92] for connectivity management in MANETs, by de�ning some agents
that move around to improve network. Authors optimise the movements and locations of
these agents. The connectivity is measured using a maximum ow formulation. It is a
centralised and online approach that requires global knowledge.

3.5.2 Broadcasting algorithms

There exist in the literature di�erent algorithms inspired in Natured, that focus on solving
the broadcast problem. Next, we are reviewing the most relevant.

In [118], an ant colony algorithms was used to minimise the total energy consumption
and the lifetime of BAOA, an energy e�cient broadcasting algorithms for wireless sensor
networks. Authors consider a stationary multi-hop wireless network, where the location of
every node is known, so that each sensor is able to estimate the distance to any node. This
distance is the weight of the corresponding edge. The path of each ant is stored in a tabu
list, and the pheromone on every path is updated in terms of the number of ants that passed.
The goal is to �nd a path where source and destination are the same node, and that passes
through all other nodes in the network. It is an online and decentralised approach that uses
global knowledge.

As already mentioned, the minimum energy broadcast (MEB) is a NP-hard problem,
de�ned as �nding the tree rooted at the source node, that minimises the total energy used
to cover all nodes in the network. Di�erent optimisation techniques have been applied to
solve this problem in static wireless ad hoc networks. PSO [151], GAs [363], ACO [143, 144],
Evolutionary Local Search [353], Iterated Local Search [174], or hybrid GAs [306] are some
examples. In all cases, the approaches are centralised, o�ine and using global knowledge. A
multi-objective approach for creating quality tree-based backbones is presented in [266].

In [18], the authors use ESBEA, a multi-objective genetic algorithm that applies binary
mechanisms to real numbers. It optimises the performance of a probabilistic broadcast strat-
egy for every node according to their local network density for an e�cient broadcast in
vehicular ad hoc networks. Four objectives are de�ned, focusing on the minimisation of the
channel utilisation and the broadcasting time. ns-2 simulator is used to evaluated the �tness
function. Authors do not provide enough details of the simulation procedure, thus, there is
no information about working with local or global knowledge, but the approach is centralised
and o�ine.

GrAnt, a greedy ACO (aco with a greedy transition rule) is proposed in [340] for �nding
the most promising forwarders from node’s social connectivity in delay tolerant networks. The
algorithm calculates the degree centrality, the betweenness utility, and the social proximity
using global knowledge (the total number of nodes in the network) for characterising the
connectivity of nodes. It outperforms two state of the art protocols: PROPHET and Epidemic
in the studied scenarios. It is an online and decentralised approach that uses global knowledge.

Another NP-hard problem it is possible to �nd in the literature is the minimum power
symmetric connectivity. It is de�ned as �nding the spanning tree that minimises the en-
ergy used to connect all nodes of the wireless network using bidirectional links. Wolf et al.
proposed in [352] an iterated local search that outperforms the state of the art. A genetic
algorithm is used in [363] for �nding the minimum power broadcast problem in wireless ad
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hoc networks. It outperforms the well known BIP algorithm. These two approaches are also
centralised, o�ine and use global knowledge.

3.5.3 Routing protocols

In ad hoc networks, a packet that is sent from a source node to an intended destination that is
not in range, must be relayed by intermediary nodes to be delivered. This is known as multi-
hop communication. Routing algorithms are in charge of �nding a reliable route between
any source and destination. The lack of central infrastructure, the changing topology, the
limited resources, and the decentralised nature of ad hoc networks make routing a challenging
service.

There are mainly two di�erent approaches in routing algorithms: (1) proactive, and (2)
reactive. The former approach periodically exchanges topology information, thus, maintain-
ing routing tables that are available immediately. The drawback of this approach is the cost
of maintaining such routing tables, specially if the topology is highly changeable. The reac-
tive strategy only establishes a route when it is needed. Some hybrid approaches have also
been proposed with characteristics from both reactive and proactives strategies. A survey on
routing algorithms can be found in [57].

As it is a challenging problem in ad hoc networking, literature reveals many works trying
to e�ciently route a packet to the destination by means of bio-inspired algorithms. There is a
big community proposing routing protocols based on ant colony optimisation algorithms. The
reason is that it can be executed online with local knowledge, making it directly applicable
to real ad hoc networks. There are di�erent surveys on ant-based routing algorithms, some
of them can be found in [162, 173, 274, 305, 307]. An extensive survey for swarm intelligence
based routing protocols in sensor networks is presented in [287].

Next, we will briey mention some of the most relevant routing protocols in the literature
that are based on ants. Ant-AODV is proposed in [236]. It combines AODV with a distributed
topology discovery mechanism based on ants, providing low end-to-end delay. ANRBA is an-
other ant based algorithm that selects the routing paths based on the node status and the
network link [112]. It is shown to outperform AODV in MANETs. ARAMA [158] is also an
ACO for MANETs that pursues fare resources usage across the network. FACO [127] presets
a fuzzy ACO that uses fuzzy logic to take decisions according to the several considered param-
eters in the routing optimisation. A routing algorithm, called DAR, for critical connectivity
based in ants is presented in [279]. DAR outperforms AODV in terms of signalling load and
convergence time. Two novel routing algorithms for data networks with dynamic topology
based on ants are proposed in [323]. Robust routing is achieved in [111] using routing history.
A distributed and autonomic ant based algorithm for e�cient routing to maximise the WSN
lifetime is proposed in [89]. It uses information on battery life to update routing tables. Yet
other ant based routing algorithms are EARA [226], MABR [141], and Adaptive-SDR [178].

HOPNET is presented in [345], a hybrid routing algorithm for MANETs based on ACO
and zone routing framework of bordercasting (ZRP). It is compared versus AODV and Ad-
HocNet (not based on zone routing framework), showing a better performance both for low
and high mobility and a remarkably higher scalability. AntHocNet is presented in [93], a
hybrid ACO based routing algorithm for MANETs that combines proactive and reactive be-
haviour. The hybridisation of Dynamic MANET On-demand (DYMO) protocol with ACO
to design MAR-DYMO (mobility-aware ant colony optimisation routing DYMO) as a routing
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protocol for VANETs is proposed in [81]. It was validated versus other protocols (AODV and
DYMO) on an idealistic urban scenario. A combination of ACO and Zone Based Hierarchical
Link State (ZBHLS) protocol is proposed in [36].

There are some works dealing with swarm intelligence based on bees, i.e. BeeSensor and
BeeAdHoc [104, 288]. They are bee-inspired power-aware routing protocols that outperforms
other state of the art routing protocols. NISR [131], is a scalable routing protocol combining
both, ants and bees intelligence. Bees are in charge of �nding new routes to the destination
and the quality, while ants are in charge of updating the pheromone path. They are all online
approaches that use local knowledge.

In the literature, it is possible to also �nd other metahuristics for the routing problem
in ad hoc networks. All these approaches are centralised and o�ine techniques that use
global knowledge for optimising the protocol. A genetic algorithm is proposed in [46] for
routing in MANETs with di�erent QoS considerations (delay time, transmission success rate,
and communication cost). They consider a multi-objective problem that is solved using the
multi-division group model which evolves solutions in the domains of the di�erent objectives
separately. There are some limitations on the network changes: they can only occur after
some period of stability.

Another GA is used in ad hoc underwater acoustic networks in [312]. It maximises the
network lifetime. Each node sends a table to the master node (sink) with the ID and the
required power level of every neighbour. The master node gives all this information to the
GA that computes the optimal routes. The �nal optimised routing tree is sent to the nodes.

In [369], both NSGA-II and MODE (multi-objetive di�erential evolution) algorithms are
applied for �nding optimal routes in fully connected ad hoc networks. Authors focus on
minimising two objectives: energy consumed and end-to-end delay. It is assumed global
knowledge so that the source node can evaluate the cost of each potential route to the
destination. Results showed that MODE �nds solutions closer to the true Pareto front than
NSGA-II, and also converges faster.

Di�erent approaches of genetic algorithms are studied in [366], for �nding the shortest
path in mobile ad hoc networks. Several immigrants and/or memory schemes are integrated
into the GAs. It adds individuals to an already evolved population, and memory schemes
to reuse stored useful information from previous generation (best individuals in this case).
In this work, two approaches are tackled: (1) the elite from the previous generation is used
for creating the immigrants, (2) apart from the elite, additional random individuals are
created and introduced in the population. Both, immigrant and memory schemes enhance
the performance of GAs for �nding the shortest path in MANETs.

3.5.4 Multi-path routing

Due to the mobility of the nodes and the variability of the quality of the shared medium,
the path obtained by routing algorithms between a source and a destination can usually
fail. Multi-path routing consists in �nding several routes from source to destination, so that,
the routing service is more robust providing reliability of data transmission, load balance
(congested nodes), energy conservation (for nodes that are routing most of the packets),
QoS, etc. For a more detailed explanation, please refer to [243].

Next, we collect some of the most reliable works focusing on multi-path routing in ad hoc
networks.
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Similarly to the previously mentioned routing algorithms, many works use the ant colony
inspired algorithms for �nding multiple path between a source and a destination. They are
all online, decentralised and using local knowledge. Multi-Path Dynamic Source Routing
Algorithm (MP-DSR) is hybridised in [38] with ACO for better performance. [238] presents
an e�cient energy aware multi-path routing protocol based on ant colony optimisation. They
validate their protocol versus EAAR, AODV, AntHocNet, and MMBCR. A probabilistic
routing based on ACO (PERA), that �nds several paths that are used as backup of the best
ones is presented in [45]. Another ant based routing protocol, ARA, is proposed in [132].
ARA is a reactive protocol that broadcasts ants on demand, thus, reducing the overhead. Its
performance is compared to AODV and DSR. In [225], authors proposed AMR, an on-demand
routing protocol that combines swarm intelligence and node-disjoint multi-path routing for
achieving robustness. It is compared to DSR and ADRA, outperforming both of them in
terms of the packet delivery ratio, end to end delay and routing load.

A novel swarm intelligence algorithm, based on the behaviour of termites, is proposed
in [280] for dynamic routing in MANETs to minimise the load of nodes using alternative
paths. An optimised version of the protocol was recently proposed and validated versus
AODV in [150]. As the ant colony optimisation algorithms, Opt-Termite is also an online
and decentralised technique that uses local knowledge.

Genetic algorithms have also been applied to the multi-path routing problem. In [292],
a new hybrid protocol, GZRP, that uses both proactive and reactive behaviour for �nding
routes is presented. It is an extension of the Zone Routing Protocol (ZRP), and it uses a
genetic algorithm for providing a set of alternative routes to the destination.This approach
is centralised, o�ine and requires global knowledge.

3.5.5 Multicast Routing

Multicast routing is an important network service, consisting on the optimal delivery of
information from a source node to a number of destinations or a group. It is an NP-problem
and its scalability becomes a very important factor when increasing the network size. In [52],
a complete review of the state of the art is given, as well as a taxonomy of the di�erent kinds
of protocols.

The use of a GA to solve the dynamic QoS multicast problem in MANETs is proposed
in [71]. The GA quickly adapts to the tracked topology changes, and adapts the solutions
accordingly, producing high quality ones. Another GA for multicast routing was presented
in [73]. Both are a centralised and o�ine approaches requiring global knowledge.

This problem has also been addressed in vehicular ad hoc networks. [53] presents a
multicast routing protocol with QoS considerations. The protocol implements an EA (BLA{
Bees Life Algorithm) that assumes global knowledge to look for the optimal multicast tree
for every node. They work on a static network and it is centralised and o�ine.

A decentralised multicast routing algorithm that uses local knowledge online is proposed
in [153]. The protocol adapts to the topology variations and satis�es some multimedia QoS
requirements using PSO in the devices. The packets priority schedule at every node is also
considered and optimised with the PSO. Thus, every device executes 2 PSOs using local
information, one for the multicast and the other one for the schedule.

Multicast routing has been extensively addressed by means of the spanning tree. All
the approaches found are centralised, o�ine and using global knowledge. [367] and [368],
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construct a multicast tree for dealing with multicast routing. Both, use a genetic algorithm
for obtaining near-optimal routes on demand. The second approach adds QoS by considering
multiple constraints. Another approach that uses a GA for optimising the spanning tree is
proposed in [39]. A hybrid discrete PSO presented in [17] also looks for the multicast tree.
An aggregate function is used to optimise the packet delivery ratio (PDR), network routing
load (NRL), and end-to-end delay (E2ED). Another multi-objective approach was presented
in [83] that guarantees some QoS.

3.5.6 Clustering approaches

As already mentioned, arranging the network into groups, introducing some hierarchy into
the network, so that some nodes have a special role (usually known as clusterhead), and thus,
control the neighbouring devices is called clustering. It o�ers advantages as making routing
tables more stable, higher-layer protocols more scalable, extending the network lifetime, etc.
However, the way nodes are grouped, or the selection of the clusterhead are not trivial.
Indeed, clustering is an NP-hard problem. Next, we review some works using metaheuristics
to solve this problem.

A genetic algorithm is proposed in [185], for �nding an optimised clustering for energy
e�cient routing in static WSN, and therefore extend network lifetime, its stability period, its
throughput (number of packets sent from clusterheads to sink nodes), and the total energy left
in the network. The obtained protocol is compared versus LEACH, SEP, and HCR (another
GA for clustering [157]), clearly outperforming all of them. It is a centralised, o�ine approach
that uses global knowledge.

Another genetic algorithm is used in [271] for �nding the optimal cluster con�guration in
a sensor network. Additionally, a protocol for maximising the network lifetime is presented,
and an upper bound is obtained. This approach runs o�ine in a centralised manner, and
uses global knowledge.

Authors proposed in [227] a modi�ed version of the LEACH protocol using Chaos-PSO.
Chaotic motion is included in the traditional PSO in order to avoid getting into local optima.
Unlike LEACH, the proposed algorithm considers the residual energy of the nodes and the
distance of the clusterhead to the sink. It is an online approach that uses global knowledge.
Another online approach is found in [186] that uses a reduced complexity GA for obtaining
the optimal number of clusters and clusterheads in a sensor network using global knowledge.

There are some works dealing with clustering in mobile ad hoc networks. For example, [72]
proposes a number of GAs for the dynamic load balanced clustering problem in MANETs.
That is, to �nd a clustering scheme such that the size of all clusters is balanced. They
use static topologies in which some nodes appear/disappear at every change (so nodes do
not move). The frequency of topology changes is given by the GA (every 20 generations).
Centralised and o�ine algorithm with global knowledge.

In [335], a GA is used to optimise the number of clusters in a mobile ad hoc network. It
�rst uses the weighted clustering algorithm (WCA) as initial information in order to evolve to
a better con�guration. It is a centralised and o�ine technique that uses global knowledge. A
similar work was later presented in [164] using a decentralised PSO. In this work, the number
of nodes depending on a clusterhead is restricted in order to ensure e�cient access to the
shared medium. Nodes are divided into groups and four nodes of each group run the PSO.
These are o�ine techniques that make use of global knowledge.
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3.5.7 Protocol optimisation

As already explained, part of this thesis focuses on the optimisation of a protocol. Due to the
unpredictable and changing topology of mobile ad hoc networks, communication protocols
usually rely on some parameters that adapt their behaviour to the current circumstances.
The performance of the protocol is highly sensitive to small changes in the set of those con�g-
uration parameters. Therefore, �ne tuning them for optimally con�guring a communication
protocol is a complex and critical task.

Some researchers are using metaheuristics for �nding the optimal con�guration of the
parameters conforming a speci�c protocol. Next, we are mentioning some of the most relevant
works in this topic.

A multi-objective approach to �nd optimal con�gurations of DFCN broadcasting protocol
accounting for network use, coverage, and time is proposed in [29]. It uses a custom simulator,
madhoc [146], for evaluating the �tness function over a set of di�erent networks. It is a
centralised and o�ine approach that uses local knowledge.

Recently, several evolutionary algorithms are used for optimising the parameters of OLSR
routing protocol for vehicular ad hoc networks in [117, 332, 333]. They consider di�erent ob-
jectives in a weighted �tness function. In both, [117, 332], PSO, GA, DE and SA are applied
for �nding the best con�guration parameters, while in [333] a parallel genetic algorithm
that tries to reduce the power consumption is used. All the proposed techniques are o�ine,
centralised and use local knowledge.

3.5.8 Modelling the mobility of nodes

Creating test beds for mobile ad hoc networks is not only costly but also very di�cult.
Reproducible experiments are needed for designing and testing protocols, as well as large
scale networks for studying the scalability. For small static networks, a test bed could be
feasible, but not for large scale mobile ad hoc networks.

Because of all the previously mentioned di�culties, most of the existing works in the
literature rely on simulations. Therefore, the accuracy of the simulation is crucial for ob-
taining the real behaviour of the algorithm studied, thus, the realism of the simulator chosen
for the experiments is very important. There are many signal propagation models already
implemented, however, modelling the mobility is still awed.

In vehicular ad hoc networks, devices move at high speeds, on roads, one after the other.
Addressing real mobility patterns has been tackled by [302]. It uses real data obtained from
counters on the road (number of cars), and information about the most attractive places in
Luxembourg for accomplishing a realistic tra�c simulator. A genetic algorithm is used to
improve the accuracy of the mobility model obtained. This technique is o�ine, centralised
and uses local knowledge.

Tra�c routing is addressed in [196] by means of a modi�ed ACO, where ants stop being
attracted by the edges that would be most probably chosen by the other ants. Vehicles are
prevented of choosing potential congested roads, thus alleviate tra�c jams. It uses an online
technique that requires a priori knowledge.
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3.5.9 Sel�sh behaviours

Another problem in MANETs is the question of how likely is the cooperation of nodes in
packet forwarding. Most of the nodes run on battery, therefore, acting as a router and
relying messages to other nodes is battery consuming. Discarding all the messages that are
not intended for the node itself and saving energy is tempting [82]. This is known as sel�sh
behaviour, and it is a real threat in ad hoc networks where cooperation between nodes for
forwarding packets on behalf of others is crucial. Consequently, performance of MANETs is
very likely to su�er from sel�sh behaviour [235]. Some researchers are solving this problem
by equipping nodes with a reputation management system, where each node of the network
is rated in terms of their own experience and reputation data from other nodes. In the
literature, the approaches analysing how to cope with non-cooperative nodes in MANETs
typically combine game theory with GAs.

In [300, 301], a genetic algorithm is used for �nding good strategies in network cooper-
ation. Nodes that do not cooperate are not able to use the network for their own purposes.
A game theoretical model of a MANET is combined with a GA to discover robust packet-
forwarding strategies. The strategies are based on trust information about nodes asking for
the forwarding service. The work demonstrates that as soon as the evolved strategies are used
by the majority of nodes, the performance of sel�sh nodes is very poor. It is a centralised
and o�ine technique that uses local knowledge.

A service-based negotiation mechanism is presented in [94] to encourage node cooperation
in ad hoc networks. The model uses a GA for generating the o�er or counter o�er considering
the opponent’s o�er for obtaining a quick agreement. The algorithm is run online in every
negotiation agent, using local knowledge.

In [299], the authors combine evolutionary game-theoretical model with GAs to demon-
strate that packet forwarding based on direct reciprocity leads to a cooperative network.
The most e�cient forwarding strategy is based on the conditionally cooperative tit-for-tat
principle (TFT), which assumes initial cooperation and then copying the last move of the op-
ponent. In [189], the authors also use a GA to analyse the evolution of forwarding strategies.
They show that if nodes use the evolved strategies and trust evaluation mechanisms then the
cooperation level is very high.

3.5.10 Security issues

In mobile ad hoc networks, the lack of central authority, the changing topology, and the
vulnerability of the channel makes di�cult guaranteeing secured communications. The de-
ployment of security mechanisms is needed.

In [297], genetic programming and grammatical evolution is used for evolving intrusion
detection programs in MANETs. It uses evolutionary computation techniques for evolving
intrusion detection rules of two types of known attacks in routing algorithms. The rules
obtained will be executed online and locally. As intrusion detection systems are resource
consuming, a multi-objective algorithm, SPEA2, is used for obtaining optimal trade-o� be-
tween intrusion detection and power consumption. It minimises the energy consumption
while maximises the coverage and exposure of the sensor nodes. Both are centralised and
o�ine approaches that use global knowledge.

Localising the intruder (malicious node) in wireless ad hoc networks is achieved using
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anchor points in [91]. A node detecting an intrusion triggers the localisation estimation
algorithm, and sends messages to calculate the distance. The anchor points use a GA for
locating the intruder given the signal strength inputs. It is a centralised and online approach
that uses global knowledge.

3.5.11 Other applications

A lossy compression algorithm for sensor networks is presented in [234]. As sensors are battery
limited and radio communication is, generally, power consuming, the goal is to reduce the data
transmitted as much as possible. There is always a tradeo� between the compression rate and
the information loss. For that, the well-know multi-objective evolutionary algorithm, NSGA-
II, is used to obtain a set of optimal solutions with di�erent tradeo� among the information
entropy, the complexity and the Signal to Noise Ratio (SNR). Therefore, the user can decide
the most suitable combination depending on the application. It is an o�ine and centralised
approach that uses global knowledge.

In MANETs, packet losses are not only due to congestion as it used to be in wired
networks. [285] presents a middleware that allows an adaptive behaviour of the application
layer according to the network conditions while still maintaining QoS in adverse situations.
It uses a genetic algorithm for �nding the best values of the parameters that conform the
middleware, as the best moment to trigger the adaptation process. It is a centralised approach
that runs o� line using global knowledge.

3.5.12 Summary

In Figure 3.10, a classi�cation of the works that were previously described is shown. As we
can see, we could not �nd any work that executes the optimisation algorithm o�ine in a
decentralised manner. That is normal, as there is no need of decentralisation if the algorithm
is not run locally on every node. We did not �nd either any algorithm that is executed online,
but using a central unit with local knowledge. As it is none sense to use a central unit that
only uses local information.

From the �gure, we can see that most of the works are based on a centralised and o�ine
approach that uses global knowledge. However, most of the works dealing with routing or
multi-path routing are using a decentralised and online technique that uses local knowledge
(generally, ACO). Regarding the optimisation of protocols, they all follow the same approach
by optimising o�ine in a central structure but using local knowledge, as usually the network
is not known, and indeed, the topology is changing.

3.6 Open issues

Even though, many di�erent approaches of broadcasting algorithms were reviewed, we con-
sider there are still remaining open issues. Considering the approaches using an underlying
topology for disseminating the message, we can see that the tree based topology approach
has been extensively studied. However, many of them use global knowledge or consider static
or low mobility. Most of the distributed versions require either a preexisting routing architec-
ture, or the the distance to all neighbours and the distance between its neighbouring nodes
(mostly using GPS service), or do not properly handle topology changes.

64



3.6 Open issues

Centralised

local
Centralised

global
Decentralised

local
Decentralised

global

Ofßine

Online

Protocol optimisation
Topology Ctrl: Sleep mode
Topology Ctrl: Power allocation
Topology Ctrl: Node deployment
Topology Ctrl: Connectivity

Broadcasting
Clustering
Routing
Multipath Routing
Multicast Routing

Mobility
SelÞshness
Security
Others

Figure 3.10: Classi�cation of the described works

Most of these algorithms are not able to cope with continuous changing topologies, or the
appearance/disappearance of links. Hoever, in reality, the tree should immediately react to
all these changes.

Additionally, the existing tree broadcast algorithms use multicast to send the message
explicitly to only nodes belonging to the tree. In this situation, the tree topology must
cover all the network in a single tree, and have relatively small changes for obtaining high
reachability. That might be the case in static networks, but it is not when dealing with highly
mobile networks.

Regarding the approaches that reduce the transmission range but do not use any un-
derlying topology, we could see that most of them use 2-hop neighbours information, what
makes the algorithm slowly react to changes, as two time intervals are needed to update all
neighbours with the changes.

The reviewed works that consider a variable transmission range and also the exclusion
of nodes from the 1-hop neighbourhood use the same technique: if the transmission power
to reach a neighbour is higher than the sum of the transmission power needed to reach an
intermediate node and the power from the intermediate to the intended neighbour, then, this
neighbour is excluded from the 1-hop neighbour.

However, this technique supposes that depending on the topology it is likely that the
source node reduces the transmission power in order to get the closest node, and highly
increases the number of hops needed to relay any message in the network. In Figure 3.11, we
can see that the node A checks PAD> PAC +PCD so it decreases the transmission power in
order to reach node C. However, PAC > PAB +PBC, thus, it will reduce the transmission
power in order to reach only node B. When B receives the message the procedure is the
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A B C D

Figure 3.11: Increasing the number of hops

same: checks and PBD > PBC+ PCD, thus discards node D from the 1-hop neighbourhood.
Therefore, �nally, the number of hops largely increases. This is not desirable in ad hoc
networks, especially when then topology is highly changeable.

Therefore, we consider that an algorithm that rapidly reacts to changes, i.e. uses only
1-hop neighbours information and reduces the transmission power but not to any extent, that
is, maintaining a balance between the number of hops and the transmission power used, is
desired and missing in the literature.
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Due to the broadcast nature of wireless networks, broadcasting is one of the most suitable
techniques for disseminating a message in MANETs. Indeed, broadcasting is one of the main
low level operations and many applications and even other protocols rely on its service.
Therefore, designing e�cient broadcasting algorithms is crucial for the proper functioning of
the ad hoc network.

In this thesis, we are focusing on e�ciently broadcast a message in ad hoc networks. In
these resource constrained networks, approaches for alleviating the broadcast storm problem,
i.e. reducing the number of redundant messages, and thus, the use of the network resources
are not only desirable but needed. However, many other challenges speci�c of this kind
networks must be also addressed.

As already mentioned in Chapter 3, there are already many di�erent approaches that
tackle this problem, but there are still some open issues that need to be solved. In this
Chapter, we are describing the key objectives we are targeting in this thesis, as well as the
methodology follow to get them.

4.1 Identifying the goals

Taking into account the challenges of mobile ad hoc networks mentioned in Chapter 2, spe-
ci�c features must be considered in the design of broadcasting algorithms. Decentralised
algorithms that take decision locally, and where nodes collaborate for routing packets are
essential. Moreover, protocols must adapt to the changing topology provoked by the node
mobility and the intrinsic dynamism of MANETs. Algorithms not only must have mobility
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support, but also adaptability and reactiveness to the frequent changes are key. It is impor-
tant also to know how long the protocol takes to recover from a change. Any valid solution
for ad hoc networks must be adaptive, e�cient and scalable.

Boukerche showed in [56], that a failure discovering the destination in routing causes
fewer problems than the inherent overhead of blind ooding. Therefore, e�cient broadcasting
algorithms able to cope with these challenges are really needed and are still an open issue.

4.1.1 Broadcasting approaches

After reviewing the literature, we noticed that many of the algorithms that build a tree
topology over the network require either global knowledge, e.g. BIP [348], or deal with static
or low mobility, e.g. LMST [212]. In ad hoc networks, a node is very unlikely to get global
information, specially updated one. The propagation of information based on exchanging
messages locally, might only work for very small networks, and is not scalable. Most of
the distributed versions reviewed require either a preexisting routing architecture, or the the
distance to all neighbours and the distance between its neighbouring nodes (mostly using GPS
service). Additionally, although the tree should immediately react to topology changes, most
of the proposed algorithms do not properly handle them nor the appearance/disappearance
of links.

Because usually the broadcast tree algorithm sends the message explicitly only to nodes
belonging to the tree (multicast), we consider a new reformulation of these broadcasting
algorithms is also needed. Considering the highly changeable topology and the network
partitioning, most probably there is not a single tree in the network but a forest. Thus, using
multicast, the message will be only disseminated within a tree of the forest. Additionally, due
to the broadcast nature of the wireless network, we should not refrain a node from receiving
the broadcast message even though the sender does not belong to the same tree.

Therefore, one of the main objectives of this thesis is to design a e�cient broadcast
algorithm that relies on a tree topology able to locally deal with frequent topology changes,
and that is also able to cope with di�erent trees over the network. In Chapter 6 we give all
the details of the proposed approach.

However, the underlying topology might not be always present in the network. If we also
consider that devices rely on battery, energy consumption is of extreme importance. As stated
in [195], wireless communication could be responsible for half of the total energy consumption
of a device. Therefore, trying to reduce either the energy consumption and/or the number
of nodes rebroadcasting the message is key in the design of dissemination algorithms.

We already mentioned in Chapter 3, that the there still open issues when considering
dissemination algorithms that reduce the energy consumption by means of a variable trans-
mission range. They usually rely on 2-hop neighbours information, on estimations of the
path loss model or they promote to largely increase the number of hops in order to reduce
the transmission range.

Therefore, we are also proposing a dissemination algorithm that rapidly reacts to changes,
i.e. uses only 1-hop neighbours information, that does not require any additional help (un-
derlying topology), and where nodes are capable of varying the transmission power but not
reducing it to any extent (maintaining a tradeo� between the transmission range and the
number of hops). By doing this, nodes not only save energy but also the interferences,
increasing the spectrum e�ciency. In Chapter 7, we deeply explain this approach.
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Summarising, we can say that in this thesis, we are presenting two di�erent approaches
for disseminating a message: (1) a tree based algorithm with �xed transmission power, and
(2) a context aware protocol able to vary the transmission range.

A protocol that e�ciently work in very sparse networks, will have di�culties for providing
the desired performance in very dense networks. The adaptability is usually obtained by
relying on di�erent thresholds so that the behaviour of the protocol adapts to the current
circumstances. The big majority of protocols rely on them for varying their behaviour.

The selected value of those thresholds directly inuences on the performance of the al-
gorithms. Finding these optimal values is not trivial, indeed is a complex and critical task,
as protocols are usually very sensitive to small changes. Slightly changing the value of one
threshold can provoke a considerable change in its behaviour. Thus, much e�ort must be
focused in the process of selecting these values.

4.2 Modelling the optimisation process

As it was highlighted in Chapter 3, metaheuristics [119] are iterative stochastic optimisation
tools that are able to provide good solutions in reasonable time for highly complex optimisa-
tion problems. They have been widely applied to solve problems in mobile ad hoc networks
with great success. In this thesis, we are proposing to use these approximation algorithms
for �nding the optimal con�guration of the algorithms.

As we already mentioned, metaheuristics are used for solving optimisation problems.
According to the de�nition 3.2, any optimisation problem needs a quality criterion f(s)
known as the objective function or �tness function. It measures the adequacy of every solution
de�ning a total order relation between any pair of solutions. This quality value is known as
the �tness value. The �tness function is problem dependent (directly related to the objectives
of the problem) and its de�nition is crucial as it is responsible for guiding the search to good
solutions. Therefore, objectives must be carefully identi�ed.

4.2.1 The multi-objective nature of e�cient broadcasting algorithms

In conventional networks where there are no partition, resource limitation nor unpredictable
topology, broadcasting is easier. However, this is not the case in MANETs. When thinking
on e�ciently design a broadcast algorithm, the �rst goal that appears in mind is coverage.
That is, to reach as many devices as possible in the network (ideally all of them). Nonetheless,
there are many other aspects, due to the intrinsic multi-objective nature of the algorithm.
Some of the most relevant objectives in broadcasting are:

1. coverage: the number of nodes in the network that actually gets the broadcast message;

2. network resources: the number of nodes that rebroadcast the message;

3. energy used: the total energy used by the broadcasting process;

4. broadcast time: the actual time since the source node sends the message until the last
node receives it.
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Obviously, an e�cient broadcast algorithm always tries to maximise the coverage and
minimise the other three objectives: network resources, energy used and broadcast time.
Satisfying all those objectives is not an easy task as most of the objectives are in conict,
i.e. promoting one objective implies the reduction of the quality of another. We have the
simple ooding example, where all nodes are reached within one connected network, but at
the expenses of the highest possible number of retransmissions. For the same reason, a really
low broadcast time can be obtained if there is no retransmission, or really low number of
retransmissions, but of course, this implies that the coverage drops. Reducing the energy
used might result in less rebroadcast and then less coverage. Smart tradeo�s between the
objectives are needed.

4.2.2 Finding the interaction between parameters and objectives

In the early stages, the de�nition of the objectives of the problem is crucial because all the
obtained solutions are oriented to not only satisfy but promote those objectives while pos-
sibly worsening others. Additionally, the parameters of the broadcasting algorithm interact
and inuence the di�erent objectives that have been previously de�ned. There could be pa-
rameters that highly inuence the objectives, or do not inuence them at all, or only in a
speci�c range of their domain. These interaction and inuence between the parameters and
the objectives can be obtained performing a sensetivity analysis. Next, we de�ne it:

De�nition 15 (Sensitivity analysis).

Sensitivity analysis can be (loosely) de�ned as to ascertain how a given model (nu-

merical or otherwise) depends on its input factors. SA helps to understand the be-

haviour of a model, the coherence between a model and the world, and how di�erent

parts of the model interplay [290].

This method is based on decomposing the variance of the output, as introduced by Saltelli
et al. in [290]. The exact implementation used is an extension to the Fourier Amplitude
Sensitivity Test proposed in [289], called Fast99. It is used to compute the �rst order e�ects
and interactions for each parameter. Parameters interaction occurs when the e�ect of the
parameters on the output is not a sum of their linear e�ects.

Thus, before going into the optimisation process itself, we propose to:

� �rst identify all the parameters that inuence the behaviour of the protocol;

� de�ne the pursued objectives;

� perform a sensitivity analysis in order to see their interactions and inuences;

� tackle the optimisation algorithm.

4.3 Need for a modular framework design

In this thesis we are pursuing di�erent objectives. Our main goal is to e�ciently disseminate a
message in mobile ad hoc networks. However, in order to achieve this objective, several goals

72



4.3 Need for a modular framework design

must be reached (e.g. design of the protocol, evaluation, optimisation, etc.). These goals are
di�erent, although they are usually associated, and not all of them are always required, and
might change from one situation to another. Therefore, a modular framework composed of
di�erent modules that can be plugged in or unplugged is needed.

This framework must give modularity and clarity to the process of the development of a
communication algorithm. It should be able to separately tackle all the already mentioned
goals in a e�cient and clear way, so that anyone can easily understand, use or modify the
work proposed in this thesis.

Using this framework anyone is able to e�ciently evaluate, validate and optimise any
algorithm under di�erent circumstances or using any tool, without reformulating all the
problem again. It must be de�ned so that the modules can be used or removed according to
the targeted goal. Modules must be tightly integrated, because generally, they all collaborate
for solving the problem.

Next chapter introduces the proposed experimental framework used during this thesis
and explains the di�erent modules composing it and the interactions between them.

73



4. RESEARCH OBJECTIVES

74



Chapter 5

The Experimental Framework

Contents

5.1 Overview of the framework . . . . . . . . . . . . . . . . . . . . . . 75

5.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

As nowadays the development of real MANETs is still an open issue, researchers need to
rely on di�erent mechanisms for evaluating, validating and optimising any protocol designed
for these networks. The existing mechanisms are: creating testbeds, or simulations.

Testbeds are experimental networks that allow researchers to run experiments in real
devices. However, they present many drawbacks what usually prevent researchers from their
use. Among them, we can highlight the high cost related to their creation, the di�culty of
monitoring them, the small number of nodes involved, the limited mobility of devices, the
lack of reproducibility, etc.

Due to the already mentioned drawbacks, simulators are the most commonly used tech-
nique to emulate the behaviour of the MANET for evaluating, validating, and optimising
algorithms. There are also two possibilities, either to use an existing general purpose simu-
lator (e.g. ns-3 simulator [2, 200]), or use or conceive a custom simulator tailored to speci�c
purposes [146].

There are many di�erent issues that must be e�ciently addressed for obtaining realistic
results when simulating the behaviour of a mobile ad hoc network. In order to ease the early
stages of the design and development of an algorithm in mobile ad hoc networks, we are
proposing a modular experimental framework based on simulation. This framework will be
presented in the next section, and later the methodology needed.

5.1 Overview of the framework

There exist di�erent steps in the development of an algorithm. First, the protocol must be
implemented and evaluated over di�erent use cases in order to see if the algorithm actually
works. Secondly, it must be validated by comparing to other state of the art protocol. If the
algorithm contains di�erent threshold values that have been experimentally chosen, there is
another required step: the optimisation of the algorithm.
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5. THE EXPERIMENTAL FRAMEWORK

In order to give clarity and modularity to the development pr ocess, we are proposing an
experimental framework for e�ciently evaluate, validate a nd optimise any algorithm designed
for mobile ad hoc networks under di�erent circumstances or di�erent tools. It is composed of
several modules that can be easily plugged in or unplugged during the development step. All
the modules composing the framework must be tightly integrated, as in most cases they must
collaborate to solve the problems at hands. The proposed framework is shown in Figure5.1,
and explained next.

Mobility
Model

Monitoring
Tools

ExperimentsSimulatorOptimisation
algorithm

Broadcast
algorithm

Friday, May 17, 2013

Figure 5.1: The proposed experimental framework

� Broadcast algorithm module: the algorithm we are designingis included in this module.
It can be any type of algorithm, not only broadcasting, that needs to be validated and
evaluated throughout experiments.

� Simulator module: the network simulator used for analysingthe behaviour of the tar-
geted algorithm. In this module, it is possible to specify the technology used, and the
features of the communication channel, e.g. the propagation path loss or propagation
delay model.

� Mobility model module: depending on the type of network (sensor, vehicular, etc.),
and the environment that want to be studied the nodes must follow di�erent mobility
patterns. The mobility model must be very accurate in order to perform realistic
simulations.

� Experiments module: the number of nodes composing the network or the size of the
simulation area inuence the behaviour of the algorithm, allowing to study di�erent
use cases, like large scale network simulations.

� Monitoring tools module: processes the output given by the simulation. In case we are
optimising the algorithm, the output of the simulator is pro cessed by the monitoring
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