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This is still an inter-individual model, but unlike other classical models such as standard growth curve models, it allows the existence of subpolulations with completely different behaviors.
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Aim of the analysis: Find $r$ groups of trajectories of a given kind (for instance polynomials of degree 4, $P(t)=\beta_{0}+\beta_{1} t+\beta_{2} t^{2}+\beta_{3} t^{3}+\beta_{4} t^{4}$.

## The Likelihood Function (2)

$\pi_{j}$ : probability of a given subject to belong to group number $j$

## The Likelihood Function (2)

$\pi_{j}$ : probability of a given subject to belong to group number $j$
$\Rightarrow \pi_{j}$ is the size of group $j$.

## The Likelihood Function (2)

$\pi_{j}$ : probability of a given subject to belong to group number $j$
$\Rightarrow \pi_{j}$ is the size of group $j$.
We try to estimate a set of parameters $\Omega=\left\{\beta_{0}^{j}, \beta_{1}^{j}, \beta_{2}^{j}, \beta_{3}^{j}, \beta_{4}^{j}, \pi_{j}\right\}$ which allow to maximize the probability of the measured data.

## The Likelihood Function (2)

$\pi_{j}$ : probability of a given subject to belong to group number $j$
$\Rightarrow \pi_{j}$ is the size of group $j$.
We try to estimate a set of parameters $\Omega=\left\{\beta_{0}^{j}, \beta_{1}^{j}, \beta_{2}^{j}, \beta_{3}^{j}, \beta_{4}^{j}, \pi_{j}\right\}$ which allow to maximize the probability of the measured data.
$P^{j}\left(Y_{i}\right)$ : probability of $Y_{i}$ if subject $i$ belongs to group $j$

## The Likelihood Function (2)

$\pi_{j}$ : probability of a given subject to belong to group number $j$
$\Rightarrow \pi_{j}$ is the size of group $j$.
We try to estimate a set of parameters $\Omega=\left\{\beta_{0}^{j}, \beta_{1}^{j}, \beta_{2}^{j}, \beta_{3}^{j}, \beta_{4}^{j}, \pi_{j}\right\}$ which allow to maximize the probability of the measured data.
$P^{j}\left(Y_{i}\right)$ : probability of $Y_{i}$ if subject $i$ belongs to group $j$

$$
\begin{equation*}
\Rightarrow P\left(Y_{i}\right)=\sum_{j=1}^{r} \pi_{j} P^{j}\left(Y_{i}\right) \tag{1}
\end{equation*}
$$

## The Likelihood Function (2)

$\pi_{j}$ : probability of a given subject to belong to group number $j$
$\Rightarrow \pi_{j}$ is the size of group $j$.
We try to estimate a set of parameters $\Omega=\left\{\beta_{0}^{j}, \beta_{1}^{j}, \beta_{2}^{j}, \beta_{3}^{j}, \beta_{4}^{j}, \pi_{j}\right\}$ which allow to maximize the probability of the measured data.
$P^{j}\left(Y_{i}\right)$ : probability of $Y_{i}$ if subject $i$ belongs to group $j$

$$
\begin{equation*}
\Rightarrow P\left(Y_{i}\right)=\sum_{j=1}^{r} \pi_{j} P^{j}\left(Y_{i}\right) \tag{1}
\end{equation*}
$$

Finite mixture model (Daniel S. Nagin (Carnegie Mellon University))

## The Likelihood Function (2)

$\pi_{j}$ : probability of a given subject to belong to group number $j$ $\Rightarrow \pi_{j}$ is the size of group $j$.

We try to estimate a set of parameters $\Omega=\left\{\beta_{0}^{j}, \beta_{1}^{j}, \beta_{2}^{j}, \beta_{3}^{j}, \beta_{4}^{j}, \pi_{j}\right\}$ which allow to maximize the probability of the measured data.
$P^{j}\left(Y_{i}\right)$ : probability of $Y_{i}$ if subject $i$ belongs to group $j$

$$
\begin{equation*}
\Rightarrow P\left(Y_{i}\right)=\sum_{j=1}^{r} \pi_{j} P^{j}\left(Y_{i}\right) \tag{1}
\end{equation*}
$$

Finite mixture model (Daniel S. Nagin (Carnegie Mellon University))

- finite : sums across a finite number of groups


## The Likelihood Function (2)

$\pi_{j}$ : probability of a given subject to belong to group number $j$ $\Rightarrow \pi_{j}$ is the size of group $j$.

We try to estimate a set of parameters $\Omega=\left\{\beta_{0}^{j}, \beta_{1}^{j}, \beta_{2}^{j}, \beta_{3}^{j}, \beta_{4}^{j}, \pi_{j}\right\}$ which allow to maximize the probability of the measured data.
$P^{j}\left(Y_{i}\right)$ : probability of $Y_{i}$ if subject $i$ belongs to group $j$

$$
\begin{equation*}
\Rightarrow P\left(Y_{i}\right)=\sum_{j=1}^{r} \pi_{j} P^{j}\left(Y_{i}\right) \tag{1}
\end{equation*}
$$

Finite mixture model (Daniel S. Nagin (Carnegie Mellon University))

- finite : sums across a finite number of groups
- mixture : population composed of a mixture of unobserved groups
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So we get

$$
\begin{equation*}
L=\frac{1}{\sigma} \prod_{i=1}^{N} \sum_{j=1}^{r} \pi_{j} \prod_{t=1}^{T} \phi\left(\frac{y_{i_{t}}-\beta^{j} t_{i_{t}}}{\sigma}\right) \tag{6}
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It is too complicated to get closed-forms equations
$\Rightarrow$ quasi-Newton procedure maximum research routine

```
Software:
SAS-based Proc Traj procedure by Bobby L. Jones (Carnegie Mellon University).
```
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## Software:

Mplus package by L.K. Muthén and B.O Muthén.
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## Advantage of GGCM

Fewer groups are required to specify a satisfactory model.

## Disadvantages of GGCM

(1) Difficult to extend to other types of data.
(2) Group cross-over effects.
(0) Can create the illusion of non-existing groups.
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$$
\begin{equation*}
\mathrm{BIC}=\log (L)-0,5 k \log (N), \tag{9}
\end{equation*}
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where $k$ denotes the number of parameters in the model.

## Rule:

The bigger the BIC, the better the model!
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Bayes's theorem
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\begin{equation*}
\Rightarrow P\left(j / Y_{i}\right)=\frac{P\left(Y_{i} / j\right) \hat{\pi}_{j}}{\sum_{j=1}^{r} P\left(Y_{i} / j\right) \hat{\pi}_{j}} \tag{10}
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$$

Bigger groups have on average larger probability estimates.
To be classified into a small group, an individual really needs to be strongly consistent with it.
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The Wald test which indicates whether any number of ocefficients is significally different, allows the statistical testing of the predictors.

Confidence intervals for the probabilities of group membership can be computed by a parametric bootstrap technique.
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$$

where $\varepsilon_{i_{t}} \sim \mathcal{N}(0, \sigma), \sigma$ being a constant standard deviation and $z_{l t}$ are covariates that may depend or not upon time $t$.

Unfortunately the estimation of parameters $\alpha_{l}^{j}$ is not implemented in proc traj procedure; it is just possible to plot the impact of the covariates.
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- gender (male, female)
- nationality and residentship
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- year of birth
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-PRED1M
-PRED1F

- PRED $2 M$
- PRED 2F
- PRED 3M

