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Foreword

In September 2009 the Third International School and Conference on Geo-
metry and Quantization took place at the University of Luxembourg.

The scientific topics discussed were

• algebraic-geometric and complex-analytic-geometric aspects of quantization,

• geometric quantization and moduli space problems,

• asymptotic geometric analysis,

• infinite-dimensional geometry,

• relations with modern theoretical physics.

The activity lasted for two weeks. The first week was a school with several
lecture courses aiming at the newcomer to the field. The second week was a
scientific conference.

This volume of the Travaux Mathématiques is an outcome of the school.
Its aim is to give also to those who could not participate an introduction to some
of the hot topics of ongoing research in the field. Furthermore, it was the desire of
the participants to have some written material of the courses available. We asked
the lecturers whether they would be able to produce such a write-up related to
their lectures. We are happy that most of them could manage to contribute.
Additionally, the contribution of Ma and Marinescu supplements in an ideal way
the material presented at the school

The contribution of Armen Sergeev deals with the quantization of universal
Teichmüller space. First the complex geometry of the universal Teichmüller space
is described. It is realized as an open subset of the complex Banach space of holo-
morphic quadratic differentials on the unit disc. The quotient of the diffeomor-
phism group of the circle modulo Möbius transformations is treated as a regular
part of it. Based on this its quantization is considered. For the regular part the
quantization is obtained by embedding it into a suitable Hilbert–Schmidt-Siegel
disc. This method, however, does not apply to the full universal Teichmüller space.
For its quantization he uses an approach similar to the ”quantized calculus” of
Connes and Sullivan.
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Johannes Huebschmann considers stratified Kähler spaces. Such a space is a
stratified symplectic space together with a complex analytic structure which is
compatible with the stratified symplectic structure. In particular, each stratum is
a Kähler manifold in an obvious manner. Holomorphic quantization on a stratified
Kähler space then yields a costratified Hilbert space, a quantum object having the
classical singularities as its shadow. Given a Kähler manifold with an hamiltonian
action of a compact Lie group that also preserves the complex structure, reduction
after quantization coincides with quantization after reduction in the sense that
not only the reduced and unreduced quantum phase spaces correspond but the
invariant unreduced and reduced quantum observables as well. He illustrates
his approach with a quantum (lattice) gauge theory which incorporates certain
classical singularities. He explicitly calculates energy eigenvalues and tunneling
probabilities between different strata.

Tatsuya Tate deals with asymptotic analysis over complex polytopes. More
precisely, he presents results on its relation to representation theory of compact
Lie groups and asymptotic formulas for sections of line bundles over toric Kähler
manifolds. In the frame of his presentation an important tool is the lattice path
counting functions which he introduce and for which he shows asymptotic formu-
las.

For Kähler manifolds the Berezin-Toeplitz operator and the Berezin-Toeplitz
deformation quantization are naturally adapted quantization schemes. Hence, it
is not surprising that they appeared both in the school and in the conference. It
is the goal of the contribution of Martin Schlichenmaier to give an introduction
to the basic definitions and to the results concentrating on the case of compact
quantizable Kähler manifolds. The results on the correct semi-classical limit and
the existence of the Berezin-Toeplitz star product are presented. Coherent states,
co- and covariant Berezin symbols, and the Berezin transform are introduced. For
the asymptotic expansion of the Berezin transform the off-diagonal asymptotic
expansion of the Bergman kernel places a crucial role (which was obtained by
Schlichenmaier and Karabegov).

In the contribution of Xiaonan Ma and George Marinescu the authors give a
review on their recent results of the off-diagonal asymptotic expansion of the
Bergman kernel and their application to the Toeplitz operators and Berezin-
Toeplitz quantization. Everything is done in the presence of an auxiliary vector
bundle. Explicit formulas for the coefficients with small indices in the asymptotic
expansions in terms of the metrics involved are given. The results go beyond
the Kähler case as they can be employed to the compact symplectic situation by
choosing an almost-complex structure and an associated Spinc structure. More-
over, they apply also to compact Kähler (and symplectic) orbifolds and certain
noncompact complete Hermitian manifolds.
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Toeplitz operators play an important role in Andersen’s approach to Topo-
logical Quantum Field Theory (TQFT). In the contribution of Jørgen E. An-
dersen and Jakob L. Blaavand this is explained. A review of asymptotic results
on Toeplitz operators is given. For this purpose also the differential geometric
construction of the Hitchin connection on a prequantizable compact symplectic
manifold is reviewed. The asymptotic results relating the Hitchin connection and
Toeplitz operators, is applied in the special case of the moduli space of flat SU(n)-
connections on a surface, and the proof of the asymptotic faithfulness of the SU(n)
quantum representations of the mapping class group is discussed. Furthermore,
the formal Hitchin connections and formal trivializations of these are studied.
These fit together to produce a Berezin–Toeplitz star product, which is indepen-
dent of the complex structure. Explicit examples of the objects in the case of the
abelian moduli space are given and an approach to curve operators in the TQFT
associated to abelian Chern–Simons theory is presented.

Dmitry Talalaev in his contribution considers the very important spectral curve
method in the theory of integrable systems. First, he recalls the classical set-up
and then he introduces its quantum theoretical counter-part. Quite a number of
such quantized systems are discussed in his contribution (Calogero-Moser, Gaudin,
Hitchin, etc.). He closes with a discussion of the relation to the geometric Lang-
lands correspondence.

The organizers of the school thank all lecturers for contributing to the success
of the activity in an essential manner. Furthermore, we thank the participants
for their active role and for their very positive feedback. Last, but not least,
we thank the following institutions for financial support: ESF research network-
ing programme Harmonic and Complex Analysis and its Application (HCAA);
ESF research networking programme Interaction of Low-Dimensional Topology
and Geometry with Physics (ITGP); Mathematics Institute of the University of
Paderborn, in the frame of the DFG-IRTG Geometry and Analysis of Symmetries;
LMAM of the University Paul Verlaine, Metz; Steklov Mathematical Institute in
Moscow; Mathematical Institute of the University of Nagoya. The University of
Luxembourg with its Mathematical Research Unit RMATH contributed both via
financial support and by a lot of engagement to the success of the school and con-
ference. Furthermore, we thank the Fonds National de la Recherche Luxembourg
(FNR) for its support of the accompanying conference GEOQUANT.

Martin Schlichenmaier (for the organisers)
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Travaux mathématiques, Volume 19 (2011), 7–26, c© Université du Luxembourg

Quantization of universal Teichmüller space

by Armen Sergeev

Abstract

In the first part of the paper we describe the complex geometry of the
universal Teichmüller space T which may be realized as an open subset
in the complex Banach space of holomorphic quadratic differentials in the
unit disc. The quotient S of the diffeomorphism group of the circle modulo
Möbius transformations is treated as a regular part of T . In the second part
we consider the quantization of universal Teichmüller space T . We explain
first how to quantize the regular part S by embedding it into a Hilbert–
Schmidt Siegel disc. This quantization method, however, does not apply to
the whole universal Teichmüller space T . For its quantization we use an
approach, similar to the ”quantized calculus” of Connes and Sullivan.

1 Introduction

The universal Teichmüller space T , introduced by Ahlfors and Bers, plays a key
role in the theory of quasiconformal maps and Riemann surfaces. It can be de-
fined as the space of quasisymmetric homeomorphisms of the unit circle S1 (i.e.
homeomorphisms of S1, extending to quasiconformal maps of the unit disc ∆)
modulo Möbius transformations. The space T has a natural complex structure,
induced by embedding of T into the complex Banach space B2(∆) of holomorphic
quadratic differentials in the unit disc ∆. It also contains all classical Teichmüller
spaces T (G), where G is a Fuchsian group, as complex submanifolds. The space
S := Diff+(S1)/Möb(S1) of normalized diffeomorphisms of the circle may be con-
sidered as a ”regular” part of T .

Our motivation to study T comes from the string theory. Physicists have
noticed that the space Ωd := C∞0 (S1,Rd) of smooth loops in the d-dimensional
vector space Rd may be identified with the phase space of the theory of smooth
bosonic closed strings. By this identification the standard symplectic form (of
type ”dp ∧ dq”) on the phase space translates into a natural symplectic form
ω on Ωd. This form has a remarkable property that it can be extended to the
Sobolev completion of Ωd, coinciding with the space Vd := H

1/2
0 (S1,Rd) of half-

differentiable vector-functions on S1. Moreover, Vd is the largest space among all
Sobolev spaces Hs

0(S1,Rd) on which ω can be correctly defined. In other words,
Vd is a natural phase space, ”chosen” by the form ω itself. From that point of
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view, it seems more reasonable to consider Vd as the phase space of bosonic string
theory, rather than Ωd. In these lectures we set d = 1 for simplicity and study
the space V := V1 = H

1/2
0 (S1,R).

According to Nag–Sullivan [7], there is a natural group, attached to the space

V = H
1/2
0 (S1,R), namely the group QS(S1) of quasisymmetric homeomorphisms

of the circle. Again one can say that the space V itself chooses the ”right” group to
be acted on. The group QS(S1) acts on V by reparametrization of loops and this
action is symplectic with respect to the form ω. The universal Teichmüller space
T = QS(S1)/Möb(S1) can be identified by this action with the space of complex
structures on V which can be obtained from a reference complex structure by the
action of reparametrization group QS(S1). It is well known that such a space
plays a crucial role in quantization which is the main subject of the second part
of our lectures.

In these lectures we try to define what is the quantum counterpart of the
space T , provided with the action of the group QS(S1). In order to explain the
arising difficulties we consider first an analogous problem for the regular part S =
Diff+(S1)/Möb(S1) of T , provided with the action of the group Diff+(S1). This
space can be quantized, using an embedding of S into the Hilbert-Schmidt Siegel
disc DHS. Under this embedding the diffeomorphism group Diff+(S1) is realized
as a subgroup of the Hilbert–Schmidt symplectic group SpHS(V ), acting on the
Siegel disc by operator fractional-linear transformations. There is a holomorphic
Fock bundle F over DHS, provided with a projective action of SpHS(V ), which
covers its action on DHS. The infinitesimal version of this action is a projective
representation of the Hilbert–Schmidt symplectic Lie algebra spHS(V ) in the fibre
F0 of the Fock bundle F . This defines the Dirac quantization of the Siegel disc
DHS. Its restriction to S gives a projective representation of the Lie algebra
Vect(S1) of the group Diff+(S1) in the Fock space F0 which defines the Dirac
quantization of the space S.

However, the described quantization procedure does not apply to the whole
universal Teichmüller space T . By this reason we choose another approach to
this problem, based on Connes quantization. Briefly, the idea is the following.
The QS(S1)-action on the Sobolev space V , mentioned above, cannot be differen-
tiated in the classical sense (in particular, there is no Lie algebra, associated to
QS(S1)). However, one can define a quantized infinitesimal version of this action
by associating with any quasisymmetric homeomorphism f ∈ QS(S1) a quantum
differential dqf which is an integral operator on V with kernel, given essentially
by the finite-difference derivative of f . In these terms the quantization of T is
given by a representation of the algebra of derivations of V , generated by quantum
differentials dqf , in the Fock space F0.
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2 Universal Teichmüller space

2.1 Definition of universal Teichmüller space

2.1.1 Quasiconformal maps

Let w : D → w(D) be a homeomorphism of the domain D ⊂ C in the extended
complex plane (Riemann sphere) C onto domain w(D) ⊂ C which has locally
integrable derivatives (in generalized sense).

Definition 2.1. The homeomorphism w is called quasiconformal if there exist a
function µ ∈ L∞(D) with norm ‖µ‖∞ =: k < 1 such that the following Beltrami
equation

(2.1) wz̄ = µwz

is satisfied for almost all z ∈ D. The function µ is called the Beltrami differential
of w and the constant k is often indicated in the name of k-quasiconformal maps.

Remark 2.1. For k = 0 the equation (2.1) reduces to the Cauchy–Riemann
equation and so determines a conformal map w : D → w(D). Such a map sends
infinitesimally small circles, centered at a point z ∈ D, again into infinitesimally
small circles, centered at w(z). While in the case of a general smooth quasicon-
formal map w such a map sends infinitesimally small circles, centered at z ∈ D,
into infinitesimally small ellipses, centered at w(z), with eccentricity (the ratio
of the large axis to the small one) being uniformly bounded (w.r. to z ∈ D) by
a common constant K < ∞. This constant K is related to the above constant
k = ‖µ‖∞ by the formula

K =
1 + k

1− k ≥ 1 .

The least possible constant K is called the maximal dilatation of w and is also
sometimes indicated in the name of K-quasiconformal maps.

Remark 2.2. The term ”Beltrami differential” for µ is motivated by the behavior
of µ under conformal changes of variable. Namely, according to (2.1), the function
µ should transform under a conformal change z 7→ f(z) as

µ (f(z)) = µ(z)
f ′(z)

f ′(z)
,

i.e. as a (−1, 1)-differential.

Remark 2.3. Quasiconformal maps w : D → D form a group, i.e. the composi-
tion of quasiconformal maps and the inverse of a quasiconformal map are again
quasiconformal.
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Theorem 2.1 (uniqueness theorem). Suppose that quasiconformal maps w1, w2 :
D → D′ satisfy the same Beltrami equation in D (i.e. have the same Beltrami
differential in D). Then the maps

w1 ◦ w−1
2 and w2 ◦ w−1

1

are conformal. The composition f ◦ w of a quasiconformal map w : D → D′ with
a conformal map f : D′ → D′′ satisfy the same Beltrami equation in D as w.

Remark 2.4. A quasiconformal map w : D → D′ is always extended to a home-
omorphism w : D → D′ of the closures which is Hölder-continuous up to the
boundary.

Theorem 2.2 (existence theorem). For any function µ ∈ L∞(C) with ‖µ‖∞ < 1
there exists a solution w of the Beltrami equation in C. Any other solution w̃ of
this equation has the form w̃ = w ◦ f where f is a fractional-linear transform.

Remark 2.5. In Theorem 2.2 we have restricted ourselves to the case D = C
since the case of a general domain D ⊂ C is easily reduced to the case of the
extended complex plane. Indeed, given a Beltrami differential µ ∈ L∞(D) with
norm ‖µ‖∞ < 1 we can always extend it (e.g. by zero outside D) to the whole C,
preserving the inequality ‖µ‖∞ < 1, and then apply the above theorem to get a
solution of Beltrami equation in C. Its restriction to D yields a solution of Bel-
trami equation in D, defined up to conformal maps, according to the uniqueness
theorem.

2.1.2 Quasisymmetric homeomorphisms

Definition 2.2. A homeomorphism f : S1 → S1 of the unit circle S1, pre-
serving its orientation, is called quasisymmetric if it extends to a quasiconformal
homeomorphism w : ∆ → ∆ of the unit disc ∆. The set of all quasisymmetric
homeomorphisms of S1 is a group, denoted by QS(S1).

Definition 2.3. The universal Teichmüller space T is the quotient

T = QS(S1)/Möb(S1)

where Möb(S1) denotes the Möbius group of fractional-linear automorphisms of
the unit disc ∆, restricted to the unit circle S1.

Remark 2.6. One can avoid taking the quotient by Möbius group in the definition
of T by considering only normalized quasisymmetric homeomorphisms, leaving
three fixed points in the circle, say ±1, i, invariant.
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Remark 2.7. Any orientation-preserving diffeomorphism in Diff+(S1) extends to
a diffeomorphism of the closed unit disc ∆ which is quasiconformal, according
to Remark 2.1. So Diff+(S1) ⊂ QS(S1), and we have the following chain of
embeddings

Möb(S1) ⊂ Diff+(S1) ⊂ QS(S1) ⊂ Homeo+(S1) .

Hence,
S := Diff+(S1)/Möb(S1) ↪→ T = QS(S1)/Möb(S1).

The space S can be otherwise defined as the space of normalized diffeomorphisms
of S1 and will be considered as a ”regular” part of T .

Since quasisymmetric homeomorphisms of S1 were defined via quasiconformal
maps of ∆, i.e. in terms of solutions of Beltrami equation in ∆, one can expect
that there should be a definition of T directly in terms of Beltrami differentials.

Denote by B(∆) the set of Beltrami differentials in the unit disc ∆. It can
be identified (as a set) with the unit ball in the complex Banach space L∞(∆).
Given a Beltrami differential µ ∈ B(∆), we can extend it to a Beltrami differential
µ̌ on the extended complex plane C by setting µ̌ equal to zero outside the unit
disc ∆. Then we can apply the existence Theorem 2.2 for quasiconformal maps
on the extended complex plane C and obtain a normalized quasiconformal home-
omorphism wµ, satisfying Beltrami equation (2.1) on C with potential µ̌. This
homeomorphism is conformal on the exterior ∆− := C \∆ of the closed unit disc
∆ on C and fixes the points ±1,−i.

Introduce an equivalence relation between Beltrami differentials in ∆ by iden-
tifying two Beltrami differentials µ and ν for which the corresponding conformal
maps coincide: wµ|∆− ≡ wν |∆− . The universal Teichmüller space T coincides
with the quotient

T = B(∆)/ ∼
of the space B(∆) of Beltrami differentials modulo the introduced equivalence
relation.

2.2 Complex structure of universal Teichmüller space

We introduce a complex structure on the universal Teichmüller space T , using its
embedding into the space of holomorphic quadratic differentials.

Consider an arbitrary point [µ] of T , represented by the quasiconformal map
wµ. Its restriction to ∆− is a conformal map so we can take its Schwarzian
S(wµ|∆−).

Digression 1. Recall that the Schwarzian of a conformal map f is defined by

S(f) :=
f ′′′

f ′
− 3

2

(
f ′′

f ′

)2

.
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A characteristic property of Schwarzian is its invariance under fractional-linear
maps

S

(
af + b

cf + d

)
= S(f).

By taking the Schwarzian S(wµ|∆−), we get a holomorphic quadratic differ-
ential in the disc ∆− (the latter fact follows from the transformation properties
of Beltrami differentials, prescribed by Beltrami equation (2.1)). Moreover, the
image of this map does not depend on the choice of Beltrami differential µ in
the class [µ]. Composing this map with a standard fractional-linear isomorphism
∆− → ∆, we obtain an embedding

(2.2) Ψ : T −→ B2(∆) , [µ] 7−→ ψ(µ),

having its image in the space B2(∆) of holomorphic quadratic differentials in the
unit disc ∆.

The space B2(∆) of holomorphic quadratic differentials in ∆ is a complex
Banach space, provided with a natural hyperbolic norm, given by

‖ψ‖2 := sup
z∈∆

(1− |z|2)2|ψ(z)|

for a quadratic differential ψ. It can be proved (cf. [5]) that ‖ψ[µ]‖2 ≤ 6 for any
Beltrami differential µ ∈ B(∆).

The constructed map Ψ : T → B2(∆), called the Bers embedding, is a home-
omorphism of T onto an open bounded connected contractible subset in B2(∆),
containing the ball of radius 1/2, centered at the origin (cf. [5]).

Using the constructed embedding (2.2), we can introduce a complex structure
on the universal Teichmüller space T by pulling it back from the complex Banach
space B2(∆). It provides T with the structure of a complex Banach manifold.

2.3 Classical Teichmüller spaces

The universal Teichmüller space T contains all classical Teichmüller spaces T (G)
as complex submanifolds. In particular, it is true for all Teichmüller spaces of
compact Riemann surfaces of genus g. This property motivates the use of the
term ”universal” in the name of T .

Let X be a compact Riemann surface of genus g > 1, uniformized by the unit
disc ∆. Such a surface can be represented as the quotient

X = ∆/G

where G is a discrete (Fuchsian) subgroup of Möb(∆).
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Definition 2.4. A quasisymmetric homeomorphism f : S1 → S1 is called G-
invariant if

f ◦ g ◦ f−1 ∈ Möb(S1) for any g ∈ G ⇐⇒ fGf−1 ⊂ Möb(S1).

Denote by QS(S1)G the subgroup of G-invariant quasisymmetric homeomor-
phisms in QS(S1). Then by definition

T (G) := QS(S1)G/Möb(S1).

The universal Teichmüller space T itself corresponds to the Fuchsian group G =
{1}.
Remark 2.8. According to definition of T (G), due to Teichmüller, the space
T (G) parameterizes different complex structures on the Riemann surface X/∆
which can be obtained from the original complex structure by a quasiconformal
deformation.

2.4 Grassmann realization

2.4.1 Sobolev space of half-differentiable functions

Definition 2.5. The Sobolev space of half-differentiable functions on S1 is a
Hilbert space

V := H
1/2
0 (S1,R),

consisting of functions f ∈ L2
0(S1,R) with zero average over the circle, which have

Fourier decompositions

f(z) =
∑
k 6=0

fkz
k , fk = f̄−k , z = eiθ ,

and a finite Sobolev norm

(2.3) ‖f‖2
1/2 =

∑
k 6=0

|k||fk|2 = 2
∑
k>0

k|fk|2 <∞ .

Properties of V = H
1/2
0 (S1,R):

1. Symplectic structure: define a 2-form ω on V by the formula

ω(ξ, η) = 2 Im
∑
k>0

kξkη̄k
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for vectors ξ, η ∈ V with Fourier series

ξ(z) =
∑
k 6=0

ξkz
k, η(z) =

∑
k 6=0

ηkz
k.

This form, which is correctly defined on V due to condition (2.3), determines

a symplectic form on V . Moreover, H
1/2
0 (S1,R) is the largest Hilbert space

in the scale of Sobolev spaces Hs
0(S1,R), s ∈ R, on which this form is

correctly defined.

2. Complex structure: the Sobolev space V has a complex structure J0, defined
by the formula

ξ(z) =
∑
k 6=0

ξkz
k 7−→ (J0ξ)(z) = −i

∑
k>0

ξkz
k + i

∑
k<0

ξkz
k

for a vector ξ(z) =
∑

k 6=0 ξkz
k ∈ V .

3. Riemannian metric: the introduced symplectic and complex structures on
V are compatible with each other in the sense that they generate together
a Riemannian metric, defined by

g0(ξ, η) = ω(ξ, J0η) = 2 Re
∑
k>0

kξkη̄k.

In other words, V has the structure of a Kähler Hilbert space.

4. Complexification of V , equal to

V C = H
1/2
0 (S1,C),

is a complex Hilbert space with a Kähler metric, given by the Hermitian
extension of the Riemannian metric g0 on V to V C. The space V C is de-
composed into the direct sum

V C = W+ ⊕W−
of (∓i)-eigenspaces of the complex structure operator J0 ∈ EndV C. More
explicitly,

W+ = {f ∈ V C : f(z) =
∑
k>0

fkz
k}, W− = {f ∈ V C : f(z) =

∑
k<0

fkz
k}.

This splitting is orthogonal with respect to Hermitian inner product on V C.
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2.4.2 QS-action on the Sobolev space V

With any homeomorphism h : S1 → S1, preserving the orientation, we can asso-
ciate a ”change-of-variable” operator

Th : L2
0(S1,R)→ L2

0(S1,R),

defined by

Th(ξ) := ξ ◦ h− 1

2π

∫ 2π

0

ξ (h(θ)) dθ.

This operator has the following remarkable property.

Theorem 2.3 (Nag–Sullivan [7]). (i) The operator Th acts on V , i.e. Th : V → V ,
if and only if h ∈ QS(S1).

(ii) The operator Th with h ∈ QS(S1) acts symplectically on V , i.e. it preserves
symplectic form ω. Moreover, its complex-linear extension to V C preserves the
subspace W+ if and only if h ∈ Möb(S1). In the latter case, Th acts as a unitary
operator on W+.

Remark 2.9. We have pointed out in the previous subsection that the Sobolev
space V is the largest Hilbert space in the scale of Sobolev spaces, on which the
form ω is correctly defined. In other words, this space is ”chosen” by symplec-
tic form ω itself. According to Theorem 2.3, the space V also ”chooses” the
reparametrization group QS(S1) in the sense that it is the largest reparametriza-
tion group, leaving V invariant. So we get a natural phase space (V, ω) together
with a natural group QS(S1) of its canonical transformations.

According to Theorem 2.3, we have an embedding

(2.4) T = QS(S1)/Möb(S1) −→ Sp(V )/U(W+).

Here, Sp(V ) is the symplectic group of V , consisting of bounded linear symplectic
operators on V , and U(W+) is its subgroup, consisting of unitary operators (i.e.
the operators, whose complex-linear extensions to V C preserve the subspace W+).

Digression 2. Recall the definition of symplectic group Sp(V ). In terms of
decomposition

V C = W+ ⊕W−
any linear operator A : V C → V C can be written in the block form

A =

(
a b
c d

)
.

Such an operator belongs to the symplectic group Sp(V ) if it has the form

A =

(
a b
b̄ ā

)
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with components, satisfying the relations

āta− btb̄ = 1, ātb = btā

where at, bt denote the transposed operators at : W− → W−, bt : W− → W+.
The unitary group U(W+) is embedded into Sp(V ) as a subgroup, consisting of
diagonal block matrices of the form

A =

(
a 0
0 ā

)
.

The space
J (V ) := Sp(V )/U(W+)

on the right hand side of (2.4), can be identified with the space of complex struc-
tures on V , compatible with ω. Indeed, any such structure, given by a linear
operator J on V with J2 = −I, determines a decomposition

(2.5) V C = W ⊕W

of V C into the direct sum of (±i)-eigenspaces, isotropic with respect to ω. Con-
versely, any decomposition (2.5) of the space V C into the direct sum of isotropic
subspaces determines a complex structure J on V C, equal to iI on W and −iI
on W , which is compatible with ω. Moreover, a complex structure J , obtained
from a reference complex structure J0 by the action of an element A of Sp(V ), is
equivalent to J0 if and only if A ∈ U(W+). Hence,

Sp(V )/U(W+) = J (V ) .

The space on the right can be, in its turn, identified with the Siegel disc D,
defined as the set

D = {Z : W+ → W− is a symmetric bounded linear operator with Z̄Z < I}.

The symmetricity of Z means that Zt = Z and the condition Z̄Z < I means
that symmetric operator I − Z̄Z is positive definite. In order to identify J (V )
with D, consider the action of the group Sp(V ) on D, given by fractional-linear
transformations A : D → D of the form

Z 7−→ (āZ + b̄)(bZ + a)−1

where A =

(
a b
b̄ ā

)
∈ Sp(V ). The isotropy subgroup at Z = 0 coincides with the

set of operators A ∈ Sp(V ) such that b = 0, i.e. with U(W+). So the space

J (V ) = Sp(V )/U(W+)
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can be identified with the Siegel disc D.
It can be proved (cf. [7]) that the constructed embedding of universal

Teichmüller space T into the Siegel disc D = Sp(V )/U(W+) is an equivariant
holomorphic map of Banach manifolds.

Restriction of this map to the regular part S of universal Teichmüller space
yields an embedding

(2.6) S ↪→ SpHS(V )/U(W+)

where the Hilbert–Schmidt subgroup SpHS(V ) of Sp(V ) consists of bounded linear
operators A ∈ Sp(V ), having block representations of the form

A =

(
a b
b̄ ā

)
where b is a Hilbert–Schmidt operator.

Digression 3. Recall that a linear bounded operator T : H1 → H2 from a
Hilbert space H1 to a Hilbert space H2 is called Hilbert–Schmidt if there exists
an orthonormal basis {ei} in H1 such that the Hilbert–Schmidt norm

‖T‖2 :=

( ∞∑
i=0

‖Tei‖2
H2

)1/2

is finite. If this is true for some orthonormal basis {ei} in H1 then it is true for
any orthonormal basis in H1 and the value of the norm ‖T‖2 does not depend on
the choice of this basis.

We identify, as above, the right hand side of (2.6) with a subspace JHS(V )
of the space J (V ) of compatible complex structures on V . As before, the space
JHS(V ) of Hilbert–Schmidt complex structures on V can be realized as a Hilbert–
Schmidt Siegel disc

DHS = {Z : W+ → W− is a symmetric Hilbert–Schmidt operator with Z̄Z < I}.

The embedding of S into the Hilbert–Schmidt Siegel disc DHS is an equivariant
holomorphic map of Banach manifolds.
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3 Quantization of Universal Teichmüller Space

3.1 Dirac quantization

3.1.1 Definition

We start by recalling a general definition of quantization of finite-dimensional
classical systems, due to Dirac. A classical system is given by a pair (M,A)
where M is the phase space of the system and A is its algebra of observables.

The phase space M is a smooth symplectic manifold of even dimension 2n,
provided with symplectic 2-form ω. Locally, it is equivalent to the standard model,
given by symplectic vector space M0 := R2n together with standard symplectic
form ω0, given in canonical coordinates (pi, qi), i = 1, . . . , n, on R2n by

ω0 =
n∑
i=1

dpi ∧ dqi.

The algebra of observables A is a Lie subalgebra of the Lie algebra C∞(M,R)
of smooth real-valued functions on the phase space M , provided with the Poisson
bracket, determined by symplectic 2-form ω. In particular, in the case of standard
model M0 = (R2n, ω0) one can take for A the Heisenberg algebra, generated
by coordinate functions pi, qi, i = 1, . . . , n, and 1, satisfying the commutation
relations

{pi, pj} = {qi, qj} = 0,

{pi, qj} = δij for i, j = 1, . . . , n.

Remark 3.1. One of usual ways to produce algebras of observables is to consider
a Lie group Γ of symplectomorphisms of a symplectic manifold (M,ω) and take
for A its Lie algebra Lie(Γ), consisting of Hamiltonian vector fields Xf on M . If
M is simply connected then A can be identified with the dual algebra of functions
f , generating Hamiltonian vector fields from Lie(Γ).

Definition 3.1. The Dirac quantization of a classical system (M,A) is an irre-
ducible linear representation

r : A −→ End∗H

of the algebra of observables A in the space of linear self-adjoint operators, acting
on a complex Hilbert space H, called the quantization space. The map r should
satisfy the condition

r ({f, g}) =
1

i
(r(f)r(g)− r(g)r(f))

for any f, g ∈ A. We also impose on r the following normalization condition:
r(1) = I.
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Remark 3.2. For complexified algebras of observables AC or, more generally,
complex involutive Lie algebras of observables (i.e. Lie algebras with conjugation)
their Dirac quantization is given by an irreducible Lie-algebra representation

r : AC −→ EndH ,

satisfying the normalization condition and the conjugation law: r(f̄) = r(f)∗ for
any f ∈ A.

Remark 3.3. We are going to apply this definition of quantization to infinite-
dimensional classical systems, in which both the phase space and algebra of ob-
servables are infinite-dimensional. For infinite-dimensional algebras of observables
it is more natural to look for their projective representations. Using such a rep-
resentation for an original algebra A, we can construct the quantization of the
extended system (M, Ã) with Ã being a suitable central extension of A.

3.1.2 Statement of the problem

We shall explain first how to quantize the regular part of universal Teichmüller
space T , represented by the classical system

(S,Vect(S1))

where S = Diff+(S1)/Möb(S1) and Vect(S1) is the Lie algebra of Diff+(S1), con-
sisting of smooth vector fields on S1.

To quantize this system, we first enlarge it to an extended system, using the
embedding S ↪→ JHS(V ) from Subsection 2.4.2. This extended system is given by

(JHS(V ), spHS(V ))

where spHS(V ) is the Lie algebra of SpHS(V ).

3.2 Quantization of S
3.2.1 Fock space

Fix a compatible complex structure J ∈ J (V ), generating a decomposition

(3.1) V C = W ⊕W

of V C into the direct sum of ±i-eigenspaces of J and provide V C with a Hermitian
inner product

< z,w >J := ω(z, Jw),
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determined by J and symplectic form ω.
The Fock space F (V C, J) is the completion of the algebra of symmetric poly-

nomials on W with respect to a natural norm, generated by < · , · >J . In more
detail, denote by S(W ) the algebra of symmetric polynomials in variables z ∈ W .
This algebra is provided with an inner product, generated by < · , · >J . By
definition, this inner product on monomials of the same degree is equal to

< z1 · . . . · zn, z′1 · . . . · z′n >J=
∑

{i1,...,in}
< z1, z

′
i1
>J · . . . · < zn, z

′
in >J

where the summation is taken over all permutations {i1, . . . , in} of the set {1, . . . , n}.
The inner product of monomials of different degrees is set to zero. The constructed
inner product is extended to the whole algebra S(W ) by linearity. The completion

Ŝ(W ) of S(W ) with respect to the introduced norm is called the Fock space of
V C with respect to complex structure J :

FJ = F (V C, J) := Ŝ(W ).

If {wn}, n = 1, 2, . . . , is an orthonormal basis of W one can take for an
orthonormal basis of FJ a family of homogeneous polynomials of the form

(3.2) PK(z) =
1√
k!
< z,w1 >

k1
J · . . . · < z,wn >

kn
J , z ∈ W,

where K = (k1, . . . , kn, 0, . . . ), ki ∈ N ∪ 0, and k! = k1! · · · · · kn! .

3.2.2 Symplectic group action on Fock spaces

We unify different Fock spaces FJ with J ∈ JHS(V ) into a single Fock bundle

F :=
⋃

J∈JHS(V )

FJ −→ JHS(V ) = SpHS(V )/U(W+).

Theorem 3.1 (Shale–Berezin). The Fock bundle

F −→ JHS(V )

is a holomorphic Hermitian Hilbert-space bundle. The group SpHS(V ) acts projec-
tively on F by unitary transformations and this action covers the natural action
of SpHS(V ) on JHS(V ) by left translations.

The infinitesimal version of this action yields a projective representation of
symplectic Hilbert–Schmidt algebra spHS(V ) in the Fock space F0 = F (V C, J0),
i.e. a quantization of the system(

JHS, ˜spHS(V )
)
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where ˜spHS(V ) is a central extension of Lie algebra spHS(V ).
The restriction of the constructed Fock bundle F to the submanifold S ⊂ JHS

is a holomorphic Hermitian Hilbert-space bundle

FS :=
⋃
J∈S

FJ −→ S = Diff+(S1)/Möb(S1)

together with a projective unitary action of Diff+(S1), covering its action on S
by left translations. The infinitesimal version of this action generates a projective
unitary representation of the Lie algebra Vect(S1) in the Fock space F0, i.e. a
quantization of the system

(S, vir)

where vir is the Virasoro algebra, being a central extension of Lie algebra Vect(S1).

3.3 Quantization of T
3.3.1 Dirac versus Connes quantization

To quantize S, we have used the fact that the symplectic group SpHS(V ) acts on
the Fock bundle F → JHS(V ). For the whole Teichmüller space T we still have
the embedding

T −→ J (V ) = Sp(V )/U(W+)

but we cannot construct an Sp(V )-action on F , covering its action on J (V ). This
is forbidden by Shale–Berezin theorem. So we employ another approach for the
quantization of T , using Connes’ definition of quantization.

Recall that in Dirac’s approach we quantize a classical system (M,A), con-
sisting of the phase space M and the algebra of observables A which is a Lie
algebra, consisting of smooth functions on M . The quantization of this system is
given by a representation r of A in a Hilbert space H, sending the Poisson bracket
{f, g} of functions f, g ∈ A into the commutator 1

i
[r(f), r(g)] of the correspond-

ing operators. In Connes’ approach the algebra of observables A is an associative
involutive algebra, provided with an exterior differential d. Its quantization is, by
definition, a representation π of A in a Hilbert space H, sending the differential
df of a function f ∈ A into the commutator [S, π(f)] of the operator π(f) with a
self-adjoint symmetry operator S with S2 = I.

In the following table we compare Connes and Dirac approaches to quantiza-
tion:
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Dirac approach Connes approach

C
la

ss
ic

al
sy

st
em

(M,A) where: (M,A) where:

M – phase space M – phase space
A – involutive Lie algebra A – involutive associative

of observables algebra of observables with
differential d

Q
u
an

ti
za

ti
on

representation representation

r : A → EndH , π : A→ EndH ,
sending sending

{f, g} 7→ 1
i
[r(f), r(g)] df 7→ [S, π(f)] ,

where S = S∗, S2 = I

Remark 3.4. We can reformulate the Connes definition in terms of Lie algebras
by switching to the algebra of derivations of associative algebra of observables
A. Recall that the Lie algebra Der(A) of derivations of A consists of linear maps
A → A, satisfying the Leibnitz rule. The Connes quantization means in these
terms the construction of an irreducible representation of Der(A) in the space
EndH, considered as a Lie algebra with a Lie bracket, given by commutator.

Remark 3.5. If all observables are smooth functions on M , both approaches are
equivalent to each other. Indeed, the differential df of a smooth observable f is
symplectically dual to the Hamiltonian vector field Xf which establishes a relation
between the associative algebra A 3 f of functions f on M and the Lie algebra
A 3 Xf of Hamiltonian vector fields Xf . A symmetry operator S is determined
by a polarization H = H+ ⊕H− of the quantization space H and related to the
complex structure J (determined by the same polarization) by a simple formula
S = iJ .

In the case when the algebra of observables A contains non-smooth functions,
the Dirac approach formally cannot be applied. In Connes approach the differ-
ential df of a non-smooth observable f ∈ A is also not defined but its quantum
analogue

dqf := [S, π(f)]

may still have sense, as it is demonstrated by the example in the next subsection.
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3.3.2 Example

Suppose that A is the algebra L∞(S1,C) of bounded functions on the circle S1.
Any function f ∈ A determines a bounded multiplication operator in the Hilbert
space H = L2(S1,C) by the formula

Mf : v ∈ H 7−→ fv ∈ H.

A symmetry operator S in H is given by the Hilbert transform S : L2(S1,C) →
L2(S1,C):

(Sf)(eiϕ) =
1

2π
P.V.

∫ 2π

0

K(ϕ, ψ)f(eiψ)dψ

where the integral is taken in the principal value sense and the kernel is given by

(3.3) K(ϕ, ψ) = 1 + i cot
ϕ− ψ

2
.

Note that for ϕ, close to ψ, this kernel behaves asymptotically like 2/(ϕ− ψ).
The differential df of a general observable f ∈ A is not defined in the classical

sense but its quantum analogue

dqf := [S,Mf ]

is a bounded operator in H. Moreover, dqf for f ∈ H is a Hilbert–Schmidt
operator, given by

(3.4) dqf(v)(eiϕ) =
1

2π

∫ 2π

0

k(ϕ, ψ)v(eiψ)dψ

with kernel
k(ϕ, ψ) := K(ϕ, ψ)(f(ϕ)− f(ψ)) ,

where K(ϕ, ψ) is defined by (3.3). The kernel k(ϕ, ψ) for ϕ, close to ψ, behaves
asymptotically like

f(eiϕ)− f(eiψ)

ϕ− ψ .

Using this fact, it can be checked that the quasiclassical limit of dqf , arranged
by taking the limit ϕ → ψ, coincides (up to a constant) with the multiplication
operator v 7→ f ′v. So the quantization means in this case simply the replacement
of the derivative by its finite-difference analogue.
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3.3.3 Quantization of the universal Teichmüller space

We apply these ideas to the universal Teichmüller space T . In Subsection 2.4.2
we have defined a natural action of the group QS(S1) of quasisymmetric homeo-
morphisms of S1 on the Sobolev space V . As we have remarked, this action does
not admit the differentiation, so classically there is no Lie algebra, associated with
QS(S1). In other words, there is no classical algebra of observables, associated to
T . (The situation is similar to that in the example above.) However, we shall
construct a quantum algebra of observables, associated to T .

For that we define a quantum infinitesimal version of QS(S1)-action on V ,
given by the integral operator dqf , defined by formula (3.4). Then we extend this
operator dqf to the Fock space F0 by defining it first on elements of the basis (3.2)
of F0 with the help of Leibnitz rule, and then extending to the whole symmetric
algebra S(W+) by linearity. The completion of the obtained operator yields an
operator dqf on F0. The operators dqf with f ∈ QS(S1), constructed in this way,
generate a quantum Lie algebra Derq(QS), associated with T . We consider it as a
quantum Lie algebra of observables, associated with T . We can also consider the
constructed Lie algebra Derq(QS) as a replacement of the (non-existing) classical
Lie algebra of the group QS(S1).

Compare now the main steps of Connes quantization of T with the analogous
steps in Dirac quantization of JHS.

In the case of JHS:

1. we start with the SpHS(V )-action on JHS;

2. then, using Shale theorem, extend this action to a projective unitary action
of SpHS(V ) on Fock spaces F (V, J);

3. an infinitesimal version of this action yields a projective unitary representa-
tion of symplectic Lie algebra spHS(V ) in the Fock space F0.

In the case of T :

1. we have an action of QS(S1) on the space V ; however, in contrast with Dirac
quantization of JHS, the step (2) in case of T is impossible, since by Shale
theorem we cannot extend the action of QS(S1) to Fock spaces F (V, S);

2. we define instead a quantized infinitesimal action of QS(S1) on V , given by
quantum differentials dqf ;

3. extending operators dqf to the Fock space F0, we obtain a quantum Lie
algebra Derq(QS), generated by extended operators dqf on F0.
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Conclusion. The Connes quantization of the universal Teichmüller space T
consists of two steps:

1. The first step (”the first quantization”) is the construction of quantized
infinitesimal QS(S1)-action on V , given by quantum differentials dqf with
f ∈ QS(S1).

2. The second step (”the second quantization”) is the extension of quantum
differentials dqf to the Fock space F0. The extended operators dqf with f ∈
QS(S1) generate the quantum algebra of observables Derq(QS), associated
with T .

Note that the correspondence principle for the constructed Connes quantiza-
tion of T means that this quantization, being restricted to S, coincides with Dirac
quantization of S.
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Singular Poisson-Kähler geometry

of stratified Kähler spaces and quantization

by Johannes Huebschmann

Abstract

In the presence of classical phase space singularities the standard meth-
ods are insufficient to attack the problem of quantization. In certain situ-
ations the difficulties can be overcome by means of Kähler quantization on
stratified Kähler spaces. Such a space is a stratified symplectic space to-
gether with a complex analytic structure which is compatible with the strat-
ified symplectic structure; in particular each stratum is a Kähler manifold in
an obvious fashion. Holomorphic quantization on a stratified Kähler space
then yields a costratified Hilbert space, a quantum object having the classi-
cal singularities as its shadow. Given a Kähler manifold with a hamiltonian
action of a compact Lie group that also preserves the complex structure,
reduction after quantization coincides with quantization after reduction in
the sense that not only the reduced and unreduced quantum phase spaces
correspond but the invariant unreduced and reduced quantum observables
as well.
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1 Introduction

In the presence of classical phase space singularities the standard methods are
insufficient to attack the problem of quantization. Ordinary Schrödinger quan-
tization leads to a Hilbert space whose elements are classes of L2-functions, and
incorporating singularities here directly seems at present out of sight since we do
not know how to handle the singularities in terms of classes of functions. However,
Hilbert spaces of holomorphic functions are typically spaces whose points are or-
dinary functions rather than classes of functions, and we know well how we can
understand singularities in terms of ordinary functions. We will show here that, in
certain situations, by means of a suitable Kähler quantization procedure on strat-
ified Kähler spaces , we can overcome the difficulties at the quantum level arising
from classical phase space singularities. A stratified Kähler space is a stratified
symplectic space endowed with a complex analytic structure which is compatible
with the stratified symplectic structure; in particular each stratum is a Kähler
manifold in an obvious fashion. Kähler quantization then yields a Hilbert space
whose points are holomorphic functions (or more generally holomorphic sections
of a holomorphic line bundle); the resulting quantum Hilbert space actually ac-
quires more structure which, in turn, has the classical singularities as its shadow,
as we will explain shortly.
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Examples of stratified Kähler spaces abound: Symplectic reduction, applied
to Kähler manifolds, yields a particular class of examples; this includes adjoint
and generalized adjoint quotients of complex semisimple Lie groups which, in
turn, underly certain lattice gauge theories. Other examples come from certain
moduli spaces of holomorphic vector bundles on a Riemann surface and variants
thereof; in physics language, these are spaces of conformal blocks. Still other
examples arise from the closures of holomorphic nilpotent orbits. Symplectic
reduction carries a Kähler manifold to a stratified Kähler space in such a way
that the sheaf of germs of polarized functions coincides with the ordinary sheaf of
germs of holomorphic functions. Projectivization of the closures of holomorphic
nilpotent orbits yields exotic stratified Kähler structures on complex projective
spaces and on certain complex projective varieties including complex projective
quadrics. Other physical examples are reduced spaces relative to a constant value
of angular momentum.

In the presence of singularities, a naive approach to quantization might consist
in restriction of the quantization problem to a smooth open dense part, the “top
stratum”. However this naive procedure may lead to a loss of information and
in fact to inconsistent results. To explore the potential impact of classical phase
space singularities on quantum problems, we developed the notion of costrati-
fied Hilbert space. This is the appropriate quantum state space over a stratified
space; a costratified Hilbert space consists of a system of Hilbert spaces, one
for each stratum which arises from quantization on the closure of that stratum,
the stratification is reflected in certain bounded linear operators between these
Hilbert spaces reversing the partial ordering among the strata, and the linear op-
erators are compatible with the quantizations. The notion of costratified Hilbert
space is, perhaps, the quantum structure having the classical singularities as its
shadow . Within the framework of holomorphic quantization, a suitable quanti-
zation procedure on stratified Kähler spaces leads to costratified Hilbert spaces.
Given a Kähler manifold with a hamiltonian action of a compact Lie group that
also preserves the complex structure, reduction after quantization then coincides
with quantization after reduction in the sense that not only the reduced and unre-
duced quantum phase spaces correspond but the invariant unreduced and reduced
quantum observables as well.

We illustrate the approach with a certain concrete model: In a particular case,
we describe a quantum (lattice) gauge theory which incorporates certain classi-
cal singularities. The reduced phase space is a stratified Kähler space; we make
explicit the requisite singular holomorphic quantization procedure and spell out
the resulting costratified Hilbert space. In particular, certain tunneling probabil-
ities between the strata emerge, we will explain how the energy eigenstates can
be determined, and we will explore the corresponding expectation values of the
orthoprojectors onto the subspaces associated with the strata in the strong and
weak coupling approximations.
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The physics described in the present lecture notes was worked out in research
collaboration with my physics friends G. Rudoph and M. Schmidt [28], [29]. I am
much indebted to them for having taught me the relevant physics.

2 Physical systems with classical phase space

singularities

2.1 An example of a classical phase space singularity

In R3 with coordinates x, y, r, consider the semicone N given by the equation
x2 + y2 = r2 and the inequality r ≥ 0. We refer to this semicone as the exotic
plane with a single vertex. The semicone N is the classical reduced phase space
of a single particle moving in ordinary affine space of dimension ≥ 2 with angular
momentum zero. In Section 7 below we will actually justify this claim. The
reduced Poisson algebra (C∞N, { · , · }) may be described in the following fashion:
Let x and y be the ordinary coordinate functions in the plane, and consider the
algebra C∞N of smooth functions in the variables x, y, r subject to the relation
x2 + y2 = r2. Define the Poisson bracket { · , · } on this algebra by

{x, y} = 2r, {x, r} = 2y, {y, r} = −2x,

and endow N with the complex structure having z = x + iy as holomorphic
coordinate. The Poisson bracket is then defined at the vertex as well, away from
the vertex the Poisson structure is an ordinary symplectic Poisson structure, and
the complex structure does not “see” the vertex. At the vertex, the radius function
r is not a smooth function of the variables x and y. Thus the vertex is a singular
point for the Poisson structure whereas it is not a singular point for the complex
analytic structure. The Poisson and complex analytic structure combine to a
“stratified Kähler structure”. Below we will explain what this means.

2.2 Lattice gauge theory

Let K be a compact Lie group, let k denote its Lie algebra, and let KC be the
complexification of K. Endow k with an invariant inner product. The polar
decomposition of the complex group KC and the inner product on k induce a
diffeomorphism

(2.1) T∗K ∼= TK −→ K × k −→ KC

in such a way that the complex structure on KC and the cotangent bundle sym-
plectic structure on T∗K combine to K-bi-invariant Kähler structure. When we
then build a lattice gauge theory from a configuration space Q which is the prod-
uct Q = K` of ` copies of K, we arrive at the (unreduced) momentum phase
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space
T∗Q = T∗K` ∼= (KC)`,

and reduction modulo the K-symmetry given by conjugation leads to a reduced
phase space of the kind

T∗K`
//
K ∼= (KC)`

//
KC

which necessarily involves singularities in a sense to be made precise, however.
Here T∗K`

//
K denotes the symplectic quotient whereas (KC)`

//
KC refers to

the complex algebraic quotient (geometric invariant theory quotient). The special
case ` = 1, that of a single spatial plaquette—a quotient of the kind KC//KC is
referred to in the literature as an adjoint quotient—, is mathematically already
very attractive and presents a host of problems which we have elaborated upon
in [28]. To explain how in this particular case the structure of the reduced phase
space can be unravelled, following [28], we proceed as follows:

Pick a maximal torus T of K, denote the rank of T by r, and let W be the Weyl
group of T in K. Then, as a space, T∗T is diffeomorphic to the complexification
TC of the torus T and TC, in turn, amounts to a product (C∗)r of r copies of
the space C∗ of non-zero complex numbers. Moreover, the reduced phase space
P comes down to the space T∗T

/
W ∼= (C∗)r

/
W of W -orbits in (C∗)r relative to

the action of the Weyl group W .
Viewed as the orbit space T∗T

/
W , via singular Marsden-Weinstein reduction,

the reduced phase space P inherits a stratified symplectic structure. That is
to say: (i) The algebra C∞(TC)W of ordinary smooth W -invariant functions on
TC inherits a Poisson bracket and thus furnishes a Poisson algebra of continuous
functions on P ; (ii) for each stratum, the Poisson structure yields an ordinary
symplectic Poisson structure on that stratum; and (iii) the restriction mapping
from C∞(TC)W to the algebra of ordinary smooth functions on that stratum is a
Poisson map.

Viewed as the orbit space TC/W , the reduced phase space P acquires a com-
plex analytic structure. The complex analytic structure and the Poisson structure
combine to a stratified Kähler structure on P [20], [24], [25]. The precise meaning
of the term “stratified Kähler structure” is that the Poisson structure satisfies (ii)
and (iii) above and that the Poisson and complex structures satisfy the additional
compatibility condition that, for each stratum, necessarily a complex manifold,
the symplectic and complex structures on that stratum combine to an ordinary
Kähler structure.

In Section 12 below we will discuss a model that originates, in the hamiltonian
approach, from lattice gauge theory with respect to the group K. The (classical
unreduced) Hamiltonian H : T∗K → R of this model is given by

(2.2) H(x, Y ) = −1

2
|Y |2 +

ν

2
(3− Re tr(x)) , x ∈ K, Y ∈ k .
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Here ν = 1/g2, where g is the coupling constant, the notation |·| refers to the norm
defined by the inner product on k, and the trace refers to some representation of
K; below we will suppose K to be realized as a closed subgroup of some unitary
group. Moreover, the lattice spacing is here set equal to 1. The Hamiltonian H
is manifestly gauge invariant.

2.3 The canoe

We will now explore the following special case:

K = SU(2), KC = SL(2,C), W ∼= Z/2.

A maximal torus T in SU(2) is simply a copy of the circle group S1, the space
T∗T ∼= TC is a copy of the space C∗ of non-zero complex numbers, and the W -
invariant holomorphic map

(2.3) f : C∗ −→ C, f(z) = z + z−1

induces a complex analytic isomorphism P −→ C from the reduced space

P = T∗K
//
K ∼= T∗T

/
W ∼= C∗

/
W

onto a single copy C of the complex line.

Remark. More generally, for K = SU(n), complex analytically, T∗K
//
K comes

down to (n− 1)-dimensional complex affine space Cn−1. Indeed, KC = SL(n,C),
having (C∗)n−1 as a maximal complex torus. Realize this torus as the subspace of
(C∗)n which consists of all (z1, . . . , zn) such that z1 . . . zn = 1. Then the elementary
symmetric functions σ1, . . . , σn−1 yield the map

(σ1, . . . , σn−1) : (C∗)n−1 −→ Cn−1,

z = (z1, . . . , zn) 7−→ (σ1(z), . . . , σn−1(z))

which, in turn, induces the complex analytic isomorphism

SL(n,C)
//

SL(n,C) ∼= (C∗)n−1
/
W ∼= Cn−1

from the quotient onto a copy of Cn−1. We note that, more generally, when K
is a general connected and simply connected Lie group of rank r (say), in view
of an observation of Steinberg’s [44], the fundamental characters χ1, . . . , χr of
KC furnish a map from KC onto r-dimensional complex affine space Ar which
identifies the complex adjoint quotient KC//KC with Ar. As a stratified Kähler
space, the quotient has considerably more structure, though. We explain this in
the sequel for the special case under consideration.
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Thus we return to the special case K = SU(2): In view of the realization of
the complex analytic structure via the holomorphic map f : C∗ → C given by
f(z) = z + z−1 spelled out above, complex analytically, the quotient P is just
a copy C of the complex line, and we will take Z = z + z−1 as a holomorphic
coordinate on the quotient. On the other hand, in terms of the notation

z = x+ iy, Z = X + iY, r2 = x2 + y2,

X = x+
x

r2
, Y = y − y

r2
, τ =

y2

r2
,

the real structure admits the following description: In the case at hand, the
algebra written above as C∞(TC)W comes down the algebra C∞(P) of continuous
functions on P ∼= C which are smooth functions in three variables (say) X, Y , τ ,
subject to certain relations; the notation C∞(P) is common for such an algebra of
continuous functions even though the elements of this algebra are not necessarily
ordinary smooth functions. To explain the precise structure of the algebra C∞(P),
consider ordinary real 3-space with coordinates X, Y , τ and, in this 3-space, let
C be the real semi-algebraic set given by

Y 2 = (X2 + Y 2 + 4(τ − 1))τ, τ ≥ 0.

As a space, C can be identified with P . Further, a real analytic change of coordi-
nates, spelled out in Section 7 of [25], actually identifies C with the familiar canoe.
The algebra C∞(P) is that of Whitney-smooth functions on C, that is, continuous
functions on C that are restrictions of smooth functions in the variables X, Y , τ
or, equivalently, smooth functions in the variables X, Y , τ , where two functions
are identified whenever they coincide on C. The Poisson brackets on C∞(P) are
determined by the formulas

{X, Y } = X2 + Y 2 + 4(2τ − 1),

{X, τ} = 2(1− τ)Y,

{Y, τ} = 2τX.

On the subalgebra of C∞(P) which consists of real polynomial functions in the
variables X, Y , τ , the relation

Y 2 = (X2 + Y 2 + 4(τ − 1))τ

is defining. The resulting stratified Kähler structure on P ∼= C is singular at
−2 ∈ C and 2 ∈ C, that is, the Poisson structure vanishes at either of these two
points. Further, at −2 ∈ C and 2 ∈ C, the function τ is not an ordinary smooth
function of the variables X and Y , viz.

τ =
1

2

√
Y 2 +

(X2 + Y 2 − 4)2

16
− X2 + Y 2 − 4

8
,
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whereas away from −2 ∈ C and 2 ∈ C, the Poisson structure is an ordinary
symplectic Poisson structure. This makes explicit, in the case at hand, the singular
character of the reduced space P as a stratified Kähler space which, as a complex
analytic space, is just a copy of C, though and, as such, has no singularities, i. e.
is an ordinary complex manifold.

For later reference, we will now describe the stratification of the reduced con-
figuration space X ∼= T/W and that of the reduced phase space P ∼= (T × t)/W .
The stratifications we will use arise from the W -orbit type decompositions: We
will not make precise the notion of stratification and that of stratified space, see
e. g. [10].

The torus T amounts to the complex unit circle and its Lie algebra t to the
imaginary axis. The Weyl group W = S2 acts on T by complex conjugation and on
t by reflection. Hence the reduced configuration space X ∼= T/W is homeomorphic
to the closed interval [−1,1] and the reduced phase space P ∼= (T × t)/W to the
well-known canoe, see Figure 1.

Let

X+ = {1}, X− = {−1}, X0 = X+ ∪ X− = {−1,1}, X1 =]− 1,1[

so that the orbit type decomposition of X relative to the W -action has the form
X = X1 ∪ X0. The “piece” X1 (the open interval) is connected; it is the “top”
stratum, the open, connected and dense stratum. In particular, the restriction to
the pre-image of X1 of the orbit projection is a W -covering projection. The lower
stratum X0 decomposes into the two connected components X+ and X−; the single
point in X+ arises from a fixed point of the W -action, and the same is true of X−.
Likewise the orbit type decomposition of P relative to the W -action has the form
P = P1 ∪P0. Here the “piece” P1 is the “top” stratum, i. e. the open, connected
and dense stratum which is here 2-dimensional. As before, the restriction to the
pre-image of P1 of the orbit projection is a W -covering projection. Further, P0

decomposes into two connected components P0 = P+ ∪ P−, each containing a
vertex of the canoe; each such vertex arises from a fixed point of the W -action.
Under the identification of P with the complex line C described previously, the
two vertices of the canoe correspond to the points 2 and −2 of C so that

P+ = {2} ⊆ C, P− = {−2} ⊆ C, P1 = C \ P0 = C \ {2,−2}.
A closer look reveals that we can see that decomposition of C as arising from

hyperbolic cosine, viewed as a holomorphic function: The two points 2 and −2
are the focal points of the corresponding families of ellipses and hyperbolas in C.
Two of these ellipses and two of these hyperbolas are in fact indicated in Figure
1. We will come back to the stratifications in Sections 10 and 13 below.

Remark 2.1. In the case under discussion (K = SU(2)), as a stratified symplec-
tic space, P is isomorphic to the reduced phase space of a spherical pendulum,
reduced at vertical angular momentum 0 (whence the pendulum is constrained to
move in a plane), see [8].
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P+ P−

P1

u u
Figure 1: The reduced phase space P for K = SU(2).

3 Stratified Kähler spaces

In the presence of singularities, restricting quantization to a smooth open dense
stratum, sometimes referred to as “top stratum”, can result in a loss of information
and may in fact lead to inconsistent results. To develop a satisfactory notion of
Kähler quantization in the presence of singularities, on the classical level, we
isolated a notion of “Kähler space with singularities”; we refer to such a space as
a stratified Kähler space. Ordinary Kähler quantization may then be extended to
a quantization scheme over stratified Kähler spaces .

We will now explain the concept of a stratified Kähler space. In [20] we in-
troduced a general notion of stratified Kähler space and that of complex analytic
stratified Kähler space as a special case. We do not know whether the two no-
tions really differ. For the present paper, the notion of complex analytic stratified
Kähler space suffices. To simplify the terminology somewhat, “stratified Kähler
space” will always mean “complex analytic stratified Kähler space”.

We recall first that, given a stratified space N , a stratified symplectic structure
on N is a Poisson algebra (C∞N, { · , · }) of continuous functions on N which, on
each stratum, amounts to an ordinary smooth symplectic Poisson algebra. The
functions in C∞N are not necessarily ordinary smooth functions. Restriction of
the functions in C∞N to a stratum is required to yield the compactly supported
functions on that stratum, and these suffice to generate a symplectic Poisson
algebra on the stratum.

Next we recall that a complex analytic space (in the sense of Grauert) is
a topological space X, together with a sheaf of rings OX , having the following
property: The space X can be covered by open sets Y , each of which embeds
into the polydisc U in some Cn (the number n may vary as U varies) as the zero
set of a finite system of holomorphic functions f1, . . . , fq defined on U , such that
the restriction OY of the sheaf OX to Y is isomorphic as a sheaf to the quotient
sheaf OU

/
(f1, . . . , fq); here OU is the sheaf of germs of holomorphic functions on

U . The sheaf OX is then referred to as the sheaf of holomorphic functions on X.
See [11] for a development of the general theory of complex analytic spaces.
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Definition 3.1. A stratified Kähler space consists of a complex analytic space N ,
together with
(i) a complex analytic stratification (a not necessarily proper refinement of the
standard complex analytic stratification), and with
(ii) a stratified symplectic structure (C∞N, { · , · }) which is compatible with the
complex analytic structure

The two structures being compatible means the following:
(i) For each point q of N and each holomorphic function f defined on an open
neighborhood U of q, there is an open neighborhood V of q with V ⊂ U such
that, on V , f is the restriction of a function in C∞(N);
(ii) on each stratum, the symplectic structure determined by the symplectic Pois-
son structure (on that stratum) combines with the complex analytic structure to
a Kähler structure.

Example 1: The exotic plane, endowed with the structure explained in Subection
2.1 above, is a stratified Kähler space. Here the radius function r is not an ordinary
smooth function of the variables x and y. Thus the stratified symplectic structure
cannot be given in terms of ordinary smooth functions of the variables x and y.

This example generalizes to an entire class of examples: The closure of a
holomorphic nilpotent orbit (in a hermitian Lie algebra) inherits a stratified Kähler
structure [20]. Angular momentum zero reduced spaces are special cases thereof;
see Section 7 below for details.

Projectivization of the closure of a holomorphic nilpotent orbit yields what
we call an exotic projective variety . This includes complex quadrics, Severi and
Scorza varieties and their secant varieties [20], [22]. In physics, spaces of this
kind arise as reduced classical phase spaces for systems of harmonic oscillators
with zero angular momentum and constant energy. We shall explain some of the
details in Section 7 below.
Example 2: Moduli spaces of semistable holomorphic vector bundles or, more
generally, moduli spaces of semistable principal bundles on a non-singular com-
plex projective curve carry stratified Kähler structures [20]. These spaces arise
as moduli spaces of homomorphisms or more generally twisted homomorphisms
from fundamental groups of surfaces to compact connected Lie groups as well. In
conformal field theory, they occur as spaces of conformal blocks . The construction
of the moduli spaces as complex projective varieties goes back to [37] and [42]; see
[43] for an exposition of the general theory. Atiyah and Bott [6] initiated another
approach to the study of these moduli spaces by identifying them with moduli
spaces of projectively flat constant central curvature connections on principal bun-
dles over Riemann surfaces, which they analyzed by methods of gauge theory. In
particular, by applying the method of symplectic reduction to the action of the
infinite-dimensional group of gauge transformations on the infinite-dimensional
symplectic manifold of all connections on a principal bundle, they showed that an
invariant inner product on the Lie algebra of the Lie group in question induces a
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natural symplectic structure on a certain smooth open stratum which, together
with the complex analytic structure, turns that stratum into an ordinary Kähler
manifold. This infinite-dimensional approach to moduli spaces has roots in quan-
tum field theory. Thereafter a finite-dimensional construction of the moduli space
as a symplectic quotient arising from an ordinary finite-dimensional Hamiltonian
G-space for a compact Lie group G was developed; see [17], [18] and the literature
there; this construction exhibits the moduli space as a stratified symplectic space.
The stratified Kähler structure mentioned above combines the complex analytic
structure with the stratified symplectic structure; it includes the Kähler manifold
structure on the open and dense stratum.

An important special case is that of the moduli space of semistable rank 2
degree zero vector bundles with trivial determinant on a curve of genus 2. As a
space, this is just ordinary complex projective 3-space, but the stratified symplec-
tic structure involves more functions than just ordinary smooth functions. The
complement of the space of stable vector bundles is a Kummer surface. See [16],
[18] and the literature there.

Any ordinary Kähler manifold is plainly a stratified Kähler space. This kind
of example generalizes in the following fashion: For a Lie group K, we will denote
its Lie algebra by k and the dual thereof by k∗. The next result says that, roughly
speaking, Kähler reduction, applied to an ordinary Kähler manifold, yields a strat-
ified Kähler structure on the reduced space.

Theorem 3.2 ([20]). Let N be a Kähler manifold, acted upon holomorphically by
a complex Lie group G such that the action, restricted to a compact real form K of
G, preserves the Kähler structure and is hamiltonian, with momentum mapping
µ : N → k∗. Then the reduced space N0 = µ−1(0)

/
K inherits a stratified Kähler

structure.

For intelligibility, we explain briefly how the structure on the reduced space
N0 arises. Details may be found in [20]: Define C∞(N0) to be the quotient algebra
C∞(N)K

/
IK , that is, the algebra C∞(N)K of smooth K-invariant functions on

N , modulo the ideal IK of functions in C∞(N)K that vanish on the zero locus
µ−1(0). The ordinary smooth symplectic Poisson structure { · , · } on C∞(N) is
K-invariant and hence induces a Poisson structure on the algebra C∞(N)K of
smooth K-invariant functions on N . Furthermore, Noether’s theorem entails that
the ideal IK is a Poisson ideal, that is to say, given f ∈ C∞(N0)

K and h ∈ IK , the
function {f, h} is in IK as well. Consequently the Poisson bracket { · , · } descends
to a Poisson bracket { · , · }0 on C∞(N0). Relative to the orbit type stratification,
the Poisson algebra (C∞N0, { · , · }0) turns N0 into a stratified symplectic space.

The inclusion of µ−1(0) into N passes to a homeomorphism from N0 onto the
categorical G-quotient N

//
G of N in the category of complex analytic varieties.

The stratified symplectic structure combines with the complex analytic structure
on N

//
G to a stratified Kähler structure. When N is complex algebraic, the

complex algebraic G-quotient coincides with the complex analytic G-quotient.
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Thus, in view of Theorem 3.2, examples of stratified Kähler spaces abound.

Example 3: Adjoint quotients of complex reductive Lie groups, see (2.2) above.

Remark 3.3. In [6], Atiyah and Bott raised the issue of determining the sin-
gularities of moduli spaces of semistable holomorphic vector bundles or, more
generally, of moduli spaces of semistable principal bundles on a non-singular com-
plex projective curve. The stratified Kähler structure which we isolated on a
moduli space of this kind, as explained in Example 2 above, actually determines
the singularity structure; in particular, near any point, the structure may be un-
derstood in terms of a suitable local model. The appropriate notion of singularity
is that of singularity in the sense of stratified Kähler spaces; this notion depends
on the entire structure, not just on the complex analytic structure. Indeed, the
examples spelled out above (the exotic plane with a single vertex, the exotic plane
with two vertices, the 3-dimensional complex projective space with the Kummer
surface as singular locus, etc.) show that a point of a stratified Kähler space may
well be a singular point without being a complex analytic singularity.

4 Quantum theory and classical singularities

According to Dirac, the correspondence between a classical theory and its quan-
tum counterpart should be based on an analogy between their mathematical struc-
tures. An interesting issue is then that of the role of singularities in quantum
problems. Singularities are known to arise in classical phase spaces. For example,
in the hamiltonian picture of a theory, reduction modulo gauge symmetries leads
in general to singularities on the classical level. This leads to the question what
the significance of singularities on the quantum side might be. Can we ignore
them, or is there a quantum structure which has the classical singularities as its
shadow? As far as know, one of the first papers in this topic is that of Emmrich
and Römer [9]. This paper indicates that wave functions may “congregate” near
a singular point, which goes counter to the sometimes quoted statement that sin-
gular points in a quantum problem are a set of measure zero so cannot possibly be
important. In a similar vein, Asorey et al observed that vacuum nodes corre-
spond to the chiral gauge orbits of reducible gauge fields with non-trivial magnetic
monopole components [4]. It is also noteworthy that in classical mechanics and in
classical field theories singularities in the solution spaces are the rule rather than
the exception. This is in particular true for Yang-Mills theories and for Einstein’s
gravitational theory where singularities occur even at some of the most interesting
and physically relevant solutions, namely at the symmetric ones. It is still not
understood what role these singularities might have in quantum gravity. See, for
example, Arms, Marsden and Moncrief [2], [3] and the literature there.
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5 Correspondence principle and Lie-Rinehart

algebras

To make sense of the correspondence principle in certain singular situations, one
needs a tool which, for the stratified symplectic Poisson algebra on a stratified
symplectic space, serves as a replacement for the tangent bundle of a smooth sym-
plectic manifold. This replacement is provided by an appropriate Lie-Rinehart
algebra. This Lie-Rinehart algebra yields in particular a satisfactory generaliza-
tion of the Lie algebra of smooth vector fields in the smooth case. This enables us
to put flesh on the bones of Dirac’s correspondence principle in certain singular
situations .

A Lie-Rinehart algebra consists of a commutative algebra and a Lie algebra
with additional structure which generalizes the mutual structure of interaction
between the algebra of smooth functions and the Lie algebra of smooth vector
fields on a smooth manifold. More precisely:

Definition 5.1. A Lie-Rinehart algebra consists of a commutative algebra A and
a Lie-algebra L such that L acts on A by derivations and that L has an A-module
structure, and these are required to satisfy

[α, aβ] = α(a)β + a[α, β],

(aα)(b) = a(α(b)),

where a, b ∈ A and α, β ∈ L.

Definition 5.2. An A-module M which is also a left L-module is called a left
(A,L)-module provided

α(ax) = α(a)x+ aα(x)(5.1)

(aα)(x) = a(α(x))(5.2)

where a ∈ A, x ∈M, α ∈ L.

We will now explain briefly the Lie-Rinehart algebra associated with a Poisson
algebra; more details may be found in [14], [15], and [23]. Thus, let (A, { · , · })
be a Poisson algebra. Let DA the the A-module of formal differentials of A the
elements of which we write as du, for u ∈ A. For u, v ∈ A, the association

(du, dv) −→ π(du, dv) = {u, v}

yields an A-valued A-bilinear skew-symmetric 2-form π = π{ · , · } on DA, referred to
as the Poisson 2-form associated with the Poisson structure { · , · }. The adjoint

π] : DA −→ Der(A) = HomA(DA, A)



40 J. Huebschmann

of π is a morphism of A-modules, and the formula

[adu, bdv] = a{u, b}dv + b{a, v}du+ abd{u, v}

yields a Lie bracket [ · , · ] on DA.

Theorem 5.3 ([14]). The A-module structure on DA, the bracket [·, ·], and the
morphism π] of A-modules turn the pair (A,DA) into a Lie-Rinehart algebra.

We will write the resulting Lie-Rinehart algebra as (A,D{ · , · }). For intelligibil-
ity we recall that, given a Lie-Rinehart algebra (A,L), the Lie algebra L together
with the additional A-module structure on L and L-module structure on A is
referred to as an (R, A)-Lie algebra. Thus D{ · , · } is an (R, A)-Lie algebra.

When the Poisson algebra A is the algebra of smooth functions C∞(M) on a
symplectic manifold M , the A-dual Der(A) = HomA(DA, A) of DA amounts to
the A-module Vect(M) of smooth vector fields, and

(5.3) (π], Id) : (DA, A) −→ (Vect(M), C∞(M))

is a morphism of Lie-Rinehart algebras, where (Vect(M), C∞(M)) carries its or-
dinary Lie-Rinehart structure. The A-module morphism π] is plainly surjective,
and the kernel consists of those formal differentials which “vanish at each point
of” M .

We return to our general Poisson algebra (A, { · , · }). The Poisson 2-form
π{ · , · } determines an extension

(5.4) 0 −→ A −→ L{ · , · } −→ D{ · , · } −→ 0

of (R, A)-Lie algebras which is central as an extension of ordinary Lie algebras; in
particular, on the kernel A, the Lie bracket is trivial. Moreover, as A-modules,

(5.5) L{ · , · } = A⊕D{ · , · },

and the Lie bracket on L{ · , · } is given by

(5.6) [(a, du), (b, dv)] = ({u, b}+ {a, v} − {u, v}, d{u, v}) , a, b, u, v ∈ A.

Here we have written “L” rather than simply L to indicate that the extension (5.4)
represents the negative of the class of π{ · , · } in Poisson cohomology H2

Poisson(A,A),
cf. [14]. When (A, { · , · }) is the smooth symplectic Poisson algebra of an ordi-
nary smooth symplectic manifold, (perhaps) up to sign, the class of π{ · , · } comes
essentially down to the cohomology class represented by the symplectic structure.

The following concept was introduced in [15].
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Definition 5.4. Given an (A⊗ C)-module M , we refer to an (A,L{ · , · })-module
structure

(5.7) χ : L{ · , · } −→ EndR(M)

on M as a prequantum module structure for (A, { · , · }) provided
(i) the values of χ lie in EndC(M), that is to say, for a ∈ A and α ∈ D{ · , · }, the
operators χ(a, α) are complex linear transformations, and
(ii) for every a ∈ A, with reference to the decomposition (5.5), we have

(5.8) χ(a, 0) = i a IdM .

A pair (M,χ) consisting of an (A ⊗ C)-module M and a prequantum module
structure will henceforth be referred to as a prequantum module (for (A, { · , · }).

Prequantization now proceeds in the following fashion, cf. [14]: The assignment
to a ∈ A of (a, da) ∈ L{ · , · } yields a morphism ι of real Lie algebras from A to
L{ · , · }; thus, for any prequantum module (M,χ), the composite of ι with −iχ is
a representation a 7→ â of the A underlying real Lie algebra having M , viewed
as a complex vector space, as its representation space; this is a representation by
C-linear operators so that any constant acts by multiplication, that is, for any
real number r, viewed as a member of A,

(5.9) r̂ = r Id

and so that, for a, b ∈ A,

(5.10) {̂a, b} = i [â, b̂] (the Dirac condition).

More explicitly, these operators are given by the formula

(5.11) â(x) =
1

i
χ(0, da)(x) + ax, a ∈ A, x ∈M.

In this fashion, prequantization, that is to say, the first step in the realization
of the correspondence principle in one direction, can be made precise in certain
singular situations.

When (A, { · , · }) is the Poisson algebra of smooth functions on an ordinary
smooth symplectic manifold, this prequantization factors through the morphism
(5.3) of Lie-Rinehart algebras in such a way that, on the target, the construction
comes down to the ordinary prequantization construction.

Remark. In the physics literature, Lie-Rinehart algebras were explored in a paper
by Kastler and Stora under the name Lie-Cartan pairs [31].
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6 Quantization on stratified Kähler spaces

In the paper [21] we have shown that the holomorphic quantization scheme may
be extended to stratified Kähler spaces. We recall the main steps:
1) The notion of ordinary Kähler polarization generalizes to that of stratified
Kähler polarization. This concept is defined in terms of the Lie-Rinehart algebra
associated with the stratified symplectic Poisson structure; it specifies polariza-
tions on the strata and, moreover, encapsulates the mutual positions of polariza-
tions on the strata.
Under the circumstances of Theorem 3.2, symplectic reduction carries a Kähler
polarization preserved by the symmetries into a stratified Kähler polarization.
2) The notion of prequantum bundle generalizes to that of stratified prequan-
tum module. Given a stratified Kähler space, a stratified prequantum module is,
roughly speaking, a system of prequantum modules in the sense of Definition 5.4,
one for the closure of each stratum, together with appropriate morphisms among
them which reflect the stratification.
3) The notion of quantum Hilbert space generalizes to that of costratified quantum
Hilbert space in such a way that the costratified structure reflects the stratification
on the classical level. Thus the costratified Hilbert space structure is a quantum
structure which has the classical singularities as its shadow.
4) The main result says that [Q,R] = 0, that is, quantization commutes with
reduction [21]:

Theorem 6.1. Under the circumstances of Theorem 3.2, suppose that the Kähler
manifold is quantizable (that is, suppose that the cohomology class of the Kähler
form is integral). When a suitable additional condition is satisfied, reduction after
quantization coincides with quantization after reduction in the sense that not only
the reduced and unreduced quantum phase spaces correspond but the (invariant)
unreduced and reduced quantum observables as well.

What is referred to here as ‘suitable additional condition’ is a condition on
the behaviour of the gradient flow. For example, when the Kähler manifold is
compact, the condition will automatically be satisfied.

On the reduced level, the resulting classical phase space involves in general
singularities and is a stratified Kähler space; the appropriate quantum phase space
is then a costratified Hilbert space.

7 An illustration arising from angular momen-

tum and holomorphic nilpotent orbits

Let s and ` be non-zero natural numbers. The unreduced classical momentum
phase space of ` particles in Rs is real affine space of real dimension 2s`. For
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example, for our solar system, s = 3, and ` is the number of celestial bodies we take
into account, that is, the sun, the planets, their moons, asteroids, etc., and the true
physical phase space is the reduced space subject to the (physically reasonable)
constraint that the total angular momentum of the solar system be constant and
non-zero. The shifting trick reduces this case to that of total angular momentum
zero relative to the planar orthogonal group. The subsequent discussion implies
that the reduced phase space relative to the planar orthogonal group is the space
of complex symmetric (`×`)-matrices of rank at most equal to 2. The true reduced
phase space we are looking for then fibers over a semisimple orbit in sp(`,R) with
fiber the space of complex symmetric (` × `)-matrices of rank at most equal to
2. The additional requirement that the total energy be constant then reduces the
system by one more degree of freedom.

We return to the general case. Identify real affine space of real dimension
2s` with the vector space (R2s)×` as usual, endow Rs with the standard inner
product, R2` with the standard symplectic structure, and thereafter (R2s)×` with
the obvious induced inner product and symplectic structure. The isometry group
of the inner product on Rs is the orthogonal group O(s,R), the group of linear
transformations preserving the symplectic structure on R2` is the symplectic group
Sp(`,R), and the actions extend to linear O(s,R)- and Sp(`,R)-actions on (R2s)×`

in an obvious manner. As usual, denote the Lie algebras of O(s,R) and Sp(`,R)
by so(s,R) and sp(`,R), respectively.

The O(s,R)- and Sp(`,R)-actions on (R2s)×` are hamiltonian. To spell out the
O(s,R)-momentum mapping having the value zero at the origin, identify so(s,R)
with its dual so(s,R)∗ by interpreting a ∈ so(s,R) as the linear functional on
so(s,R) which assigns tr(atx) to x ∈ so(s,R); here tx refers to the transpose of
the matrix x. We note that, for s ≥ 3,

(s− 2)tr(atb) = −β(a, b), a, b ∈ so(s,R),

where β is the Killing form of so(s,R). Moreover, for a vector x ∈ Rs, realized
as a column vector, let tx be its transpose, so that tx is a row vector. With these
preparations out of the way, the angular momentum mapping

µO : (R2s)×` −→ so(s,R)

with reference to the origin is given by

µO(q1,p1, . . . ,q`,p`) = q1
tp1 − p1

tq1 + · · ·+ q`
tp` − p`

tq`.

Likewise, identify sp(`,R) with its dual sp(`,R)∗ by interpreting a ∈ sp(`,R) as
the linear functional on sp(`,R) which assigns 1

2
tr(ax) to x ∈ sp(`,R); we remind

the reader that the Killing form β of sp(`,R) is given by

β(a, b) = 2(`+ 1)tr(ab)
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where a, b ∈ sp(`,R). The Sp(`,R)-momentum mapping

µSp : (R2s)×` −→ sp(`,R)

having the value zero at the origin is given by the assignment to

[q1,p1, . . . ,q`,p`] ∈ (Rs × Rs)×`

of [
[qjpk] − [qjqk]
[pjpk] − [pjqk]

]
∈ sp(`,R),

where [qjpk] etc. denotes the (`× `)-matrix having the inner products qjpk etc.
as entries.

Consider the O(s,R)-reduced space

N0 = µ−1
O (0)

/
O(s,R).

The Sp(`,R)-momentum mapping induces an embedding of the reduced space N0

into sp(`,R). We now explain briefly how the image of N0 in sp(`,R) may be
described. More details may be found in [20], see also [22].

Choose a positive complex structure J on R2` which is compatible with ω in
the sense that ω(Ju, Jv) = ω(u,v) for every u,v ∈ R2`; here ‘positive’ means
that the associated real inner product · on R2` given by u · v = ω(u, Jv) for
u,v ∈ R2` is positive definite. The subgroup of Sp(`,R) which preserves the
complex structure J is a maximal compact subgroup of Sp(`,R); relative to a
suitable orthonormal basis, this group comes down to a copy of the ordinary
unitary group U(`). Furthermore, the complex structure J induces a Cartan
decomposition

(7.1) sp(`,R) = u(`)⊕ p;

here u(`) is the Lie algebra of U(`), the symmetric constituent p decomposes as
the direct sum

p ∼= S2
R[R`]⊕ S2

R[R`]

of two copies of the real vector space S2
R[R`] of real symmetric (`×`)-matrices, and

the complex structure J induces a complex structure on S2
R[R`]⊕S2

R[R`] in such a
way that the resulting complex vector space is complex linearly isomorphic to the
complex vector space S2

C[C`] of complex symmetric (` × `)-matrices in a canoni-
cal fashion. We refer to a nilpotent orbit O in sp(`,R) as being holomorphic if
the orthogonal projection from sp(`,R) to S2

C[C`], restricted to O, is a diffeomor-
phism from O onto its image in S2

C[C`]. The diffeomorphism from a holomorphic
nilpotent orbit O onto its image in S2

C[C`] extends to a homeomorphism from the
closure O onto its image in S2

C[C`], and the closures of the holomorphic nilpotent
orbits constitute an ascending sequence

(7.2) 0 ⊆ O1 ⊆ · · · ⊆ Ok ⊆ · · · ⊆ O` ⊆ sp(`,R), 1 ≤ k ≤ `,
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such that the orthogonal projection from sp(`,R) to S2
C[C`], restricted to O`, is

a homeomorphism from O` onto S2
C[C`]. For 1 ≤ k ≤ `, this orthogonal projec-

tion, restricted to Ok, is a homeomorphism from Ok onto the space of complex
symmetric (` × `)-matrices of rank at most equal to k; in particular, each space
of the kind Ok is a stratified space, the stratification being given by the rank of
the corresponding complex symmetric (`× `)-matrices.

The Lie bracket of the Lie algebra sp(`,R) induces a Poisson bracket on the
algebra C∞(sp(`,R)∗) of smooth functions on the dual sp(`,R)∗ of sp(`,R) in a
canonical fashion. Via the identification of sp(`,R) with its dual, the Lie bracket
on sp(`,R) induces a Poisson bracket { · , · } on C∞(sp(`,R)). Indeed, the assign-
ment to a ∈ sp(`,R) of the linear function

fa : sp(`,R) −→ R

given by fa(x) = 1
2
tr(ax) induces a linear isomorphism

(7.3) sp(`,R) −→ sp(`,R)∗;

let
[ · , · ]∗ : sp(`,R)∗ ⊗ sp(`,R)∗ −→ sp(`,R)∗

be the bracket on sp(`,R)∗ induced by the Lie bracket on sp(`,R). The Poisson
bracket { · , · } on the algebra C∞(sp(`,R)) is given by the formula

{f, h}(x) = [f ′(x), h′(x)]∗(x), x ∈ sp(`,R).

The isomorphism (7.3) induces an embedding of sp(`,R) into C∞(sp(`,R)), and
this embedding is plainly a morphism

δ : sp(`,R) −→ C∞(sp(`,R))

of Lie algebras when C∞(sp(`,R)) is viewed as a real Lie algebra via the Poisson
bracket. In the literature, a morphism of the kind δ is referred to as a comomentum
mapping.

Let O be a holomorphic nilpotent orbit. The embedding of O into sp(`,R)
induces a map from the algebra C∞(sp(`,R)) of ordinary smooth functions on
sp(`,R) to the algebra C0(O) of continuous functions on O, and we denote the
image of C∞(sp(`,R)) in C0(O) by C∞(O). By construction, each function in
C∞(O) is the restriction of an ordinary smooth function on the ambient space
sp(`,R). Since each stratum of O is an ordinary smooth closed submanifold of
sp(`,R), the functions in C∞(O), restricted to a stratum ofO, are ordinary smooth
functions on that stratum. Hence C∞(O) is a smooth structure on O. The algebra
C∞(O) is referred to as the algebra of Whitney-smooth functions on O, relative
to the embedding of O into the affine space sp(`,R). Under the identification
(7.3), the orbit O passes to a coadjoint orbit. Consequently, under the surjection
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C∞(sp(`,R))→ C∞(O), the Poisson bracket { · , · } on the algebra C∞(sp(`,R))
descends to a Poisson bracket on C∞(O), which we still denote by { · , · }, with a
slight abuse of notation. This Poisson algebra turns O into a stratified symplectic
space. Combined with the complex analytic structure coming from the projection
fromO onto the corresponding space of complex symmetric (`×`)-matrices, in this
fashion, the space O acquires a stratified Kähler space structure. The composite
of the above comomentum mapping δ with the projection from C∞(sp(`,R)) to
C∞(O) yields an embedding

(7.4) δO : sp(`,R) −→ C∞(O)

which is still a morphism of Lie algebras and therefore a comomentum mapping
in the appropriate sense.

The Sp(`,R)-momentum mapping induces an embedding of the reduced space
N0 into sp(`,R) which identifies N0 with the closure Omin(s,`) of the holomorphic
nilpotent orbit Omin(s,`) in sp(`,R). In this fashion, the reduced space N0 inherits
a stratified Kähler structure. Since the Sp(`,R)-momentum mapping induces
an identification of N0 with Os for every s ≤ ` in a compatible manner, the
ascending sequence (7.2), and in particular the notion of holomorphic nilpotent
orbit, is actually independent of the choice of complex structure J on R2`. For a
single particle, i. e. ` = 1, the description of the reduced space N0 comes down to
that of the semicone given in Section 2.1 above.

Thus, when the number ` of particles is at most equal to the (real) dimension
s of the space As in which these particles move, as a space, the reduced space
N amounts to a copy of complex affine space of dimension `(`+1)

2
and hence to a

copy of real affine space of dimension `(` + 1). When the number ` of particles
exceeds the (real) dimension s of the space in which the particles move, as a space,
the reduced space N amounts to a copy of the complex affine variety of complex
symmetric matrices of rank at most equal to s.

8 Quantization in the situation of the previous

class of examples

In the situation of the previous section, we will now explain briefly the quan-
tization procedure developed in [21]. Suppose that s ≤ ` (for simplicity), let
m = s`, and endow the affine coordinate ring of Cm, that is, the polynomial
algebra C[z1, . . . , zm], with the inner product · given by the standard formula

(8.1) ψ · ψ′ =
∫
ψψ′e−

zz
2 εm, εm =

ωm

(2π)mm!
,

where ω refers to the symplectic form on Cm. Furthermore, endow the polynomial
algebra C[z1, . . . , zm] with the induced O(s,R)-action. By construction, the affine
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complex coordinate ring C[Os] of Os is canonically isomorphic to the algebra

C[z1, . . . , zm]O(s,R)

of O(s,R)-invariants in C[z1, . . . , zm]. The restriction of the inner product · to
C[Os] turns C[Os] into a pre-Hilbert space, and Hilbert space completion yields

a Hilbert space which we write as Ĉ[Os]. This is the Hilbert space which arises
by holomorphic quantization on the stratified Kähler space Os; see [21] for details.
On this Hilbert space, the elements of the Lie algebra u(`) of the unitary group
U(`) act in an obvious fashion; indeed, the elements of u(`), viewed as functions
in C∞(Os), are classical observables which are directly quantizable, and quanti-
zation yields the obvious u(`)-representation on C[Os]. This construction may be
carried out for any s ≤ ` and, for each s ≤ `, the resulting quantizations yields a
costratified Hilbert space of the kind

C←− Ĉ[O1]←− . . .←− Ĉ[Os].
Here each arrow is just a restriction mapping and is actually a morphism of
representations for the corresponding quantizable observables, in particular, a
morphism of u(`)-representations; each arrow amounts essentially to an orthog-
onal projection. Plainly, the costratified structure integrates to a costratified
U(`)-representation, i. e. to a corresponding system of U(`)-representations. The
resulting costratified quantum phase space for Os is a kind of singular Fock space.
This quantum phase space is entirely given in terms of data on the reduced level .

Consider the unreduced classical harmonic oscillator energy E which is given
by E = z1z1 + · · ·+ zmzm; it quantizes to the Euler operator (quantized harmonic
oscillator hamiltonian). For s ≤ `, the reduced classical phase space Qs of `
harmonic oscillators in Rs with total angular momentum zero and fixed energy
value which is here encoded in the even number 2k fits into an ascending sequence

(8.2) Q1 ⊆ · · · ⊆ Qs ⊆ · · · ⊆ Q`
∼= CPd

of stratified Kähler spaces where

CPd = P(S2[C`]), d =
`(`+ 1)

2
− 1.

The sequence (8.2) arises from the sequence (7.2) by projectivization. The param-
eter k (energy value 2k) is encoded in the Poisson structure. Let O(k) be the k’th
power of the hyperplane bundle on CPd, let

ιQs : Qs −→ Q`
∼= CPd

be the inclusion, and let OQs(k) = ι∗Qs
O(k). The quantum Hilbert space amounts

now to the space of holomorphic sections of ι∗Qs
O(k), and the resulting costratified

quantum Hilbert space has the form

Γhol(OQ1(k))←− . . .←− Γhol(OQs(k)).
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Each vector space Γhol(OQs′ (k)) (1 ≤ s′ ≤ s) is a finite-dimensional represen-
tation space for the quantizable observables in C∞(Qs), in particular, a u(`)-
representation, and this representation integrates to a U(`)-representation, and
each arrow is a morphism of representations; similarly as before, these arrows are
just restriction maps.

We will now give a description of the decomposition of the space

Γhol(OQ`
(k)) = SkC[p∗]

of homogeneous degree k polynomial functions on p = S2
C[C`] into its irreducible

U(`)-representations in terms of highest weight vectors. To this end we note that
coordinates x1, . . . , x` on C` give rise to coordinates of the kind {xi,j = xj,i; 1 ≤
i, j ≤ `} on S2

C[C`], and the determinants

δ1 = x1,1, δ2 =

∣∣∣∣ x1,1 x1,2

x1,2 x2,2

∣∣∣∣ , δ3 =

∣∣∣∣∣∣
x1,1 x1,2 x1,3

x1,2 x2,2 x2,3

x1,3 x2,3 x3,3

∣∣∣∣∣∣ , etc.

are highest weight vectors for certain U(`)-representations. For 1 ≤ s ≤ r and
k ≥ 1, the U(`)-representation Γhol(OQs(k)) is the sum of the irreducible repre-
sentations having as highest weight vectors the monomials

δα1 δ
β
2 . . . δ

γ
s , α + 2β + · · ·+ sγ = k,

and the restriction morphism

Γhol(OQs(k)) −→ Γhol(OQs−1(k))

has the span of the representations involving δs explicitly as its kernel and, re-
stricted to the span of those irreducible representations which do not involve δs,
this morphism is an isomorphism.

This situation may be interpreted in the following fashion: The composite

µ2k : Os ⊆ sp(`,R) ∼= sp(`,R)∗ −→ u(`)∗

is a singular momentum mapping for the U(`)-action on Os; actually, the adjoint
u(`) → C∞(Os) of µ2k amounts to the composite of (7.4) with the inclusion of
u(`) into sp(`,R). The irreducible U(`)-representations which correspond to the
coadjoint orbits in the image

µ2k(Os′ \Os′−1) ⊆ u(`)∗

of the stratum Os′ \Os′−1 (1 ≤ s′ ≤ s) are precisely the irreducible representations
having as highest weight vectors the monomials

δα1 δ
β
2 . . . δ

γ
s′ (α + 2β + · · ·+ s′γ = k)

involving δs′ explicitly, i. e. with γ ≥ 1.
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9 Holomorphic half-form quantization on the

complexification of a compact Lie group

Recall that, given a general compact Lie group K, via the diffeomorphism (2.1),
the complex structure on KC and the cotangent bundle symplectic structure on
T∗K combine to K-bi-invariant Kähler structure. A global Kähler potential is
given by the function κ defined by by

κ(x eiY ) = |Y |2, x ∈ K, Y ∈ k.

The function κ being a Kähler potential signifies that the symplectic structure on
T∗K ∼= KC is given by i∂∂κ. Let ε denote the symplectic (or Liouville) volume
form on T∗K ∼= KC, and let η be the real K-bi-invariant (analytic) function on
KC given by

η(x eiY ) =

√∣∣∣∣sin(ad(Y ))

ad(Y )

∣∣∣∣, x ∈ K, Y ∈ k,

cf. [12] (2.10). Thus η2 is the density of Haar measure on KC relative to Liouville
measure ε.

Half-form Kähler quantization on KC leads to the Hilbert space

HL2(KC, e−κ/~ηε)

of holomorphic functions on KC that are square-integrable relative to e−κ/~ηε [12].
Thus the scalar product in this Hilbert space is given by

〈ψ1, ψ2〉 =
1

vol(K)

∫
KC
ψ1ψ2e

−κ/~ηε.

Relative to left and right translation, HL2(KC, e−κ/~ηε) is a unitary (K ×K)-re-
presentation, and the Hilbert space associated with P by reduction after quanti-
zation is the subspace

HL2(KC, e−κ/~ηε)K

of K-invariants relative to conjugation.
Let εT denote the Liouville volume form of T∗T ∼= TC. There is a function γ

on this space, made explicit in [28], such that the restriction mapping induces an
isomorphism

(9.1) HL2(KC, e−κ/~ηε)K −→ HL2(TC, e−κ/~γεT )W

of Hilbert spaces where the scalar product in HL2(TC, e−κ/~γεT )W is given by

(9.2)
1

vol(K)

∫
TC
ψ1ψ2e

−κ/~γεT .
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10 Singular quantum structure: costratified

Hilbert space

Let N be a stratified space. Thus N is a disjoint union N = ∪Nλ of locally closed
subspaces Nλ, called strata, each stratum being an ordinary smooth manifold,
and the mutual positions of the strata are made precise in a way not spelled
out here. Let CN be the category whose objects are the strata of N and whose
morphisms are the inclusions Y ′ ⊆ Y where Y and Y ′ range over strata. We define
a costratified Hilbert space relative to N or associated with the stratification of N
to be a system which assigns a Hilbert space CY to each stratum Y , together with
a bounded linear map CY2 → CY1 for each inclusion Y1 ⊆ Y2 such that, whenever
Y1 ⊆ Y2 and Y2 ⊆ Y3, the composite of CY3 → CY2 with CY2 → CY1 coincides with
the bounded linear map CY3 → CY1 associated with the inclusion Y1 ⊆ Y3.

We now explain the construction of the costratified Hilbert space associated
with the reduced phase space P . This costratified structure is a quantum analogue
of the orbit type stratification.

In the Hilbert space

H = HL2(KC, e−κ/~ηε)K ∼= HL2(TC, e−κ/~γεT )W ,

we single out subspaces associated with the strata in an obvious manner. For the
special case

K = SU(2), P = T∗K
//
K ∼= C,

this comes down to the following procedure:
The elements of H are ordinary holomorphic functions on KC. Being K-

invariant, they are determined by their restrictions to TC; these are W -invariant
holomorphic functions on TC, and these W -invariant holomorphic functions, in
turn, are determined by the holomorphic functions on

P = KC//KC ∼= TC/W ∼= C

which they induce on that space. In terms of the realization of P as the complex
line C, the stratification of P reproduced in Subsection 2.3 above is given by the
decomposition C = P+ ∪ P− ∪ P1 of C into

P+ = {2} ⊆ C, P− = {−2} ⊆ C, P1 = C \ P0 = C \ {2,−2}.
The closed subspaces

V+ = {f ∈ H; f
∣∣
P+

= 0} ⊆ H
V− = {f ∈ H; f

∣∣
P− = 0} ⊆ H

are Hilbert spaces, and we define the Hilbert spaces H+ and H− to be the orthog-
onal complements in H so that

H = V+ ⊕H+ = V− ⊕H−;
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moreover, we take H1 to be the entire space H. The resulting system

{H; H1, H+, H−},

together with the corresponding orthogonal projections, is the costratified Hilbert
space associated with the stratification of P . By construction, this costratified
Hilbert space structure is a quantum analogue of the orbit type stratification of P .

11 The holomorphic Peter-Weyl theorem

Choose a dominant Weyl chamber in the maximal torus t. Given the highest
weight λ (relative to the chosen dominant Weyl chamber), we will denote by χC

λ

the irreducible character of KC associated with λ.

Theorem 11.1 (Holomorphic Peter-Weyl theorem). The Hilbert space

HL2(KC, e−κ/~ηε)

contains the vector space C[KC] of representative functions on KC as a dense
subspace and, as a unitary (K ×K)-representation, this Hilbert space decomposes
as the direct sum

HL2(KC, e−κ/~ηε) ∼= ⊕̂
λ∈dKCV

∗
λ ⊗ Vλ

of (K×K)-isotypical summands, each such summand being written here as V ∗λ⊗Vλ
where Vλ refers to the irreducible K-representation associated with the highest
weight λ.

A proof of this theorem and relevant references can be found in [26]. The
holomorphic Peter-Weyl theorem entails that the irreducible characters χC

λ of KC

constitute a Hilbert space basis of

H = HL2(KC, e−κ/~ηε)K .

Given the highest weight λ, we will denote by χλ the corresponding irreducible
character of K; plainly, χλ is the restriction to K of the character χC

λ . As usual,
let ρ = 1

2

∑
α∈R+ α, the half sum of the positive roots and, for a highest weight λ,

let

(11.1) Cλ := (~π)dim(K)/2e~|λ+ρ|2 ,

where |λ + ρ| refers to the norm of λ + ρ relative to the inner product on k. In
view of the ordinary Peter-Weyl theorem, the {χλ}’s constitute an orthonormal
basis of the Hilbert space L2(K, dx)K .



52 J. Huebschmann

Theorem 11.2. The assignment to χλ of C
−1/2
λ χC

λ , as λ ranges over the highest
weights, yields a unitary isomorphism

(11.2) L2(K, dx)K −→ HL2(KC, e−κ/~ηε)K

of Hilbert spaces.

By means of this isomorphism, the costratified Hilbert space structure aris-
ing from stratified Kähler quantization as explained earlier carries over to the
Schrödinger quantization.

12 Quantum Hamiltonian and Peter-Weyl

decomposition

In the Kähler quantization, only the constants are quantizable while in the
Schrödinger quantization, functions that are at most quadratic in generalized
momenta are quantizable. In particular, the classical Hamiltonian (2.2) of our
model is quantizable in the Schrödinger quantization, having as associated quan-
tum Hamiltonian the operator

(12.1) H = −~2

2
∆K +

ν

2
(3− χ1)

on L2(K, dx)K . The operator ∆K , in turn, arises from the non-positive Laplace-
Beltrami operator ∆̃K associated with the bi-invariant Riemannian metric on
K as follows: The operator ∆̃K is essentially self-adjoint on C∞(K) and has a
unique extension ∆K to an (unbounded) self-adjoint operator on L2(K, dx). The
spectrum being discrete, the domain of this extensions is the space of functions
of the form f =

∑
n αnϕn such that

∑
n |αn|2λ2

n < ∞ where the ϕn’s range over
the eigenfunctions and the λn’s over the eigenvalues of ∆̃K .

Since the metric is bi-invariant, so is ∆K , whence ∆K restricts to a self-adjoint
operator on L2(K, dx)K , which we still write as ∆K . By means of the isomorphism
(11.2), we then transfer the Hamiltonian, in particular, the operator ∆K , to a self-
adjoint operators on H. Schur’s lemma then tells us the following:
(1) Each isotypical (K×K)-summand L2(K, dx)λ of L2(K, dx) in the Peter-Weyl
decomposition is an eigenspace for ∆K ;
(2) the representative functions are eigenfunctions for ∆K ;
(3) the eigenvalue −ελ of ∆K corresponding to the highest weight λ is given by

ελ = (|λ+ ρ|2 − |ρ|2).
Thus, in the holomorphic quantization on T∗K ∼= KC, the free energy oper-

ator (i. e. without potential energy term) arises as the unique extension of the
operator −1

2
∆K on H to an unbounded self-adjoint operator, and the spectral

decomposition thereof refines to the holomorphic Peter-Weyl decomposition of H.
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13 The lattice gauge theory model arising from

SU(2)

In the rest of the paper we will discuss somewhat informally, for the special case
where the underlying compact group is K = SU(2), some of the implications
for the physical interpretation ; see [29] for a leisurely somewhat more complete
introduction and [28] for a systematic description.

To begin with, we write out the requisite data for the special case under
consideration. We denote the roots of K = SU(2) relative to the dominant Weyl
chamber chosen earlier by α and −α, so that % = 1

2
α. The invariant inner product

on the Lie algebra k of K is of the form

(13.1) − 1

2β2
tr(Y1Y2) , Y1, Y2 ∈ k ,

with a scaling factor β > 0 which we will leave unspecified (e.g., β = 1√
8

for the

Killing form). Then
|α|2 = 4β2 , |%|2 = β2 .

The highest weights are λn = n
2
α, where n = 0, 1, 2, . . . (twice the spin). Then

(13.2) εn ≡ ελn = β2n(n+ 2) , Cn ≡ Cλn = (~π)3/2e~β2(n+1)2 ,

cf. (11.1) for the significance of the notation Cλn . We will now write the complex
characters χC

λn
as χC

n (n ≥ 0). On TC, these complex characters are given by

(13.3) χC
n

(
diag(z, z−1)

)
= zn + zn−2 + · · ·+ z−n , z ∈ C \ {0} ,

whereas, on T , the corresponding real characters take the form

(13.4) χn
(
diag(eix, e−ix)

)
=

sin
(
(n+ 1)x

)
sin(x)

, x ∈ R , n ≥ 0 .

The Weyl group W permutes the two entries of the elements in T . Hence, the
reduced configuration space X = T/W can be parametrized by x ∈ [0, π] through
x 7→ diag(eix, e−ix). In this parametrization, the measure v on T is given by

v dt =
vol(K)

π
sin2(x) dx .

It follows that the assignment to ψ ∈ C∞(T )W of the function

x 7→
√

2 sinx ψ
(
diag(eix, e−ix)

)
, x ∈ [0, π] ,

defines a Hilbert space isomorphism from L2(K, dx)K , realized as a Hilbert space
of W -invariant L2-functions on T , onto the ordinary L2[0, π], where the inner



54 J. Huebschmann

product in L2[0, π] is normalized so that the constant function with value 1 has
norm 1. In particular, given n ≥ 0, the character χn is mapped to the function
given by the expression

(13.5) χn(x) =
√

2 sin((n+ 1)x) .

In view of the isomorphism between L2(K, dx)K and L2[0, π] and the isomorphism
(11.2), we can work in an abstract Hilbert space H with a distinguished orthonor-
mal basis {|n〉 : n = 0, 1, 2, . . . }. We achieve the passage to the holomorphic
realization HL2(KC, e−κ/~ηε)K , to the Schrödinger realization L2(K, dx)K , and

to the ordinary L2-realization L2[0, π] by substitution of, respectively, C
−1/2
n χC

n ,
χn, and

√
2 sin(n+1)x, for |n〉. We remark that plotting wave functions in the re-

alization of H by L2[0, π] has the advantage that, directly from the graph, one can
read off the corresponding probability densities with respect to Lebesgue measure
on the parameter space [0, π].

We determine the subspaces Hτ for the special case K = SU(2). The orbit
type strata are P+, P− and P1, where P± consists of the class of ±1 and P1 =
P \ (P+ ∪ P−). (Recall that via the complex analytic isomorphism (2.3), P± is
identified with the subset {±2} of C.) Since P1 is dense in P , the space V1 reduces
to zero and so H1 = H. By definition, the subspaces V+ and V− consist of the
functions ψ ∈ H that satisfy the constraints

(13.6) ψ(1) = 0 , ψ(−1) = 0 ,

respectively. One can check that the system {χC
n − (n + 1)χC

0 : n = 1, 2, 3, . . . }
forms a basis in V+ and that the system {χC

n+(−1)n n+1
2
χC

1 : n = 0, 2, 3, . . . } forms
a basis in V−. Taking the orthogonal complements, we arrive at the following.

Theorem 13.1. The subspaces H+ and H− have dimension 1. They are spanned
by the normalized vectors

ψ+ :=
1

N

∑∞
n=0

(n+ 1) e−~β2 (n+1)2/2 |n〉 ,(13.7)

ψ− :=
1

N

∑∞
n=0

(−1)n (n+ 1) e−~β2 (n+1)2/2 |n〉 ,(13.8)

respectively. The normalization factor N is determined by the identity

N2 =
∞∑
n=1

n2 e−~β2 n2

.

Hence, in Dirac notation, the orthogonal projections Π± : H → H± are given
by the expressions

(13.9) Π± = |ψ±〉 〈ψ±| .
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In terms of the θ-constant θ3(Q) =
∑∞

k=−∞Q
k2

, the normalization factor N is
determined by the identity

(13.10) N2 =
1

2
e−~β2

θ′3(e
−~β2

) .

The following figure shows plots of ψ± in the realization of H via L2[0, π] for
~β2 = 1/128 (continuous line), 1/32 (long dash), 1/8 (short dash), 1/2 (alternating
short-long dash).

ψ+ ψ−

14 Tunneling between strata

Computing the inner product of ψ+ and ψ−,

〈ψ+, ψ−〉 =
1

N2

∞∑
n=1

(−1)n+1 n2 e−~β2 n2

= − θ
′
3

(− e−~β2)
θ′3
(
e−~β2

) ,

we observe that the subspaces H+ and H− are not orthogonal. They share a cer-
tain overlap which depends on the combined parameter ~β2. The absolute square
|〈ψ+, ψ−〉|2 yields the tunneling probability between the strata P+ and P−, i. e.,
the probability for a state prepared at P+ to be measured at P− and vice versa.
The following figure shows a plot of the tunneling probability against ~β2. For
large values, this probability tends to 1 whereas for ~β2 → 0, i.e., in the semiclas-
sical limit, it vanishes.

15 Energy eigenvalues and eigenstates

Passing to the realization of H via L2[0, π] and applying the general formula for
the radial part of the Laplacian on a compact group, see [13, §II.3.4], from the
description (12.1) of the quantum Hamiltonian, viz.

H = −~2

2
∆K +

ν

2
(3− χ1),
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we obtain the formal expression

−~2β2

2

(
d2

dx2
+ 1

)
+
ν

2
(3− χ1)

for H on L2[0, π]. Hence the stationary Schrödinger equation can be written as

(15.1)

(
d2

dx2
+ 2ν̃ cos(x) +

(
2E

~2β2
+ 1− 3ν̃

))
ψ(x) = 0 ,

where ν̃ = ν
~2β2 ≡ 1

~2β2g2
, and E refers to the eigenvalue. The change of variable

y = (x− π)/2 leads to the Mathieu equation

(15.2)
d2

dy2
f(y) + (a− 2q cos(2y))f(y) = 0 ,

where

(15.3) a =
8E

~2β2
+ 4− 12ν̃ , q = 4ν̃ ;

here f refers to a Whitney smooth function on the interval [−π/2, 0] satisfying
the boundary conditions

(15.4) f(−π/2) = f(0) = 0 .

For the theory of the Mathieu equation and its solutions, called Mathieu functions ,
see [1]. For certain characteristic values of the parameter a depending analytically
on q and usually denoted by b2n+2(q), n = 0, 1, 2, . . . , solutions satisfying (15.4)
exist. Given a = b2n+2(q), the corresponding solution is unique up to a complex
factor and can be chosen to be real-valued. It is usually denoted by se2n+2(y; q),
where ‘se’ stands for sine elliptic.

Thus, in the realization of H via L2[0, π], the stationary states are given by

(15.5) ξn(x) = (−1)n+1
√

2

(
se2n+2

(
x− π

2
; 4ν̃

))
, n = 0, 1, 2, . . . ,

and the corresponding eigenvalues by

En =
~2β2

2

(
b2n+2(4ν̃)

4
+ 3ν̃ − 1

)
.

The factor (−1)n+1 ensures that, for ν̃ = 0, we get ξn = χn. According to [1,
§20.5], for any value of the parameter q, the functions√

2 se2n+2(y; q) , n = 0, 1, 2, , . . . ,

form an orthonormal basis in L2[−π/2, 0] and the characteristic values satisfy
b2(q) < b4(q) < b6(q) < · · · . Hence, the ξn’s form an orthonormal basis in H and
the eigenvalues En are nondegenerate.

Figure 2 shows the energy eigenvalues En and the level separation En+1 −En
for n = 0, . . . , 8 as functions of ν̃. Figure 3 displays the eigenfunctions ξn, n =
0, . . . , 3, for ν̃ = 0, 3, 6, 12, 24. The plots have been generated by means of the
built-in Mathematica functions MathieuS and MathieuCharacteristicB.
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Figure 2: Energy eigenvalues En (left) and transition energy values En+1 − En
(right) for n = 0, . . . , 7 in units of ~2β2 as functions of ν̃.

ξ0 ξ1

ξ2 ξ3

Figure 3: Energy eigenfunctions ξ0, . . . , ξ3 for ν̃ = 0 (continuous line), 3 (long
dash), 6 (short dash), 12 (alternating short-long dash), 24 (dotted line).
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16 Expectation values of the costratification

orthoprojectors

P+,n , ~β2 = 1
2

P−,n , ~β2 = 1
2

P+,n , ~β2 = 1
8

P−,n , ~β2 = 1
8

P+,n , ~β2 = 1
32

P−,n , ~β2 = 1
32

Figure 4: Expectation values P+,n and P−,n for n = 0 (continuous line), n = 1
(long dash), n = 2 (short dash), n = 3 (long-short dash), n = 4 (dotted line) and
n = 5 (long-short-short dash), plotted over log ν̃ for ~β2 = 1

2
, 1

8
, 1

32
.

On the level of the observables, the costratification is given by the orthopro-
jectors Π± onto the subspaces H±. We discuss their expectation values in the
energy eigenstates,

P±,n := 〈ξn|Π±ξn〉 ,
i.e., the probability that the system prepared in the stationary state ξn is measured
in the subspace H±. According to (13.9),

(16.1) P±,n = |〈ξn|ψ±〉|2 .
As se2n+2 is odd and π-periodic, it can be expanded as

se2n+2(y; q) =
∑∞

k=0
B2n+2

2k+2 (q) sin((2k + 2)y) ,
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with Fourier coefficients B2n+2
2k+2 (q) satisfying certain recurrence relations [1, §20.2].

Due to (13.5) ,

(16.2) 〈ξn|k〉 = (−1)n+kB2n+2
2k+2 (4ν̃) ,

whence (13.7) and (13.8) yield the expressions

〈ξn|ψ+〉 =
(−1)n

N

∑∞
k=0

(−1)k (k + 1) e−~β2(k+1)2/2B2n+2
2k+2 (4ν̃),(16.3)

〈ξn|ψ−〉 =
(−1)n

N

∑∞
k=0

(k + 1) e−~β2(k+1)2/2B2n+2
2k+2 (4ν̃).(16.4)

Together with (16.1), this procedure leads to formulas for P±,n. The functions
P±,n depend on the parameters ~, β2 and ν only via the combinations ~β2 and
ν̃ = ν/(~2β2). Figure 4 displays P±,n for n = 0, . . . , 5 as functions of ν̃ for three
specific values of ~β2, thus treating ν̃ and ~β2 as independent parameters. This
is appropriate for the discussion of the dependence of the functions P±,n on the
coupling parameter g for fixed values of ~ and β2. The plots have been generated
by Mathematica through numerical integration.

For n = 0, the function P+,n has a dominant peak which is enclosed by less
prominent maxima of the other P+,n’s and moves to higher ν̃ when ~β2 decreases.
That is to say, for a certain value of the coupling constant, the state ψ+ which
spans H+ seems to coincide almost perfectly with the ground state. If the two
states coincided exactly then (16.2) would imply that, for a certain value of q, the
coefficients B2n+2

2k+2 (q) would be given by (−1)n+k 1
N

(k + 1)e−~β2(k+1)2/2. However,
this is not true; the latter expressions do not satisfy the recurrence relations valid
for the coefficients B2n+2

2k+2 (q) for any value of q.

17 Outlook

For K = SU(2) it remains to discuss the dynamics relative to the costratified
structure and to explore the probability flow into and out of the subspaces H±.
More generally, it would be worthwhile carrying out this program for K = SU(n),
n ≥ 3. For K = SU(3), the orbit type stratification of the reduced phase space
consists of a 4-dimensional stratum, a 2-dimensional stratum, and three isolated
points. Thereafter the approach should be extended to arbitrary lattices.

The notion of costratified Hilbert space implements the stratification of the
reduced classical phase space on the level of states. The significance of the strat-
ification for the quantum observables remains to be clarified. Then the physical
role of this stratification can be studied in more realistic models like the lattice
QCD of [30, 32, 33].

A number of applications of the theory of stratified Kähler spaces have already
been mentioned. Using the approach to lattice gauge theory in [19], we intend
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to develop elsewhere a rigorous approach to the quantization of certain lattice
gauge theories by means of the Kähler quantization scheme for stratified Kähler
spaces explained in the present paper. We plan to apply this scheme in partic-
ular to situations of the kind explored in [34]–[36] and to compare it with the
approach to quantization in these papers. Constrained quantum systems occur
in molecular mechanics as well, see e. g. [45] and the references there. Perhaps
the Kähler quantization scheme for stratified Kähler spaces will shed new light on
these quantum systems.
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Problems on asymptotic analysis over convex polytopes

by Tatsuya Tate1

Abstract

In this paper, a survey of results in two topics on asymptotic analy-
sis over convex polytopes, obtained in the papers [22, 25], one of which
is related to representation theory of compact Lie groups and another is
asymptotic formulas of sections of a line bundle over a toric Kähler mani-
fold, is given.

1 Introduction

Convex polytopes often appear in many areas of mathematics. In particular, they
play essential roles in representation theory of compact Lie groups and the the-
ory of toric varieties. Combinatorial aspects of polytopes describe some algebraic
structures in representation theory and geometrical structures in the theory of
toric varieties. In representation theory, multiplicities of weights or irreducible
summands are important quantities. But, many of the well-known formulas on
multiplicities are given as alternating sums, and it would not be so easy to find
effective estimates for these quantities. Then, as in [12], it would be reasonable to
find asymptotic formulas for these quantities. Problems on asymptotic behavior
of sections of line bundles over compact Kähler manifolds are intensively investi-
gated. They are interesting problems in themselves, and also they often provide
important information for complex geometrical problems. There is an enormous
literature in this direction. We just refer to [6] for this direction.

In this paper, we give a survey of results on asymptotic analysis in these
two topics, obtained in the papers [22, 25]. Let us give a brief account on the
materials discussed here. First, we give an asymptotic formula of a quantity called
a lattice path counting function. This quantity is defined as the number of lattice
paths on a lattice in a vector space starting from the origin each step of which
is in a fixed finite subset of the lattice. This quantity is a natural generalization
of the binomial coefficient, and it goes well with the probability theory. Main
result for this quantity is regarded as a result on large deviation, but we also give
other asymptotic formulas, for example, corresponding to the local central limit
theorem.

1Research partially supported by JSPS Grant-in-Aid for Scientific Research (No. 21740117)
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Second topic is on an asymptotic behavior of distribution functions of sections
of line bundles over a compact toric Kähler manifold, which we call toric mono-
mials. In general, problems on asymptotic behavior of eigenfunctions of elliptic
operators with discrete spectrum is very difficult. Indeed, one of simplest problems
in this direction would be to find weak limits of modulus square of eigenfunctions.
But, this problem is already hard. Indeed, it is known as quantum ergodicity
problems when the classical counterpart is chaotic and there are many open prob-
lems. Even if the classical dynamical system is completely integrable, this problem
is still difficult to resolve completely. (To our knowledge, one can find complete
answer to this problem only in the case of the standard sphere. See [15].) So then,
it would be useful to find reasonable and simple ‘toy model’ where one can settle
almost all problems in this topic, such as weak limits, estimation of supremum
norm, asymptotics of Lp-norm, pointwise asymptotics and asymptotic behavior of
distribution functions. The toric varieties often provide a simple model for diffi-
cult problems, and this is the case with us. Namely, the projective toric Kähler
manifolds are regarded as compactified phase spaces with completely integrable
systems (torus actions on toric manifolds) whose joint eigenfunctions are toric
monomials. So, our toric monomials are regarded as a model of (micro-local lifts
of) joint eigenfunctions for completely integrable system.

Throughout this paper, the parameter which is made to tend to infinity is
denoted by N . We note here that in each topic we are going to address the
parameter N has a physical meaning. For the lattice path counting functions
and the multiplicities of weights, the parameter N can be regarded as ‘number of
particles’, because it is the parameter for tensor powers of a fixed representation
and the ‘classical phase space’ of it would be N -fold product of a coadjoint orbit.
Hence the limit N → ∞ would be regarded as a thermodynamic limit. For
the asymptotics of distribution functions of toric monomials, the limit N → ∞
represents a semiclassical limit, because it is the parameter for the tensor power
of a fixed line bundle over a toric Kähler manifold.

The organization of this paper is as follows. In Section 2, we define the lattice
path counting functions and investigate its properties. In particular, we give an
asymptotic formula (2.14) for the lattice path counting function. The formula
(2.14) is a general formula, and we then use the formula (2.14) to give various
asymptotic properties of the lattice path counting functions. These asymptotic
formulas are used, in Section 3, to find asymptotic formulas for multiplicities of
weights and irreducibles in the high tensor powers of a fixed irreducible representa-
tion of a compact Lie group. Section 4 is devoted to the study of toric monomials
of a projective smooth toric variety. In particular, we give a sketch of proof of an
asymptotic formula for the rescaled distribution functions of toric monomials.

Acknowledgments This paper was written based on the lectures given by the
author in the International School on Geometry and Quantization held at the
University of Luxembourg (August 31 – September 5, 2009). The International
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The author would like to express his special thanks to the organizers, in particular,
professor Schlichenmaier for his great endeavor for the successful meetings. He
would also like to thank to the administrators in the University of Luxembourg
for their hospitality.

2 Asymptotic behavior of

lattice path counting functions

In this section, we consider a problem on asymptotic behavior of lattice paths. In
particular, we give various asymptotic results for the lattice path counting func-
tions, which are explained their naturality along with their probabilistic back-
ground.

2.1 Lattice path counting functions

To begin with, let us prepare notation. Let X be a real vector space of dimension
m, and let I be a lattice in X, that is, I is a co-compact discrete subgroup of X.
Let X∗ be the dual space of X, and let I∗ be the dual lattice of I, that is, I∗ is
the lattice in X∗ defined by I∗ = {γ ∈ X∗ ; 〈 γ, x 〉 ∈ Z, x ∈ I}. Let S ⊂ I∗ be a
finite subset which is assumed to satisfy the following non-degeneracy condition;

(2.1) span R{α− β ; α, β ∈ S} = X∗.

For each positive integer N , we define the set S(N) of lattice paths of length N
with steps in S by

(2.2) S(N) = {γ ∈ I∗ ; γ = β1 + · · ·+ βN for some β1, . . . , βN ∈ S}.

Fix a positive function c : S → R>0 on S which we call a weight function.
Then, the main object in this section is the weighted lattice path counting function
PcN : I∗ → R with weight c defined by

(2.3) PcN(γ) =


∑

β1,...,βN∈S
γ=β1+···+βN

c(β1) · · · c(βN) if γ ∈ S(N),

0 if γ 6∈ S(N).

The function PcN often appears especially in probability theory and represen-
tation theory. We will explain a representation theoretical aspect of the function
PcN in the next section. In this section, we discuss its probabilistic aspect and
derive various asymptotic formulas for PcN as N →∞. Here is a typical example.
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Example 2.1. Set X = Rm and use the standard Euclidean inner product to
identify X∗ with Rm. We take the standard lattice Zm for I = I∗. Let {e1, . . . , em}
be the standard basis of Zm and let Σ = ch (0, e1, . . . , em). Here, for a subset
A ⊂ X∗, ch (A) denotes the convex hull of A. Fix a positive integer p and set
S = (pΣ) ∩ Zm, the lattice points in the dilated polytope pΣ. Define the weight
function c : S → R>0 by

c(β) =

(
p

β

)
=

p!

β1! · · · βm!(p− |β|)! ,

where β = (β1, . . . , βm) ∈ Rm and |β| =
∑m

j=1 βj. Then, it is easy to show that
S(N) = (NpΣ) ∩ Zm and

PcN(γ) =

(
Np

γ

)
, γ ∈ S(N).

Remark 2.2. For our finite set S in X∗, set P = ch (S). By definition, P is a
convex polytope in X∗. Clearly the set S(N) of lattice paths of length N with
each step in S is contained in NP ∩ I∗. However, in general, it is not necessary
to have S(N) = (NP ) ∩ I∗. Indeed, let X = X∗ = R3, I = I∗ = Z3 and
S = {(0, 0, 0), (1, 0, 0), (0, 1, 0), (1, 1, 2)}. The set S \ {(0, 0, 0)} forms a basis of
R3 (but not of Z3), and hence P is a simplex. Then, the point (1, 1, 1) is in
(2P ) ∩ Z3 but not in S(2). It is a bit subtle problem whether or not we have
(NP ) ∩ Zm = S(N) for general S. It is related to the (projective) normality of
the toric variety defined by the finite set S. See Section 4.

2.2 Asymptotic behavior of the binomial coefficients

In Example 2.1 we see that the lattice path counting functions PcN are regarded as
a generalization of the binomial (multinomial) coefficients. In elementary proba-
bility theory, asymptotic properties of the binomial coefficients

(
N
kN

)
as N → ∞

are related to the (local) central limit theorem or de Moivre-Laplace theorem.
(In probability theory, the parameter N is the number of Bernoulli trials.) We
just remind to the readers the following asymptotic properties of the binomial
coefficients. In the following, we set dN(k) = k − N/2. (For the proof, one just
use Stirling’s formula.)

(2.4)

(
N

k

)
∼



(CL) 2N
√

2
πN
e−

2dN (k)2

N if dN(k) = o(N2/3),

(MD) 2N
√

2
πN
e−

2dN (k)2

N
−Nf(2dN (k)/N)

2 if dN(k) = o(N),

(SD) e−N(a log a+(1−a) log(1−a))√
2πNa(1−a)

if k ∼ aN , 0 < a < 1,

(RE) Nko

ko!
if k = ko, N − ko.
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Here, in the second line, the function f(x) is given by

(2.5) f(x) + x2 = g(x) := (1 + x) log(1 + x) + (1− x) log(1− x).

Let us consider the above asymptotic behavior of the binomial coefficients. In the
case of (CL) and (MD), the exponent in the exponential is given by

−N
2
g(2dN(k)/2) = −2dN(k)2

N
− N

2
f(2dN(k)/N).

But in the case of (CL), the first term x2 of the function g(x) dominates the
decay rate because Nf(2dN(k)/N) = o(N−1/3). We call the case (CL) central
limit region for k since the asymptotic form of the binomial coefficients in this
region is Gaussian. (Note that, in the central limit region, if dN(k) = o(N1/2),
the exponent dN(k)2/N is bounded.) In the next case (MD), called moderate
deviations, the second term is of order o(N) which is the same as that of the
first term. Thus, one can not ignore the second term in this region. Both cases
of (CL) and (MD), the growth is governed by the exponent log 2. But, in the
case of strong deviations (SD), the growth is governed by the positive number
a log(1/a) + (1 − a) log(1/(1 − a)) which is strictly less than log 2 if a 6= 1/2.
Finally, in the case of (RE), which we call the region of rare events, the binomial
coefficients have polynomial growth rate rather than the exponential one.

2.3 Probabilistic aspects

In the previous subsection, we described the asymptotic behavior of the binomial
coefficients, which is related to the central limit theorem and other limit theorems
in probability theory. In this subsection, we give an account on probabilistic
aspects of the lattice path counting function PcN(γ). Consider the function kcS on
X defined by

(2.6) kcS(τ) =
∑
α∈S

c(α)e〈α,τ 〉, τ ∈ X.

Then, it is easy to show that

(2.7) kcS(τ)N =
∑
γ∈I∗
PcN(γ)e〈 γ,τ 〉.

Thus, if we set V (S, c) =
∑

α∈S c(α), then V (S, c) = kcS(0) and V (S, c)N =∑
γ∈I∗ PcN(γ). Therefore, for any positive integer N , the measures

(2.8)

dmN =
1

V (S, c)N

∑
γ∈I∗
PcN(γ)δγ/N ,

dµN =
1

V (S, c)N

∑
γ∈I∗
PcN(γ)δ 1√

N
(γ−Nm∗S,c),
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are probability measures on X∗. Here m∗S,c ∈ Int (P ) denotes the center of mass
given by

(2.9) m∗S,c =
1

V (S, c)

∑
α∈S

c(α)α,

and δx denotes the Dirac delta measure at x. The measure dmN is supported on
the polytope P = ch (S) while the support of the measure dµN is larger than P ; it
is supported on

√
NP if the center of mass m∗S,c is the origin. The limit theorem

we would like to mention first is the following.

Theorem 2.3. The measures dmN tend weakly to δm∗S,c as N →∞.

The above theorem, which is known as the law of large numbers, suggests that
the normalized lattice path counting function V (S, c)−NPcN(γ) decreases when γ is
far from Nm∗S,c. The measure dµN measures its decay when γ−Nm∗S,c = O(N1/2).
The precise statement is given as a central limit theorem.

Theorem 2.4. The measures dµN tend weakly to the Gaussian measure

e−〈A
−1x,x 〉/2

(2π)m/2
√

detA
dx

as N →∞, where the positive definite symmetric matrix A is given by

(2.10) A =
1

V (S, c)

∑
α∈S

α⊗ α−m∗S,c ⊗m∗S,c.

For simplicity, we explain in the case where m∗S,c is the origin. If F is a subset

in X∗, according to the central limit theorem, µN(F ) = mN(N−1/2F ) tends to
C
∫
F
e−〈A

−1x,x 〉/2 dx = CN−m/2
∫
N1/2F

e−〈A
−1y,y 〉/2N dy. Thus, when γ ∈ N1/2F ,

that is γ = O(N1/2), the central limit theorem suggests that, on average, the be-
havior of the quantity V (S, c)−NPcN(γ) would be expressed as CN−m/2e−〈A

−1γ,γ 〉/2N .
When, γ − Nm∗S = O(N), which means that γ is in the region of strong devi-
ations as explained for the case of binomial coefficients, the averaged behavior
of V (S, c)−NPcN(γ) is described by the following theorem, which is known as the
large deviation principle.

Theorem 2.5. Set IcS(x) = sup
τ∈X
{〈x, τ 〉 − log(kcS(τ)/V (S, c))}, x ∈ X∗. Then the

function IS is lower semi-continuous, and, for any closed set F and open set U
of the polytope P , the measures dmN satisfies the following.

lim sup
N→∞

1

N
logmN(F ) ≤ − inf

x∈F
IcS(x), lim inf

N→∞
1

N
logmN(U) ≥ − inf

x∈U
IcS(x).
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The function IcS in Theorem 2.5 is called the rate function in the theory of large
deviations. Theorem 2.5 says that when γ − Nm∗S = O(N) (that is, γ/N ∈ F
for fixed subset F ), V (S, c)−NPcN(γ) behaves, on average, like e−NI

c
S(γ). Theorems

2.3, 2.4 and 2.5 are proved by a standard method, although complete proofs can
be found in [25]. In the next subsection, we derive much more precise asymptotic
formulas for V (S, c)−NPcN(γ), which support the above discussion.

2.4 Asymptotic behavior of
lattice paths counting functions

The various aspects of asymptotic behavior of the binomial coefficients as ex-
plained above suggest that our weighted lattice path counting function PcN(γ)
would also has similar asymptotic behavior. Indeed this is true. In the rest of
this section, we give such results. To introduce such results, let us prepare some
more notation. In the following, the setting up described in Subsection 2.1 is used.
Since the differences α−β (α, β ∈ S) spans the whole space X∗ as in the assump-
tion (2.1), these spans over Z a sublattice of I∗, which is denoted by L(S)∗. Then,
its dual lattice L(S) in X contains the original lattice I. We set Z(S) = I∗/L(S)∗,
which is a finite abelian group. It is easy to see that the Hessian of the function
log kcS,

(2.11) AcS(τ) := ∇2 log kcS(τ), τ ∈ X,
is positive definite, and hence log kcS(τ) is a convex function on X. By using this
fact, one can show that the gradient,

(2.12) µcS(τ) := ∇ log kcS(τ), τ ∈ X,
defines a diffeomorphism µcS : X → Int (P ), where Int (P ) is the interior of the
polytope P = ch (S). (Note that by the assumption (2.1), the polytope P is of
dimension m.) See [7] or [8] for the proof of this fact. Denote the inverse map of
µcS : X → Int (P ) by τ cS : Int (P )→ X. Define the smooth function δcS on Int (P )
by

(2.13) δS(x) = log kcS(τ cS(x))− 〈x, τ cS(x) 〉, x ∈ Int (P ).

Theorem 2.6. Take xo ∈ Int (P ) and γN ∈ (NP )∩I∗ such that γN = Nxo+o(N).
Then, we have

(2.14) PcN(γN) = (2πN)−m/2
|Z(S)|eNδcS(γN/N)√
detAcS(τ cS(γN/N))

(1 +O(N−1)).

In particular, we have

(2.15) lim
N→∞

1

N
logPcN(γN) = δcS(xo).
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Remark 2.7. In [25], the assumption that, the lattice points γN is in S(N) for
every sufficiently large N , is imposed. However, in the proof of Theorem 2.6,
we only use the integral formula (2.20) below, and this comes from the fact that
PcN(γ) is the coefficients of ei〈 γ,ϕ 〉 in the Fourier series kcS(iϕ)N . Thus, we do not
need to impose such an assumption.

Remark 2.8. It is easy to show that the rate function IcS in the large deviation
principle (Theorem 2.5) is given by

IcS(x) = −δcS(x) + log V (S, c), x ∈ Int (P ).

Example 2.9. Let us examine the formula (2.15) for the binomial coefficients.
As in Example 2.1 with m = 1, let p be a positive integer, and let S = Σ ∩ Z =
{0, 1, . . . , p} with Σ = ch (0, p) = [0, p]. Define c : S → R>0 by c(β) =

(
p
β

)
. Then,

as in Example 2.1, we have PcN(γ) =
(
Np
γ

)
. In this case, the finite abelian group

Z(S) is trivial. The function kcS on X∗ = R is given by kcS(τ) = (1 + eτ )p, and
hence

µcS(τ) =
peτ

1 + eτ
, τ cS(x) = log

(
x

p− x
)
, x ∈ Int (P ), τ ∈ X = R.

This shows that the function δcS in this case is given by

δcS(x) = log

(
pp

xx(p− x)p−x

)
, x ∈ Int (P ) = (0, p).

Then, the formula (2.15) can be deduced easily from Stirling’s formula.

In the previous sections, we saw that PcN(γN) behaves differently when γN
have different behavior as N → ∞. In turn, Theorem 2.6 contains only one
asymptotic formula (2.14). However, the asymptotic formula (2.14) in Theorem
2.6 is rather general. Indeed one can prove various asymptotic results from this
formula similar to what was described for binomial coefficients. Let us explain how
one can deduce them from just one formula (2.14). First, we note that since the
weight function c is positive everywhere on the finite set S, the center of mass m∗S,c
defined in (2.9) is in Int (P ). Hence we can take γN = Nm∗S+dN with dN = o(N s),
0 ≤ s ≤ 2/3 for the sequence γN in Theorem 2.6. A direct computation using the
Taylor expansions around x = m∗S,c of the functions

√
detAcS(τ cS(x)) and δcS(x)

show that √
detAcS(τ cS(γN/N)) =

√
detA(1 +O(N−(1−s))),

NδcS(γN/N) = N log V (S, c)− 〈A−1dN , dN 〉/(2N) + o(N3s−2),

where the symmetric matrix A is defined in (2.10). From these combined with
the formula (2.14), we obtain the following local central limit theorem.
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Theorem 2.10. Let 0 ≤ s ≤ 2/3 and γN = Nm∗S,c + dN with dN = o(N s). Then,
we have

PcN(γN) = (2πN)−m/2
|Z(S)|V (S, c)Ne−〈A

−1dN ,dN 〉/(2N)

√
detA

(1 + o(N3s−2)).

Next, we take γN = Nα + f for some f ∈ L(S)∗ and α ∈ S ∩ Int (P ). Then,
one can apply directly Theorem 2.6. But in this case, one can also take γN = Nα
in the sketch of proof of Theorem 2.6 explained in the next subsection, and one
has the following.

Theorem 2.11. Let f ∈ L(S)∗ and let α ∈ S ∩ Int (P ). Then we have

PcN(Nα + f) = (2πN)−m/2
|Z(S)|e−〈 f,τcS(α) 〉+NδcS(α)√

detAcS(τ cS(α))
(1 +O(N−1)).

Remark 2.12. Theorem 2.11 is a result on large deviations. For results on large
deviations in a more general setting and from a geometrical point of view, see [16].

2.5 Method of stationary phase and sketch of proof

In this subsection, we give a sketch of proof of Theorem 2.6. To prove Theorem
2.6, we use a theorem on the method of stationary phase. First of all, let us give
some account on this method.

Let U ⊂ Rm be an open set. Let u ∈ C∞0 (U) and Φ ∈ C∞(U) with Re Φ ≥ 0.
Consider the following integral

(2.16) IN(u) =

∫
U

e−NΦ(x)u(x) dx.

We call the function Φ the phase function for the integral IN(u). The method of
stationary phase is a method for studying asymptotic behavior of the integral of
the form IN(u) as N → ∞. To explain this method, suppose first that ∇Φ 6= 0
near supp (u). In this case, the first order differential operator,

L = − 1

|∇Φ(x)|2
m∑
j=1

∂Φ

∂xj

∂

∂xj
,

is well-defined near supp (u), where |∇Φ(x)|2 =
m∑
j=1

∣∣∣∣ ∂Φ

∂xj

∣∣∣∣2. Then it is straightfor-

ward to see that L(e−NΦ) = Ne−NΦ. Substituting this into the definition (2.16)
of the integral IN(u) and integrating by parts show

IN(u) =
1

N

∫
U

e−NΦ(tLu) dx,
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where tL is the adjoint operator of L given by tLu =
m∑
j=1

∂

∂xj

(
1

|∇Φ|2
∂Φ

∂xj
u

)
.

Repeating this procedure, one has IN(u) = O(N−∞), namely, for any positive
integer k, one has |IN(u)| ≤ CkN

−k with a positive constant Ck.
Next, suppose that the phase function Φ satisfies Re (Φ) > 0 near supp (u).

Then, since supp (u) is assumed to be compact, one can find a positive constant
α such that Re (Φ) ≥ α near supp (u). This shows that IN(u) = O(e−Nα). There-
fore, one find that the contribution to IN(u) as N →∞ comes from neighborhoods
of points x ∈ U where Re (Φ)(x) = 0 and ∇Φ(x) = 0. Traditional method of sta-
tionary phase considers the case where the phase function Φ is pure imaginary,
namely Re (Φ) ≡ 0. In this case, we set Φ = iφ with a real-valued function φ.
Suppose also that there exists a point xo ∈ U such that ∇φ(xo) = 0, the Hessian
∇2φ(xo) is non-degenerate and ∇φ(x) 6= 0 for points x different from xo. Then,
by the Morse lemma, there exists a neighborhood V of xo and a diffeomorphism
κ : V → κ(V ) ⊂ Rm such that κ(xo) = 0, ∇κ(xo) = Id and

φ◦κ−1(y) = φ(xo) + 〈Ay, y 〉/2, A := ∇2φ(xo).

Changing a variable x = κ(y) will show that IN(u) = ĨN(ũ) + O(N−∞), where ũ
equals | det∇κ−1(y)|u(κ−1y) times a cut-off function near the origin and

ĨN(ũ) = e−iNφ(xo)

∫
κ(V )

e−iN〈Ay,y 〉/2ũ(y) dy.

Using Plancherel formula and the well-known formula,

F−1[e−iN〈Ay,y 〉/2](ξ) =
e−iπ sgn(A)/4

(2πN)m/2| detA|1/2 e
i〈A−1ξ,ξ 〉/(2N),

where F−1 is the inverse of the Fourier transform F , shows that the integral IN(u)
equals

e−iNφ(xo)−iπ sgn(A)/4

(2πN)m/2| detA|1/2
∫

Rm
ei〈A

−1ξ,ξ 〉/(2N)̂̃u(ξ) dξ

modulo terms of order O(N−∞). Then, a Taylor expansion of the exponential
function shows that the integral IN(u) has the following asymptotic expansion

(2.17) IN(u) ∼
(

2π

N

)m/2
e−iNφ(xo)−iπ sgn(∇2φ(xo))/4

| det∇2φ(xo)|1/2
∑
k≥0

(Aku)(xo)N
−k,

where Ak is a differential operator of order 2k with A0 = I. This is a usual method
of stationary phase. However, in the above lines, we used the Morse lemma, and
the differential operators Ak contains derivatives of the diffeomorphism κ. Hence
it is not suitable to compute lower order terms explicitly. Furthermore, as is seen
below, in our case, the phase function Φ itself depends on the parameter N . So,
one can not apply, at least directly, the above method. Fortunately, there is a
version of the method of stationary phase which is quite useful.
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Theorem 2.13. Let U be an open set in Rm and let K be a compact set in U . Let
u ∈ C∞0 (K) and let Φ ∈ C∞(U) such that Re (Φ) ≥ 0. Suppose that there exists
a point xo ∈ K such that Re (Φ(xo)) = 0, ∇Φ(xo) = 0, det∇2Φ(xo) 6= 0 and that
∇Φ(x) 6= 0 for x ∈ K different from xo. Then, for each positive integer k,

(2.18) IN(u) =

(
2π

N

)m/2
e−NΦ(xo)√

det∇2Φ(xo)

k−1∑
j=0

(Lju)(xo)N
−j +Rk(N),

with the error estimate

(2.19) |Rk(N)| ≤ Ck(Φ)‖u‖C2k(U)N
−k,

where Ck(Φ) is a positive constant. The differential operator Lj at xo is given by

(Lju)(xo) = (−1)j
∑
ν,µ≥0

ν−µ=j,2ν≥3µ

1

2νµ!ν!
[〈∇2Φ(xo)

−1D,D 〉ν(gµΦu)](xo),

gΦ(x) = Φ(x)− Φ(xo)− 1

2
〈∇2Φ(xo)(x− xo), x− xo 〉.

Furthermore, suppose that B is a subset of C∞(U) such that;

• every Φ ∈ B satisfies Re (Φ) ≥ 0, Re (Φ(xo)) = 0, ∇Φ(xo) = 0, det∇2Φ(xo) 6=
0 and that ∇Φ(x) 6= 0 for x ∈ K different from xo, where xo is fixed;

• ‖Φ‖C3k+1(U) is bounded from above uniformly in Φ ∈ B;

• |x− xo|/|∇Φ(x)| is bounded from above uniformly in x ∈ U and Φ ∈ B.

Then, the constant Ck(Φ) in (2.19) can be taken to be independent of Φ ∈ B.

See [13, Section 7] for the proof of the above theorem.

Remark 2.14. It is easy to see that the third condition for B ⊂ C∞(U) in
Theorem 2.13 can be replaced by supΦ∈B ‖∇2Φ(xo)

−1‖ < ∞. More precisely, if
‖Φ‖C3 ≤ α and ‖∇2Φ(xo)

−1‖ ≤ β for each Φ ∈ B, then, one can show that, when

|x−xo| ≤ 1/2αβ, we have
|x− xo|
|∇Φ(x)| ≤ 2β. In particular, in the case where we can

shrink the domain of integration suitably, the assumption that ∇Φ(x) 6= 0 for x
different from xo is satisfied if the Hessian at xo is non-degenerate and its inverse
is bounded from above.

We now give a sketch of proof of Theorem 2.6. We extend elements in X∗ to
the complex linear form on X ⊗ C. We write elements in X ⊗ C as w = τ + iϕ,
τ, ϕ ∈ X. Then, the function kcS on X is naturally extended to X⊗C, and by (2.7),
the lattice path counting function PcN(γ) has the following integral representation,

(2.20) PcN(γ) =
1

(2π)m

∫
Tm

e−i〈 γ,ϕ 〉k(iϕ)N dϕ,
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where Tm = X/2πI is an m-dimensional torus, and the Lebesgue measure dϕ is
normalized so that the volume of Tm is (2π)m. Since the function k(z) = kcS(τ+iϕ)
(z = eτ+iϕ, τ, ϕ ∈ X) is holomorphic on the complex torus exp(X ⊗ C) ∼= (C∗)m,
we can change the contour in the integral to obtain
(2.21)

PcN(γN) =
1

(2π)m
[kcS(τ)e−〈 γN/N,τ 〉]N

∫
Tm

e−iN〈 γN/N,ϕ 〉
(
kcS(τ + iϕ)

kcS(τ)

)N
dϕ,

which is valid for arbitrary τ ∈ X. It is easy to show that |kcS(τ + iϕ)| ≤ kcS(τ),
and the equality holds if and only if ϕ ∈ 2πL(S). Since I ⊂ L(S), there is a
natural surjective homomorphism πS : Tm → T (S) := X/2πL(S). Then, the
above equality condition is equivalent to say that |kcS(τ + iϕ)| = kcS(τ) if and only
if ϕ ( mod 2πI) is in the kernel ker(πS) of πS, and which is naturally isomorphic
to the finite abelian group Z(S). Since (2.21) holds for any τ ∈ X, we choose τ
as τN = τ cS(γN/N). Then, we have

eδ
c
S(γN/N) = kcS(τN)e−〈 γN/N,τN 〉.

We take a neighborhood U of the identity 0 ∈ ker(πS) ∼= Z(S) so that U ∩
ker(πS) = {0} and take a cut-off function ρ ∈ C∞0 (U) which is 1 near ϕ = 0. For
any g ∈ ker(πS), we set Ug = U + g and ρg(ϕ) = ρ(ϕ− g). Then, if we take U so
small, there exists a constant a > 0 such that

(2.22) PcN(γN) =
eNδ

c
S(γN/N)

(2π)m

∑
g∈ker(πS)

IN,g

modulo terms of order O(e−aN), where IN,g is given by
(2.23)

IN,g =

∫
Ug

e−NΦN,g(ϕ)ρg(ϕ) dϕ, ΦN,g = i〈 γN/N, ϕ 〉 − log

(
kcS(τN + iϕ)

kcS(τN)

)
.

Note that, if we introduce the function

Φ(τ, ϕ) := i〈µcS(τ), ϕ 〉 − log

(
kcS(τ + iϕ)

kcS(τ)

)
on B × Ug, where B is a closed ball with center τ cS(xo), then we have ΦN,g(ϕ) =
Φ(τN , ϕ). From this expression, one can show that ‖ΦN,g‖Ck(Ug) is bounded from
above independently of N , where k is any integer greater than [m/2]+1. We take
a representative ϕg ∈ X of g ∈ ker(πS) and identify Ug with a neighborhood of
ϕg. Note that Re Φ(τ, ϕ) ≥ 0 and the equality holds for (τ, ϕ) ∈ B × Ug if and
only if ϕ = ϕg. Then, we see that ∇ΦN,g(ϕg) = 0. Furthermore, Re ΦN,g(ϕ) = 0
on Ug if and only if ϕ = ϕg. A direct computation shows eNΦN,g(ϕg) = 1 and
∇2ΦN,g(ϕg) = AcS(τN). Since τN tends to τ cS(xo) and since xo ∈ Int (P ), AcS(τN)
has inverse whose norm is bounded uniformly in N . Therefore, Theorem 2.13 is
applied and a direct computation shows Theorem 2.6.
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3 Asymptotics of multiplicities

in high tensor powers

In Section 2, we derived asymptotic formula for the lattice path counting function
PcN(γ) for general weight function c on the set S of steps. In this section, we
give an application of the formula in Theorem 2.11 to representation theory of
compact connected Lie groups.

3.1 Quick review of representation theory of
compact Lie groups

The representations we are going to consider is them for compact connected Lie
groups. For structure theory and representation theory of compact Lie groups, we
refer the readers to [3]. In the following we prepare and review some terminology
for representation theory of compact Lie groups. Let G be a compact connected
Lie group. For simplicity, we assume that G is semi-simple, that is, assume that
the center Z(G) of G is finite. Let T be a maximal torus in G and let g and
t be the Lie algebra of G and T , respectively. Let g∗ and t∗ be the dual space
of g and t, respectively. Since T is abelian and compact, the exponential map
exp : t→ T is a surjective homomorphism, and its kernel I = ker(exp) is a lattice
in t so that T = t/I. The dual lattice I∗ of I is called the weight lattice or
the lattice of integral forms. The Weyl group W is the quotient group N(T )/T
of the normalizer N(T ) of T by T , which is known to be a finite group. The
maximal torus T acts on the complexified Lie algebra gC = g⊗ C by the adjoint
representation Ad : G → GL(gC), and then gC is decomposed into irreducible
components of T -action as

gC = tC ⊕
⊕
α∈R

gα,

where, for each 0 6= α ∈ I∗, we set

gα = {x ∈ gC ; Ad (exp(ϕ))x = e2πi〈α,ϕ 〉x, ϕ ∈ t}.
The set R, called the root system, is defined by R = {α ∈ t∗ \ {0} ; gα 6= 0}.
The elements in R are called the roots. Since we have assumed that the group
G is semi-simple, we have span R(R) = t∗. Furthermore, there exists a basis
{α1, . . . , αm} ⊂ R of t∗ (m = dimT ) such that each α ∈ R can be represented as
a Z-linear combination of {α1, . . . , αm},

α =
m∑
j=1

nj(α)αj,

where nj(α) ≥ 0 for all j or nj(α) ≤ 0 for all j. Such a basis {α1, . . . , αm} ⊂ R is
called a system of simple roots. Let R+ = {α ∈ R ; nj(α) ≥ 0, j = 1, . . . ,m} and
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set R− = −R+. Then, it is well-known that R− ⊂ R and R = R+ ∪ R− (disjoint
union). The elements in R+ are called the positive roots. The Weyl group W is
finite and acts on t and t∗. We choose a W -invariant inner product on t which
is denoted 〈 ·, · 〉, and this inner product naturally induces a W -invariant inner
product on t∗ which we continue to write as 〈 ·, · 〉. A positive Weyl chamber,
denoted by C, is a cone in t∗ defined by

C = {ϕ ∈ t∗ ; 〈ϕ, α 〉 > 0, α ∈ R+}.
Then, the famous Weyl character formula states that there exists a bijection be-
tween C ∩ I∗ and the set of characters (restricted to the maximal torus T ) of
irreducible representations of G. Furthermore, for each λ ∈ C ∩ I∗, the corre-
sponding irreducible representation, denoted by Vλ, has the character χλ on T
given by

(3.1) χλ(t) =
A(λ+ ρ)(ϕ)

∆(ϕ)
, t = exp(ϕ) ∈ T, ϕ ∈ t,

where ρ is half the sum of the positive roots, ρ = 1
2

∑
α∈R+

α, and for α ∈ t∗, the
alternating sum A(α) is defined by

(3.2) A(α)(ϕ) =
∑
w∈W

sgn(w)e2πi〈wα,ϕ 〉, ϕ ∈ t,

where sgn(w) is the determinant of the transformation w : t → t. The function
∆(ϕ) is defined by ∆(ϕ) = A(ρ)(ϕ), which is called the Weyl denominator. Note
that, since W preserves the inner product on t, sgn(w) = ±1. The integral form
λ ∈ C ∩ I∗ is called the dominant weight of the irreducible representation Vλ.

3.2 Multiplicities in high tensor powers

Let Vλ be the irreducible representation of G with the dominant weight λ ∈ C∩I∗,
and let N be a positive integer. Then, the tensor product V ⊗Nλ is a representation
space of T , and hence one has a weight space decomposition

(3.3) V ⊗Nλ =
⊕
µ∈I∗

Vλ,N(µ), Vλ,N(µ) = {v ∈ V ⊗Nλ ; exp(ϕ)v = e2πi〈µ,ϕ 〉v, ϕ ∈ t}.

We set
mN(λ;µ) = dimC Vλ,N(µ), µ ∈ I∗,

and call mN(λ;µ) the multiplicity of the weight µ in V ⊗Nλ . The space V ⊗Nλ is also a
representation space of the compact Lie group G, and hence it can be decomposed
into irreducible summands,

V ⊗Nλ =
⊕

µ∈C∩I∗
aN(λ;µ)Vµ,
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where aN(λ;µ) ∈ Z+ is the number of times Vµ appears in V ⊗Nλ . We call aN(λ;µ)
the multiplicity of the irreducible representation Vµ in V ⊗Nλ . A natural problem
in this setting is whether or not one can find an effective formula for the multi-
plicities mN(λ;µ) or aN(λ;µ) in terms of N , λ and µ. For example, when N = 2,
Steinberg’s formula states that a2(λ;µ) can be written as

(3.4) a2(λ;µ) =
∑
v,w∈W

sgn(vw)p(v(λ+ ρ) + w(λ+ ρ)− (µ+ 2ρ)),

where p is Kostant’s partition function,

(3.5) p(λ) = ]

(nα|α ∈ R+) ; nα ∈ Z≥0, λ =
∑
α∈R+

nαα

 .

One can also use Steinberg’s formula repeatedly to represent aN(λ;µ) in terms of
Kostant’s partition function. However, this formula is an alternating sum and it
is easy to imagine that the result becomes quite complicated as N becomes large.
Hence it would not be so easy to estimate how large the multiplicity aN(λ;µ) is
from this formula for large N .

In the rest of this section, we give results on the asymptotics of the multi-
plicities mN(λ;µ) and aN(λ;µ) which is an application of Theorem 2.11. For any
λ ∈ C ∩ I∗, define Sλ = {µ ∈ I∗ ; m1(λ;µ) 6= 0}. Namely, Sλ is the set of weights
occurring in the irreducible representation Vλ. Let P (λ) denote the convex hull of
the orbit W · λ of the Weyl group through λ. Let Λ∗ be the lattice in t∗ spanned
by the root system R over Z, which is often called the root lattice. Define the
map µλ : t→ t∗ by

(3.6) µλ(x) =
1∑

ν∈Sλm1(λ; ν)e〈 ν,x 〉
∑
µ∈Sλ

m1(λ;µ)e〈µ,x 〉µ.

It is well-known that W · λ ⊂ Sλ ⊂ P (λ). Since each coefficient of µ ∈ Sλ
in the definition the map µλ is positive, the image of the map µλ is contained
in the (relative) interior Int (P (λ)) of the polytope P (λ). Furthermore, as for
the case of the map µcS defined by (2.12), it turns out that the map µλ is a
diffeomorphism from t onto Int (P (λ)) if the dominant weight λ is in the interior
C of the closed positive Weyl chamber C. (See below for this point.) Denote by
τλ : Int (P (λ))→ t the inverse of the map µλ.

Theorem 3.1. Let λ ∈ C ∩ I∗ and νo ∈ Sλ. Suppose that νo is in the interior of
the polytope P (λ). Take f ∈ Λ∗. Then, we have the following formula.

(3.7) mN(λ;Nνo + f) = (2πN)−m/2
|Z(G)|eNδλ(νo)−〈 f,τλ(νo) 〉√

detAλ(νo)
(1 +O(N−1)),
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where Z(G) is the center of G, and the function δλ on Int (P (λ)) and the positive
definite matrix Aλ(νo) is given by

δλ(x) = log

(∑
µ∈Sλ

m1(λ;µ)e〈µ,τλ(x) 〉
)
− 〈x, τλ(x) 〉, x ∈ Int (P (λ)),

Aλ(νo) =
∑
µ∈Sλ

m1(λ;µ)e〈µ,τλ(νo) 〉∑
ν∈Sλm1(λ; ν)e〈 ν,τλ(νo) 〉µ⊗ µ− νo ⊗ νo.

Note that we have some other asymptotic results for the multiplicitiesmN(λ;µ)
of weights in tensor power V ⊗Nλ . See [25]. By using Theorem 3.1, one can find the
following asymptotic result for the multiplicities of irreducible representations in
V ⊗Nλ .

Theorem 3.2. Let λ ∈ C ∩ I∗ and let νo ∈ C ∩ Sλ ∩ Int (P (λ)). Then, we have
the following formula.
(3.8)

aN(λ;Nνo) = (2πN)−m/2eNδλ(νo)

(
|Z(G)|∆(τλ(νo)/(2πi))e

−〈 ρ,τλ(νo) 〉√
detAλ(νo)

+O(N−1)

)
,

where the Weyl denominator ∆ is extended to the complexification t⊗ C.

Remark 3.3. By using the Weyl denominator formula, we have

∆(τλ(νo)/(2πi)) =
∏
α∈R+

(
e〈α,τλ(νo) 〉/2 − e−〈α,τλ(νo) 〉/2) .

So, for example, when τλ(νo) is in a wall of a Weyl chamber, that is, there is a
α ∈ R+ such that 〈α, τλ(νo) 〉 = 0, we have ∆(τλ(νo)/(2πi)) = 0, and hence the
leading term in the asymptotic formula (3.8) vanishes. In this case, the formula
(3.8) is not relevant to estimate the multiplicity aN(λ;Nνo).

Remark 3.4. Theorems 3.1 and 3.2 are formulas in large deviation. The local
central limit theorems for the multiplicities aN(λ;µ), mN(λ;µ) also hold true. See
[2], [25] for these formulas.

3.3 Multiplicities versus lattice path counting functions

In this subsection, we give a sketch of proof of Theorems 3.1 and 3.2. Indeed,
these are proved by using the asymptotic formula in Theorem 2.11 of lattice path
counting function PcN(γ). Let us explain how the lattice path counting function
comes into the discussion. To use the lattice path model, we need to specify the
vector space X, the lattice I, the finite set S in the dual lattice I∗ satisfying the
non-degeneracy condition (2.1) and the weight function c : S → R>0.
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In the representation theoretical setting, we take t for the vector space X and
the integer lattice ker(exp) for the lattice I. The finite set S is the set Sλ of
weights occurring in the fixed irreducible representation Vλ. We define the weight
function cλ on Sλ by setting cλ(µ) = m1(λ;µ). Then, we can consider the lattice
path counting function PλN = PcλN on I∗. To be precise, we need to check that Sλ
satisfies the condition (2.1) and to specify the lattice L(Sλ)

∗. Let {α1, . . . , αm} be
the system of simple roots which defines the fixed positive Weyl chamber C. We
identify t and t∗ by using the fixed W -invariant inner product. For any root α ∈ R,
define α∨ = 2

〈α,α 〉α ∈ t. The vector α∨ is called an inverse root (or co-root). It is

well-known that the set R∨ of all α∨, α ∈ R, is again a root system, but what we
need is the fact that R∨ is contained in the integer lattice I. From this and the
assumption that λ ∈ C ∩ I∗, that is λ is not in the wall of the chamber C, the
pairing 〈λ, α∨ 〉 is a positive integer for each α ∈ R+. The reflection sα : t∗ → t∗

with respect to α is given by

sα(x) = x− 〈x, α∨ 〉α, x ∈ t∗.

The reflection with respect to the simple roots αj (j = 1, . . . ,m) is denoted by
sj. Then, it is well-known that sj ∈ W (actually, sj’s generate W ) and the set of
weights Sλ in Vλ is invariant under the action of the Weyl group W . Since, λ ∈ Sλ
with m1(λ;λ) = 1, we see

αj =
1

〈λ, α∨j 〉
(λ− sj(λ)) ∈ span R{µ− ν ; µ, ν ∈ Sλ}.

This shows that Sλ satisfies the condition (2.1). Indeed, one can say more. It is
well-known that λ−jα is contained in Sλ for any positive root α and any integer j
with 0 ≤ j ≤ 〈λ, α∨ 〉 (see [14]). This shows that the lattice L(Sλ)

∗ coincides with
the root lattice Λ∗. Then, the finite group Z(Sλ), which is defined as the quotient
I∗/L(Sλ)

∗ ∼= L(Sλ)/I, is isomorphic to the quotient Λ/I, where Λ is the lattice
in t dual to Λ∗. The latter group Λ/I is known to be isomorphic to the center
Z(G). Thus, the lattice path counting function PλN(γ) satisfies the assumptions
made for Theorem 2.11, and hence we can apply it. But then the crucial fact is
that we have

(3.9) PλN(µ) = mN(λ;µ), µ ∈ I∗.

Indeed, in this case the function kλ := kcλSλ defined in (2.6) is given by

kλ(τ) =
∑
µ∈Sλ

m1(λ;µ)e〈µ,τ 〉, τ ∈ t,

which coincides with the character χλ(τ/(2πi)). Since χNλ is the character of the
representation V ⊗Nλ of G, (3.9) follows from (2.7) and (3.3). Hence, Theorem 3.1
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follows directly from Theorem 2.11. To prove Theorem 3.2, we just need to use
Theorem 3.1 with f = ρ−wρ, w ∈ W (these are indeed elements in L(S)∗ = Λ∗),
and the following identity;

(3.10) aN(λ;µ) =
∑
w∈W

sgn(w)mN(λ;µ+ ρ− wρ).

This formula is obtained in [10]. To prove this, we observe that the character χNλ
of V ⊗Nλ can be written as

(3.11) χNλ =
∑

µ∈C∩I∗
aN(λ;µ)χµ.

Then, multiplying this identity by the Weyl denominator ∆ and using the Weyl
character formula (3.1), we see

(3.12) ∆χNλ =
∑

µ∈C∩I∗, w∈W
sgn(w)aN(λ;µ)e2πiw(µ+ρ).

But, the weight decomposition (3.3) tells us that

(3.13) ∆χNλ =
∑

γ∈I∗, w∈W
sgn(w)mN(λ; γ)e2πi(γ+wρ).

In (3.12), note that, when µ ∈ C we have µ+ ρ ∈ C, and hence w(µ+ ρ) = µ+ ρ
if and only if w = 1. Thus, the coefficient of e2πi(µ+ρ) in (3.12) is aN(λ;µ) while
that in (3.13) is the right hand side of (3.10). From this, we conclude (3.10) and
hence Theorem 3.2.

4 Distribution laws for toric monomials

In the previous sections, we consider the lattice path counting function or mul-
tiplicities of group representations. In these topics, the limit N → ∞ can be
regarded as a kind of thermodynamic limit because N can be regarded as a ‘num-
ber of particles’. In turn, the problem we are going to address in this section is
in the semiclassical limit. Namely, we consider asymptotic behavior of sections of
a line bundle over a projective toric varieties.

4.1 Toric varieties from monomial embeddings

In this section, for simplicity, we set X = X∗ = Rm and I = I∗ = Zm. Let
S ⊂ Zm be a finite set and put s = ]S. As in the previous sections, we fix a
positive function c on S. Assume that the set S satisfies the following stronger
assumption than (2.1):

(4.1) span Z{α− β ; α, β ∈ S} = Zm.
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We denote the standard coordinates on Cs by ζ = (ζα)α∈S and the homogeneous
coordinates of points in the complex projective space CP s−1 of dimension s−1 by
[ζ] = [ζα]α∈S, ζ ∈ Cs \ {0}. Denote by TmC = (C∗)m a complex torus of dimension
m and consider the map

(4.2) ΦS : TmC → CP s−1, ΦS(t) = [c(α)1/2tα]α∈S,

where, for t = (t1, . . . , tm) ∈ TmC and α = (α1, . . . , αm) ∈ Zm, we set tα =
tα1
1 · · · tαmm . The condition (4.1) assures that the map ΦS is injective and is an

embedding, which we call a monomial embedding. Define

(4.3) OS = ΦS(TmC ), MS = OSZariski
,

where OSZariski
denotes the Zariski closure of OS, which means that MS is the

smallest algebraic variety containing OS. We call the projective variety MS a
toric variety. Usually, toric varieties are, by definition, algebraic varieties which is
irreducible, normal, and on which TmC acts algebraically with an open dense orbit.
Our varieties of the form MS admit these properties except the normality. The
structures and properties of the varieties of the form MS are described in [9] and
in the article by A. Cannas da Silva in [1]. In this section, we give a brief account
on these varieties. First, we give just one example. For other examples, see [1]
where one can find many examples and exercises.

Example 4.1. Let m = 1. Take a positive integer p. Set S = {0, 1, . . . , p}. Take
c ≡ 1. Then, the monomial embedding ΦS : C∗ → CP p is given by ΦS(t) = [1 :
t : t2 : · · · : tp]. Hence the variety MS coincides with the image of the Veronese
embedding V : CP 1 → CP p given by

V ([z1 : z2]) = [zp2 : z1z
p−1
2 : · · · : zp−1

1 z2 : zp1 ].

This shows that MS is isomorphic to CP 1.

We introduced the variety MS by using the positive function c on S. But, the
structure of MS does not depend on the choice of the function c. Indeed, let X
be the variety of the form MS obtained by letting c ≡ 1. Let C ∈ GL(s,C) be
the diagonal matrix whose components are given by c(α)1/2, α ∈ S. Then, we
have MS = CX. However, when the variety MS is smooth, the Kähler structure
on MS induced by the Fubini-Study form on CP s−1 depends on the choice of the
weight function c.

Thus, for simplicity, we set c ≡ 1 in the rest of this subsection. Let Zs
+ denotes

the set of lattice points in Rs whose components are all non-negative integers.
Then it is not hard to show that, the homogeneous ideal IS ⊂ C[Zs

+] defining the
variety MS, where C[Zs

+] denotes the algebra of polynomials in s-variables over
C, is generated by{

ζν − ζν′
∣∣∣∣∣ν, ν ′ ∈ Zs

+,
∑
α∈S

ναα =
∑
α∈S

ν ′αα,
∑
α

να =
∑
α

ν ′α

}
.
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To look closer at the ideal IS, we set A(S) := {(α, 1) ∈ Zm+1 ; α ∈ S}. Let SA(S)

denote the additive semigroup generated by A(S) and let C[SA(S)] the semigroup
algebra. As an algebra, C[SA(S)] has generators (z, w)(α,1) = zαw (α ∈ S), where
z and w are a complex m-variables and a complex variable, respectively. Let
π : Rs → Rm+1 be the linear map defined by π(x) =

∑
α xα(α, 1), x = (xα)α∈S,

and let π̂ : C[Zs
+]→ C[SA(S)] be a surjective homomorphism defined by

π̂(ζν) = z
P
α νααw

P
α να = (z, w)π(ν).

The following lemma is easy to prove and hence we omit the proof.

Lemma 4.2. We have ker(π̂) = IS. In particular, IS is a prime homogeneous
ideal and MS is irreducible. The homogeneous coordinate ring of MS is isomorphic
to the semigroup ring C[SA(S)].

Let φ : TmC → T sC be an injective homomorphism defined by φ(t) = (tα)α∈S.
Then, TmC acts on CP s−1 through the homomorphism φ and the monomial em-
bedding ΦS : TmC → CP s−1 is equivariant. Clearly, the image OS of ΦS is
an orbit of TmC -action on CP s−1. Furthermore, it is not hard to show that
OS = {[ζ] ∈ MS ; ζα 6= 0, α ∈ S}, and hence OS is open in MS. Thus, up
to the normality, the variety MS is toric.

In general, a projective variety X in CP s−1 is said to be normal if the local
ring op is integrally closed the function field of X for each p ∈ X (see [11]). For
each α ∈ S, let Uα ⊂ CP s−1 be the open set given by {ζα 6= 0}. We know that
Uα ∼= Cs−1 and {Uα}α∈S covers CP s−1. When X ⊂ CP s−1 is a projective variety,
each Uα ∩ X is an affine variety. Then, the normality of X is equivalent to the
condition that the affine coordinate ring of X ∩ Uα is integrally closed for each
α ∈ S. To describe the conditions for the normality of our variety MS, let us
prepare some more notation. We set P = ch (S), the convex hull of S. Then, the
set V(P ) of vertices of P is in S. For any p ∈ V(P ), let Sp ⊂ Zm be the semigroup
generated by {α− p ; α ∈ S}. Then, we have the following theorem.

Theorem 4.3. Suppose that the finite set S in Zm satisfies the condition (4.1).
Then, the following conditions are equivalent.

1. The projective variety MS defined by (4.3) is normal.

2. For all p ∈ V(P ), we have Sp = K(Sp)∩Zm, where K(Sp) denotes the cone
generated by Sp.

3. There exists a positive integer No such that for any integer N ≥ No, we have
S(N) = (NP ) ∩ Zm, where S(N) is defined in (2.2)

Note that the second condition in Theorem 4.3 comes from the fact that the
family of open sets {Up ∩MS}p∈V(P ) is an open covering. See [21, Lemma 13.10,
Theorem 13.11] for the proofs of this fact and Theorem 4.3.
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Remark 4.4. A projective variety X is said to be projectively normal if its homo-
geneous coordinate ring is integrally closed. For the toric variety MS constructed
above (with S satisfying (4.1)), the projective normality is equivalent to that we
have SA(S) = K(SA(S)) ∩ Zm+1. See [9], [21]. Furthermore, under the assumption
(4.1), one can show that this condition holds if and only if S(N) = (NP ) ∩ Zm

for any positive integer N . As we will see in the next section, if S = P ∩Zm with
the Delzant lattice polytope P , the corresponding toric variety MS is smooth and
normal. However, even in this case, it is not clear whether MS is projectively
normal or not. See [4], [19] for this issue.

4.2 Smooth projective toric varieties

We have constructed a toric variety MS from a finite set S ⊂ Zm satisfying the
condition (4.1) through the monomial embedding ΦS : TmC → CP s−1, s = ]S. Our
interest is in asymptotic analysis, and it would be reasonable to use smooth toric
variety. In this section, we consider such a variety. From now on, we assume that
our finite set S is of the form S = P ∩ Zm where P is a lattice polytope, which
means that each vertex of the polytope P lies in the lattice Zm. In this case, we
write ΦP , OP , MP instead of ΦS, OS, MS, respectively. Furthermore, we assume
that the polytope P is Delzant. Recall that a polytope P in Rm is said to be
Delzant if, for each vertex p of P , there exist exactly m edges emanating from p
and there exists a lattice basis {w1, . . . , wm} of Zm such that each edge emanating
from p lies on the half line {p + twj ; t ≥ 0} for some j. Then, the following fact
is well-known.

Proposition 4.5. The toric variety MS constructed above is smooth if S is of the
form S = P ∩ Zm with a Delzant lattice polytope P .

In [9], the corresponding fact is in Corollary 3.2, Chapter 5. There, the con-
ditions for MS to be smooth is described in a different fashion. However, one can
check that the Delzant condition implies these conditions. In the following we
give a sketch of proof of Proposition 4.5, which is similar to the proof of the fact
that the complex projective space is smooth.

Proof. Define the map µs : CP s → Rs by

µs([ζ]) =
∑
α∈S

|ζα|2∑
β∈S |ζβ|2

eα,

where eα (α ∈ S) is the standard basis of Rs. We then define the map µcP : MP →
Rm by the composition

(4.4) µcP : MP
ιP
↪→ CP s µs→ Rs p→ Rm,
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where the linear map p : Rs → Rm is defined as p(eα) = α, α ∈ S = P ∩Zm. Note
that the map µcP depends on the choice of the weight function c on S = P ∩ Zm.
The map µcP is continuous in the usual topology on MS and its image coincides
with the Delzant polytope P . It is not so hard to show that µcP (MP \ OP ) = ∂P ,
where OP = ΦS(TmC ) is the image of the monomial embedding ΦS : TmC → CP s−1.
(To prove this, one will need to use the fact that OP is dense in MP in the usual
topology. See [17] for this fact.) Furthermore, one can show that the following
holds.

1. For each face f of P , we have (µcP )−1(f) = {[ζ] ∈MP ; ζα = 0, α ∈ S \ f}.
2. For each face f , we have (µcP )−1(rif) = {[ζ] ∈ (µcP )−1(f) ; ζα 6= 0, α ∈ S∩f},

where rif is the relative interior of f in the affine hull of f .

3. For each face f , (µcP )−1(rif) is a TmC -orbit.

4. For each vertex p ∈ V(P ), the open set Up ∩MP = {[ζ] ∈ MP ; ζp 6= 0} is
given by

(4.5) Up ∩MP =
⋃

f : face of P, p∈f
(µcP )−1(rif).

(The correspondence between the open faces of P and the TmC -orbit in MP is
proved in [9]. But, one can show the above facts in an elementary method
similar to the proof of Lemma 3.10 in [24]. Note that the above facts hold
for general finite set S satisfying (4.1).) From these facts, the decomposition

MP =
⋃

f :face ofP

(µcP )−1(rif) gives the orbit decomposition of the TmC -action on MP .

Now, fix a vertex p of P . Since P is Delzant, there exists a lattice basis {vj}mj=1

of Zm such that each edge emanating from p lies in a half line {p + tvj ; t ≥ 0}.
Define a matrix Γp with integer components by the formula Γpvj = ej (j =
1, . . . ,m) where {ej}mj=1 is the standard basis of Zm. Since {vj} is a lattice basis,
the determinant of Γp is ±1. Then, we define a map

(4.6) φp : Cm → Up ∩MP , φp(w) = [wΓp(α−p)]α∈S.

Note that φp is well-defined because Γp(α− p) ∈ Zm
+ . (This follows from the fact

that each α − p can be written as a linear combination of vj with coefficients in
Z+.) Define

ψp : Up ∩MP → Cm, ψp([ζα]α∈S) =

(
ζα1

ζp
, . . . ,

ζαm
ζp

)
,

where αj ∈ S is characterized by vj = αj − p. Let us show that φ−1
p = ψp. It

is easy to show that ψp◦φp(w) = w for w ∈ Cm. To prove φp◦ψp([ζ]) = [ζ] for
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[ζ] ∈ Up ∩MP , we need to use the structure of the orbit decomposition described
above. We set α − p =

∑m
j=1 cj(α)vj with cj(α) ∈ Z+. We fix [ζα]α∈S ∈ Up ∩MP

and put

λα =

(
ζα1

ζp

)c1(α)

· · ·
(
ζαm
ζp

)cm(α)

, α ∈ S = P ∩ Zm.

Then, we must show that [ζα]α∈S = [λα]α∈S. There are m facets (faces of codi-
mension 1) of P containing the vertex p, which we denote by F1, . . . , Fm, where
Fj is characterized by αj 6∈ Fj (j = 1, . . . ,m). For any I ⊂ {1, . . . ,m}, we set

fI =
⋂
j∈I

Fj,

which is a face of P containing p. All the faces containing p are of the form fI
for some I ⊂ {1, . . . ,m}. By (4.5), there is a unique I ⊂ {1, . . . ,m} such that
[ζα]α∈S ∈ (µcP )−1(rifI). By the fact that (µcP )−1(rifI) is a TmC -orbit, there exist
c ∈ C∗ and z ∈ TmC such that ζα = czα (α ∈ S ∩ fI), ζα = 0 (α ∈ S \ fI). Note
that αj 6∈ fI if and only if j ∈ I. From this one can show that α ∈ S \ fI if and
only if cj(α) 6= 0 for some j ∈ I. Thus, we have λα = 0 for α ∈ S \ fI . Since
ζαj = czαj for j 6∈ I, we have, for α ∈ S ∩ fI ,

λα =
∏
j 6∈I

(
ζαj
ζp

)cj(α)

=
∏
j 6∈I

(zαj−p)cj(α) = zα = c−1ζα,

which shows [λα]α = [ζα]α∈S. Therefore, we have ψp = φ−1
p , and hence φp is

a homeomorphism. Now, it is not so hard to show, by a direct computation
with the orbit decomposition described above, that the coordinate change φ−1

q ◦φp
(p, q ∈ V(P )) is holomorphic.

4.3 Toric monomials

In the rest of this section, let P be a Delzant lattice polytope and let S = P ∩Zm.
Then, we have a compact complex submanifold MP := MS in CP s−1. Denote the
inclusion of MP into CP s−1 by ιP : MP ↪→ CP s−1. Let ωFS be the Fubini-Study
Kähler form on CP s−1. Then, the 2-form ωcP = ι∗PωFS is a Kähler form on MP .
The 2-form ωcP is integral in the sense that there exists a line bundle LcP over
MP such that c1(LcP ) = [ωcP ] in (the image of) H2(MP ,Z). Indeed, let O(1) →
CP s−1 denote the hyperplane section bundle. The bundle O(1) is the dual to the
tautological line bundle over CP s−1. Then, the pull-back LcP = ι∗PO(1) → MP

has this property.
Our toric variety MP is smooth and hence is normal as a projective variety.

(Normality is checked by the second condition in Theorem 4.3 and the Delzant
condition.) Thus, it is equivariantly equivalent to a toric variety constructed from
a fan. The fan corresponding to MP is the ‘normal fan’ of the Delzant polytope
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P ([9]). We do not need to use the fan in this paper, and hence we omit the
description of MP in terms of the fan. However, we mention that we can use
the theory of toric variety constructed from the fan, as described in [7], [20]. For
example, the space of global holomorphic sections H0(MP , (L

c
P )⊗N) of the N -

th tensor power of the line bundle LcP is decomposed into weight spaces for the
TmC -action as

H0(MP , (L
c
P )⊗N) =

⊕
α∈(NP )∩Zm

CχNα (N ≥ 1),

where χNα is a weight vector with weight α. The sections χNα are just monomials
on the open orbit OP ∼= TmC . We call these sections toric monomials. Our purpose
is to investigate various asymptotic formulas for sections in H0(MP , (L

c
P )⊗N) as

N →∞. So, it is useful to describe concretely the sections χNα (α ∈ (NP ) ∩ Zm)
for every sufficiently large N . Since our variety MP is normal, there exists a
positive integer No such that we have

(4.7) H0(MP , (L
c
P )⊗N) = ι∗PH

0(CP s−1,O(N))

for every N ≥ No. (One can also use the third condition in Theorem 4.3 to prove
(4.7).) Recall that the holomorphic sections of O(N) → CP s−1 are regarded as
homogeneous polynomials in Cs of degree N . In particular, for N = 1, define
λα ∈ (Cs)∗ (α ∈ S = P ∩ Zm) as the coordinate functions on Cs. Then, the set
{λα}α∈S gives a basis of H0(CP s−1,O(1)). Hence, the sections

χα = c(α)−1/2ι∗Pλα ∈ H0(MP , L
c
P ), α ∈ S,

form a basis of H0(MP , L
c
P ). For N ≥ No, we set

χNα = χβ1 ⊗ · · · ⊗ χβN , α = β1 + · · ·+ βN ∈ (NP ) ∩ Zm, βj ∈ S.
This does not depend on the choice of β1, . . . , βN for fixed α ∈ (NP )∩Zm. Then
the toric monomials χNα , α ∈ (NP ) ∩ Zm form a basis of H0(MP , (L

c
P )⊗N). It is

proved by a direct computation that the basis {χNα ; α ∈ (NP ) ∩ Zm} forms an
orthogonal basis with respect to the inner product

〈 s, t 〉 =

∫
MP

hNP (s(z), t(z)) (ωcP )m/m!,

where hNP is the Hermitian metric on (LcP )⊗N induced from the Fubini-Study
Hermitian metric on O(1). Thus, we normalize each χNα as

ϕNα =
1

‖χNα ‖
χNα , α ∈ (NP ) ∩ Zm

to form an orthonormal basis {ϕNα ; α ∈ (NP ) ∩ Zm} of H0(MP , (L
c
P )⊗N). Then,

our problem is to investigate asymptotic behavior of |ϕNα (z)|2P = hNP (ϕNα (z), ϕNα (z)).
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Remark that the map µcP : MP → P ⊂ Rm defined by (4.4) is the moment map
for symplectic action of the real torus Tm on the symplectic manifold (MP , ω

c
P ).

The moment map µcP is (by definition) invariant under Tm-action and, when it is
restricted to the open orbit OP := OS (S = P ∩Zm), the map µcP : OP → Int (P )
defines, by using the coordinate z = eτ/2+iϕ (τ, ϕ ∈ Rm) on OP , the map Rm →
Int (P ) denoted also by µcP . The map µcP is given explicitly by

(4.8) µcP (τ) =
∑
α∈S

c(α)e〈α,τ 〉∑
β∈S c(β)e〈β,τ 〉

α, τ ∈ Rm.

The map (4.8) is the same as that defined in (2.12). Then, we have its potential
function kcP on Rm defined in (2.6). The function kcP defines a function on the open
orbit OP , which is also denoted by kcP , by kcP (ΦS(z)) = kcS(τ), z = eτ/2+iϕ ∈ TmC ,
τ, ϕ ∈ Rm. An important fact is that the function kcP so defined is a Kähler
potential of ωcP on OP . Indeed one can check directly that

ωcP =

√−1

2π
∂∂ log kcP .

From this, the volume form dvol = (ωcP )m/m! is given, on the open orbit OP , by

(4.9) dvol =
1

(2π)m
detAcP (τ) dτdϕ,

where AcP (τ) = ∇2 log kcP (τ) is a positive definite symmetric matrix.

4.4 Asymptotic behavior of toric monomials

There are various aspects of asymptotic behavior of |ϕNα (z)|2P . In this subsection,
we give some of asymptotic results for this functions. The results in this subsection
can be found in [22]. Among results in [22], the most typical result is the following.
To state the theorem, let us prepare some notation. As mentioned in Section 2, the
map µcP : Rm → Int (P ) defined in (4.4), (4.8) is a diffeomorphism. We denote its
inverse map by τ cP : Int (P )→ Rm. Denote by δcP the function on Int (P ) defined
by the formula (2.13). Then, we define the function bcP on Int (P )× Int (P ) by

(4.10) bcP (x, y) = δcP (y)− δcP (x) + 〈 y − x, τ cP (y) 〉.
For simplicity of notation, we set

(4.11) c(P, x) :=
1√

detAcP (τ cP (x))
, x ∈ Int (P ).

Theorem 4.6. Let Dα(t) denote the distribution function of the the push-forward
measure (|ϕNα (z)|2P )∗dvol on the real line, which is defined explicitly by

(4.12) Dα(t) := vol
(
z ∈MP ; |ϕNα (z)|2P > t

)
.

Suppose that the sequence of lattice points αN ∈ (NP )∩Zm satisfies αN = Nxo +
O(1) with a point xo in Int (P ).
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1. For t > 0, we have

(4.13) DαN (t) ∼ (πm)m/2

c(P, xo)Γ(m/2 + 1)

(
logN

N

)m/2
.

2. For 0 < t < c(P, xo), we have

lim
N→∞

(
N

2π

)m/2
DαN

((
N

2π

)m/2
t

)

=
1

c(P, xo)Γ(m/2 + 1)

(
log

(
c(P, xo)

t

))m/2
.

(4.14)

3. For t > 0, we have

(4.15) lim
N→∞

DαN (e−Nt) = vol(x ∈ Int (P ) ; bcP (xo, x) < t),

where vol denotes the Euclidean volume.

Remark 4.7. The formula (4.14) is also proved in [5]. The Kähler structure used
in [5] is the one naturally induced from the standard Kähler form on Cd (d is the
number of facets of P ) through the GIT description of the toric manifold MP .

Before giving a sketch of proof, we give an explanation on Theorem 4.6. For
simplicity, consider the case where αN = Nα with α ∈ Int (P )∩Zm. The sections
ϕNNα are expected to concentrate on the fiber (µcP )−1(α) of the moment map µcP :
MP → P . (Indeed, one can show that the measure |ϕNNα|2P dvol tends weakly to
the uniform measure on the fiber (µcP )−1(α) ∼= Tm.) Since the function |ϕNNα|2P is
invariant under the action of the real torus Tm, and sinceMP/T

m is homeomorphic
to P , this function induces a function on the polytope P . So, suppose that the
function |ϕNNα|2P is like a Gaussian bump around α. Consider its sub-level sets,
LN(t) = {|ϕNNα|2P ≥ t} in Int (P ). When t is a fixed positive constant, which is the
case of the formula (4.13), since the Gaussian bump becomes quite sharp around
α as N tends to infinity, the volume of the sub-level set LN(t) becomes small as
N → ∞, and how small it becomes does not depend on the constant t because
the corresponding measure finally converges to the Dirac delta at α. This is the
formula (4.13). Thus, to find a correct limit of DNα(t), we need to rescale the
constant t so that t = tN depends on N . The formula (4.14) gives the correct
rescaling when t = tN becomes large as N → ∞. In this case, since the level
sets become upper and upper as N tends to infinity, the rescaling in (4.14) gives
the information around the center of the concentration. The formula (4.14) shows
that the way of concentration is rather universal, because it does not depend much
on the geometry of MP . In turn, in the formula (4.15), the rescaling t = tN is
made by e−Nt which decays as N tends to infinity. This means that the level sets
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become lower and lower as N tends to the infinity. In this rescale, the distribution
function can grasp the information about the tale of the bump, and the formula
(4.15) shows that the tale of the bump contains much geometric information, and
such information is contained in the function bcP (α, ·).
Remark 4.8. We have explained Theorem 4.6 by supposing that the function
|ϕNNα|2P looks like Gaussian. Indeed this is seen by the pointwise asymptotics of
this function (see Theorem 4.9 below). However, one could accept this exposition
by the following fact. Suppose we are given a Gaussian function

g(u) =
e−〈Au,u 〉/2√

detA
, u ∈ Rm

on Rm with the measure

dνA =
detA

(2π)m/2
du

so that

∫
Rm

g(u) dνA(u) = 1. Then, a direct computation tells us that the distri-

bution function is given by

νA(u ∈ Rm ; g(u) > t) =
1

cAΓ(m/2 + 1)

(
log
(cA
t

))m/2
for 0 < t ≤ cA with the constant cA = 1/

√
detA. Therefore, one can say that the

rescaled distributions in (4.14) for the toric monomials have a universal Gaussian
form around the center of the localization.

4.5 Inverting a moment problem

Among various asymptotic formulas in Theorem 4.6, we give a sketch of proof of
the formula (4.14). The formula (4.14) is one of consequences of the following
theorem about pointwise asymptotic behavior of |ϕNαN (z)|2P .

Theorem 4.9. Let αN ∈ (NP ) ∩ Zm be a sequence of lattice points in NP such
that αN = Nxo +O(1) with a point xo ∈ Int (P ). Then, we have

|ϕNαN (z)|2P =

c(P, xo)

(
N

2π

)m/2
e−N [bcP (xo,x)+〈xo−αN/N,τcP (x)−τcP (xo) 〉](1 +O(N−1)),

(4.16)

where we write z = eτ
c
P (x)/2+iϕ with x ∈ Int (P ). This holds uniformly in z ∈

TmC
∼= OP .

Remark 4.10. A special boundary case where αN = Nα with α ∈ ∂P∩Zm is also
handled in [22] by using the local coordinates on Up ∩MP (p ∈ V(P )) described
in the proof of Proposition 4.5. In [23], general boundary case is analyzed.
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Indeed, taking k-th power of the formula (4.16) in Theorem 4.9, combined with
a technical estimate, shows the following asymptotic formula for the L2k-norms.

Theorem 4.11. Suppose that the sequence αN ∈ (NP )∩Zm of lattice points and
a point xo ∈ Int (P ) satisfy the condition in Theorem 4.6. Then, for the L2k-norm
‖ϕNαN‖2k of the section ϕNαN has the following asymptotic behavior;

(4.17) ‖ϕNαN‖2k
2k =

c(P, xo)
k−1

km/2

(
N

2π

)(k−1)m/2

(1 +Ok(N
−1)),

where Ok means that the estimate O(N−1) depends on k.

Let us explain how one can deduce the formula (4.14) from Theorem 4.11. To
take the rescaling in the formula (4.14) into account, let us introduce the measure
dvN and the function fN on MP defined by

dvN =

(
N

2π

)m/2
dvolP , fN(z) =

(
N

2π

)−m/4
|ϕαN (z)|P ,

so that ‖fN‖L2(dvN ) = 1. According to the formula (4.17), we have

(4.18) ‖fN‖2k
L2k(dvN ) =

c(P, xo)
k−1

km/2
(1 +Ok(N

−1)).

Consider the push-forward measure |fN |2∗dvN . By using the pointwise asymptotic
formula (4.16), one can show that

(4.19) lim
N→∞

‖fN‖2
∞ = c(P, xo),

and hence the support of the push-forward measures |fN |2∗dvN are contained in
a bounded set in [0,+∞) independent of N . The distribution function FN(t) :=
(|fN |2∗dvN)([t,+∞)) of the measure |fN |2∗dvN is given by the rescaled distribution
function, FN(t) = ( N

2π
)m/2DαN (( N

2π
)m/2t), in the formula (4.14). The limit of the

k-th moment as N →∞ of the measure |fN |2∗dvN is given by
(4.20)∫

R
xk d(|fN |2∗dvN)(x) = ‖fN‖2k

L2k(dvN ) =
c(P, x)k−1

km/2
(1 +Ok(N

−1))→ c(P, x)k−1

km/2
.

Now, we note that the measure

dρN(x) = x d(|fN |2∗dvN)(x)

on the real line is a probability measure supported in a bounded interval in [0,+∞)
independent of N . Then, if the sequence of probability measures dρN tend weakly
to a probability measure, say dρ, the limit measure dρ would be supported on
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[0, c(P, x)] by (4.19), and the distribution function FN(t) would have a limit be-
cause

FN(t) =

∫
χ(t,+∞)(x) d(|fN |2∗dvN)(x) =

∫
1

x
χ(t,+∞)(x) dρN(x)

→
∫

1

x
χ(t,+∞)(x) dρ(x),

where χ(t,+∞) is the characteristic function of the interval (t,+∞). Furthermore,
by (4.20), we must have∫

xk dρ(x) = lim
N→∞

∫
xkdρN(x) =

c(P, x)k

(k + 1)m/2
.

So, we arrive at a moment problem, that is, to find a probability measure dρ whose

k-th moment is given by c(P,x)k

(k+1)m/2
. For this, we have the following lemma.

Lemma 4.12. Let ρ be a compactly supported probability measure on R. Suppose
that there exists a positive integer h and a positive number c such that, for any
non-negative integer k, ∫

xk dρ(x) =
ck

(k + 1)h/2
.

Then, we have

dρ(x) =
1

cΓ(h/2)
χ(0,c)(x)

(
log
( c
x

))h/2−1

.

See [22, Lemma 4.1] for the proof of Lemma 4.12. From (4.20) and Lemma
4.12, it is not hard to show the formula (4.14). Therefore, what we need is to
prove Theorem 4.9.

4.6 Pointwise asymptotic formula

In this subsection, we give a sketch of proof of Theorem 4.9. Since the formula 4.16
is a local estimate on OP ∼= TmC , we use the local coordinates z = eτ/2+iϕ, τ, ϕ ∈
Rm, on TmC . By definition of the Fubini-Study Hermitian metric on (LcP )⊗N =
ι∗PO(N), the modulus square of the monomial χNαN can be written as

|χNαN (z)|2P = e−N [log kcP (τ)−〈 τ,αN/N 〉], z = eτ/2+iϕ.

Hence to consider the pointwise behavior of ϕNαN = 1
‖χNαN ‖

χNαN , it is enough to

consider behavior of the L2-norm ‖χNαN‖. By (4.9), we have

(4.21) ‖χNαN‖2 =

∫
Rm

e−N [log kcP (τ)−〈 τ,αN/N 〉] detAP (τ) dτ.
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The critical point of the function log kcP (τ)−〈 τ, αN/N 〉 is given by µcP (τ) = αN/N ,
that is τ = τ cP (αN/N), which depends on the parameter N . So, we discuss as
follows. We note that, in (4.21), the function detAP (τ) is a positive integrable
function on Rm by (4.9) and the fact that the open orbit OP is dense in MP . Since
αN/N = xo + O(N−1), we can choose an open ball U in Int (P ) around xo such
that U ⊂ Int (P ) and αN/N ∈ U for every sufficiently large N . As in [22, Lemma
3.3], there exist positive constants R, c such that log kcP (τ)−〈 τ, x 〉 ≥ c|τ | for any
(x, τ) ∈ U × Rm, |τ | ≥ R. We may choose R > 0 so that |τ cP (αN/N)| < R for
every sufficiently large N . Thus, the integral in (4.21) equals

(4.22)

∫
Rm

e−N [log kcP (τ)−〈 τ,αN/N 〉]g(τ) detAP (τ) dτ

modulo a term of order O(e−cRN), where we inserted a cut-off function 0 ≤ g(τ) ≤
1 satisfying g(τ) = 1 for |τ | ≤ 2R. Changing the integral variable τ = τ cP (x), the
integral in (4.22) is written in the form

(4.23) e−Nδ
c
P (xo)

∫
Int (P )

e−Nb
c
P (xo,x)RN(xo, x)g(τ cP (x)) dx,

where the function bcP (xo, x) is defined in (4.10) and the function RN(xo, x) is given
by RN(xo, x) = e〈αN−Nxo,τ

c
P (x) 〉. Since αN = Nxo +O(1), derivatives of RN(xo, x)

of any order are bounded by constants on the support of g(τ cP (x)). For fixed
xo ∈ Int (P ), it is easy to show that the function bcP (xo, x) has unique critical point
at x = xo with Hessian AcP (τ cP (xo)). Since bcP (xo, xo) = 0, a standard argument
involving the Morse lemma and the Fourier transform of Gaussian functions as in
Section 2 shows
(4.24)

‖χNαN‖2 =

(
N

2π

)−m/2√
detAcP (τ cP (xo))e

−N [δcP (xo)+〈xo−αN/N,τcP (xo) 〉](1 +O(N−1)).

From this and a direct computation, one conclude (4.16).
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[9] I. M. Gelfand, M. M. Kapranov and A. V. Zelevinsky, Discriminants, Resul-
tants and Multidimensional Determinants, Birkhäuser Boston, Boston, 1994.
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Berezin-Toeplitz quantization for compact Kähler manifolds.

An introduction

by Martin Schlichenmaier

Abstract

The Berezin-Toeplitz operator and Berezin-Toeplitz deformation quan-
tization schemes give quantization methods adapted to a Kähler structure
on a manifold to be quantized. Here we present an introduction both to
the definitions of its basic objects and to the results.

1 Introduction

For quantizable Kähler manifolds the Berezin - Toeplitz (BT) quantization scheme,
both the operator quantization and the deformation quantization, supplies canoni-
cally defined quantizations. What makes the Berezin-Toeplitz quantization scheme
so attractive is that it does not depend on further choices and that it does not
only produce a formal deformation quantization, but one which is deeply related
to some operator calculus.

Some time ago, in joint work with Martin Bordemann and Eckhard Mein-
renken, the author showed that for compact Kähler manifolds it is a well-defined
quantization scheme with correct semi-classical limit [14]. From the point of view
of classical mechanics compact Kähler manifolds appear as phase space manifolds
of restricted systems or of reduced systems. A typical example of its appearance
is given by the spherical pendulum which after reduction has as phase-space the
complex projective space.

Very recently, inspired by fruitful applications of the basic techniques of the
Berezin-Toeplitz scheme beyond the quantization of classical systems, the inter-
est in it revived considerably. For example these techniques show up in non-
commutative geometry. More precisely, they appear in the approach to non-
commutative geometry using fuzzy manifolds. The quantum spaces of the Berezin-
Toeplitz quantization of level m, defined in Section 3 further down, are finite-
dimensional in the compact case and the quantum operator of level m constitute
finite-dimensional non-commutative matrix algebras. This is the arena of non-
commutative fuzzy manifolds and gauge theories over them. The classical limit,
the commutative manifold, is obtained as limit m→∞.
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Another appearance of Berezin-Toeplitz quantization techniques as basic in-
gredients is in the pioneering work of Jørgen Andersen on the mapping class group
(MCG) of surfaces in the context of Topological Quantum Field Theory (TQFT).
Andersen gave also a lecture course at the school on his achievements. Beside
other results, he was able to proof the asymptotic faithfulness of the mapping
class group action on the space of covariantly constant sections of the Verlinde
bundle with respect to the Axelrod-Witten-de la Pietra and Witten connection
[3, 4], see also [51]. Furthermore, he showed that the MCG does not have Kazh-
dan’s property T . Roughly speaking, a group has property T says that the identity
representation is isolated in the space of all unitary representations of the group
[5]. In these applications the manifolds to be quantized are the moduli spaces of
certain flat connections on Riemann surfaces or, equivalently, the moduli space of
stable algebraic vector bundles over smooth projective curves. Here further excit-
ing research is going on, in particular, in the realm of TQFT and the construction
of modular functors [6], [7, 8].

In general quite often moduli spaces come with a natural quantizable Kähler
structure. Hence, it is not surprising that the Berezin-Toeplitz quantization
scheme is of importance in moduli space problems. Non-commutative deforma-
tions, and a quantization is a non-commutative deformation, yield also infor-
mations about the commutative situation. These aspects clearly need further
investigations.

It was the goal of the lecture course and it is the goal of this write-up to
present a short introduction to the basic definitions and results on Berezin-Toeplitz
quantization (both operator and deformation quantization) without proofs and
too many details. The language presented was used in other lectures at the school
and talks at the conference. The author hopes that it will be equally useful to
the reader who aims to get a quick introduction to this exciting field. For a
more detailed review, see [53]. There an extended list of references to the original
literature and to reviews of other people concentrating on different aspects of the
theory can be found, e.g. see [2], [54].

2 The geometric set-up

2.1 Quantizable Kähler manifolds

We will only consider phase-space manifolds which carry the structure of a Kähler
manifold (M,ω). Recall that in this case M is a complex manifold (let us say of
complex dimension n) and ω, the Kähler form, is a non-degenerate closed positive
(1, 1)-form. This means that the Kähler form ω can be written with respect to
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local holomorphic coordinates {zi}i=1,...,n as

(2.1) ω = i
n∑

i,j=1

gij(z)dzi ∧ dz̄j,

with local functions gij(z) such that the matrix (gij(z))i,j=1,...,n is hermitian and
positive definite.

Denote by C∞(M) the algebra of complex-valued (arbitrary often) differen-
tiable functions with point-wise multiplication as associative product. A sym-
plectic form on a differentiable manifold is a closed non-degenerate 2-form. In
particular, we can consider our Kähler form ω as a symplectic form.

For a symplectic manifold M we can introduce on C∞(M) a Lie algebra struc-
ture, the Poisson bracket {., .}, in the following way. First we a assign to every
f ∈ C∞(M) its Hamiltonian vector field Xf , and then to every pair of functions
f and g the Poisson bracket {., .} via

(2.2) ω(Xf , ·) = df(·), { f, g } := ω(Xf , Xg) .

This defines a Lie algebra structure in C∞(M). Moreover, we obtain the Leibniz
rule

{fg, h} = f{g, h}+ {f, h}g, ∀f, g, h ∈ C∞(M).

Such a compatible structure is called a Poisson algebra.

The next step in the geometric set-up is the choice of a quantum line bundle.
A quantum line bundle for a given symplectic manifold (M,ω) is a triple (L, h,∇),
where L is a complex line bundle, h a Hermitian metric on L, and ∇ a connection
compatible with the metric h such that the (pre)quantum condition

(2.3)
curvL,∇(X, Y ) := ∇X∇Y −∇Y∇X −∇[X,Y ] = − iω(X, Y ),

resp. curvL,∇ = − iω

is fulfilled. A symplectic manifold is called quantizable if there exists a quantum
line bundle.

In the situation of Kähler manifolds we require for a quantum line bundle that
it is holomorphic and that the connection is compatible both with the metric h
and the complex structure of the bundle. In fact, by this requirement ∇ will be
uniquely fixed. If we choose local holomorphic coordinates on the manifold and
and a local holomorphic frame of the bundle the metric h will be represented by a
function ĥ. In this case the curvature of the bundle can be given by ∂∂ log ĥ and
the quantum condition reads as

(2.4) i ∂∂ log ĥ = ω .
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2.2 Examples

(a) Of course, Cn is a Kähler manifold with Kähler form

(2.5) ω = i
n∑
k=1

dzk ∧ dzk .

The Poisson bracket writes as

(2.6) {f, g} = i
n∑
k=1

(
∂f

∂zk
· ∂g
∂zk
− ∂f

∂zk

∂g

∂zk

)
.

The quantum line bundle is the trivial line bundle with hermitian metric fixed by
the function ĥ(z) = exp(−∑−k zkzk).
(b) The Riemann sphere is the complex projective line P1(C) = C ∪ {∞} ∼=
S2. With respect to the quasi-global coordinate z the form can be given as

(2.7) ω =
i

(1 + zz)2
dz ∧ dz .

For the Poisson bracket one obtains

(2.8) {f, g} = i (1 + zz)2

(
∂f

∂z
· ∂g
∂z
− ∂f

∂z

∂g

∂z

)
.

Recall that the points in P1(C) correspond to lines in C2 passing through the
origin. If we assign to every point in P1(C) the line it represents we obtain
a holomorphic line bundle, called the tautological line bundle. The hyper plane
section bundle is dual to the tautological bundle. It turns out that it is a quantum
line bundle. Hence P1(C) is quantizable.

(c) The above example generalizes to the n-dimensional complex projective
space Pn(C). The Kähler form is given by the Fubini-Study form

(2.9) ωFS := i
(1 + |w|2)

∑n
i=1 dwi ∧ dwi −

∑n
i,j=1wiwjdwi ∧ dwj

(1 + |w|2)2 .

The coordinates wj, j = 1, . . . , n are affine coordinates wj = zj/z0 on the affine
chart U0 := {(z0 : z1 : · · · : zn) | z0 6= 0}. Again, Pn(C) is quantizable with the
hyper plane section bundle as quantum line bundle.

(d) The (complex-) one-dimensional torus can be given as M = C/Γτ where
Γτ := {n+mτ | n,m ∈ Z} is a lattice with τ ∈ C, Im τ > 0. As Kähler form we
take

(2.10) ω =
i π

Im τ
dz ∧ dz ,
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with respect to the coordinate z on the covering space C. Clearly, this form
is invariant under the lattice Γτ and hence well-defined on M . For the Poisson
bracket one obtains

(2.11) {f, g} = i
Im τ

π

(
∂f

∂z
· ∂g
∂z
− ∂f

∂z

∂g

∂z

)
.

The corresponding quantum line bundle is the theta line bundle of degree 1,
i.e. the bundle whose global sections are scalar multiples of the Riemann theta
function.

(e) The unit disc

(2.12) D := {z ∈ C | |z| < 1}

is a (non-compact) Kähler manifold. The Kähler form is given by

(2.13) ω =
2 i

(1− zz)2
dz ∧ dz .

For every compact Riemann surface M of genus g ≥ 2 the unit disc D is the
universal covering space and M can be given as a quotient of D by a Fuchsian
subgroup of SU(1, 1), whose elements act by fractional linear transformations.

Recall for R =

(
a b

b a

)
with |a|2 − |b|2 = 1 (as an element of SU(1, 1)) the

fractional linear transformation is given as

(2.14) z 7→ R(z) :=
az + b

bz + a
.

The Kähler form (2.13) is invariant under fractional linear transformations. Hence,
it defines a Kähler form on M . The quantum bundle is the canonical bundle,
i.e. the bundle whose local sections are the holomorphic differentials. Its global
sections can be identified with automorphic forms of weight 2 with respect to the
Fuchsian group.

2.3 Conditions for being quantizable

The above examples might create the wrong impression that every Kähler manifold
is quantizable. This is not the case. Above we introduced one-dimension tori.
Higher dimensional tori can be given as Kähler manifold in a completely analogous
manner as quotients Cn/L were L is a 2n−dimensional lattice. But only those
higher dimensional complex tori are quantizable which are abelian varieties, i.e.
which admit enough theta functions. It is well-known that for n ≥ 2 a generic
torus will not be an abelian variety.
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In the language of differential geometry a line bundle is called a positive line
bundle if its curvature form (up to a factor of 1/i) is a positive form. As the
Kähler form is positive the quantum condition (2.3) yields that a quantum line
bundle L is a positive line bundle.

Now let M is a quantizable compact Kähler manifold with quantum line
bundle L. Kodaira’s embedding theorem says that L is ample, i.e. that there
exists a certain tensor power Lm0 of L such that the global holomorphic sections
of Lm0 can be used to embed the phase space manifold M into a projective space
of suitable dimension.

The embedding is defined as follows. Let Γhol(M,Lm0) be the vector space
of global holomorphic sections of the bundle Lm0 . Fix a basis s0, s1, . . . , sN . We
choose local holomorphic coordinates z for M and a local holomorphic frame e(z)
for the bundle L. After these choices the basis elements can be uniquely described
by local holomorphic functions ŝ0, ŝ1, . . . , ŝN defined via sj(z) = ŝj(z)e(z). The
embedding is given by the map

(2.15) M ↪→ PN(C), z 7→ φ(z) = (ŝ0(z) : ŝ1(z) : · · · : ŝN(z)) .

Note that the point φ(z) in projective space neither depends on the choice of local
coordinates nor on the choice of the local frame for the bundle L. Furthermore,
a different choice of basis correspond to a PGL(N,C) action on the embedding
space and hence the embeddings are projectively equivalent. The “map” (2.15)
could be given for every line bundle having nontrivial global sections. But it
might happen that all sections have common zeros. For those points the map will
not be defined. Furthermore, to be an embedding it should separate points and
tangent directions. A line bundles whose global holomorphic sections will define
an embedding into projective space, is called a very ample line bundle.

By this embedding quantizable compact Kähler manifolds are complex sub-
manifolds of projective spaces. By Chow’s theorem [52] they can be given as
zero sets of homogenous polynomials, i.e. they are smooth projective varieties.
The converse is also true. Given a smooth subvariety M of Pn(C) it will become
a Kähler manifold by restricting the Fubini-Study form. The restriction of the
hyper plane section bundle will be an associated quantum line bundle.

At this place a warning is necessary. the embedding is only an embedding as
complex manifolds, not an isometric embedding as Kähler manifolds. This means
that in general φ−1(ωFS) 6= ω.

3 Berezin-Toeplitz operators

In this section we will consider an operator quantization. This says that we will as-
sign to each differentiable (differentiable to every order) function f on our Kähler
manifold M (i.e. on our “phase space”) the Berezin-Toeplitz (BT) quantum oper-

ator Tf . More precisely, we will consider a whole family of operators T
(m)
f . These
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operators are defined in a canonical way. As we know from the Groenewold-van
Howe theorem we cannot expect that the Poisson bracket on M can be repre-
sented by the Lie algebra of operators if we require certain desirable conditions,
see [1] for further details. The best we can expect is that we obtain it at least
“asymptotically”. In fact, this is true.

3.1 Definition of the operators

Let (M,ω) be a quantizable Kähler manifold and (L, h,∇) a quantum line bundle.
We assume that L is already very ample. We consider all its tensor powers

(3.1) (Lm, h(m),∇(m)).

Here Lm := L⊗m. If ĥ corresponds to the metric h with respect to a local holo-
morphic frame e of the bundle L then ĥm corresponds to the metric h(m) with
respect to the frame e⊗m for the bundle Lm. The connection ∇(m) will be the
induced connection.

We introduce a scalar product on the space of sections. We adopt the con-
vention that a hermitian metric (and a scalar product) is anti-linear in the first
argument and linear in the second argument. First we take the Liouville form
Ω = 1

n!
ω∧n as volume form on M and then set for the scalar product and the

norm

(3.2) 〈ϕ, ψ〉 :=

∫
M

h(m)(ϕ, ψ) Ω , ||ϕ|| :=
√
〈ϕ, ϕ〉 ,

for the space Γ∞(M,Lm) of global C∞-sections. Let L2(M,Lm) be the L2-completed

space of bounded sections with respect to this norm. Furthermore, let Γ
(b)
hol(M,Lm)

be the closed subspace consisting of those global holomorphic sections which are
bounded. These spaces are the quantum spaces of the theory. Note that in
case that M is compact Γhol(M,Lm) = Γ

(b)
hol(M,Lm) and the spaces are finite-

dimensional. Let

(3.3) Π(m) : L2(M,Lm)→ Γ
(b)
hol(M,Lm)

be the projection.

Definition 3.1. For f ∈ C∞(M) the Toeplitz operator T
(m)
f (of level m) is defined

by

(3.4) T
(m)
f := Π(m) (f ·) : Γ

(b)
hol(M,Lm)→ Γ

(b)
hol(M,Lm) .

In words: One takes a holomorphic section s and multiplies it with the differen-
tiable function f . The resulting section f · s will only be differentiable. To obtain
a holomorphic section, one has to project it back on the subspace of holomorphic
sections.
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The linear map

(3.5) T (m) : C∞(M)→ End
(
Γ

(b)
hol(M,Lm)

)
, f → T

(m)
f = Π(m)(f ·) ,m ∈ N0 .

is the Toeplitz or Berezin-Toeplitz quantization map (of level m). It will neither
be a Lie algebra homomorphism nor an associative algebra homomorphism as in
general

T
(m)
f T (m)

g = Π(m) (f ·) Π(m) (g·) Π(m) 6= Π(m) (fg·) Π = T
(m)
fg .

Definition 3.2. The Berezin-Toeplitz (BT) quantization is the map

(3.6) C∞(M)→
∏
m∈N0

End(Γ
(b)
hol(M,Lm)), f → (T

(m)
f )m∈N0 .

In case that M is a compact Kähler manifold on a fixed level m the BT quanti-
zation is a map from the infinite-dimensional commutative algebra of functions to
a noncommutative finite-dimensional (matrix) algebra. The finite-dimensionality
is due to the compactness of M . A lot of classical information will get lost. To
recover this information one has to consider not just a single level m but all
levels together as done in the above definition. In this way a family of finite-
dimensional(matrix) algebras and a family of maps is obtained, which in the
classical limit “converges” to the algebra C∞(M).

3.2 Approximation results for the compact Kähler case

In the following we will only deal with compact quantizable Kähler manifolds. We
assume that the quantum line bundle L is already very ample (i.e. its sections
give an embedding into projective space). This is not much of a restriction. If L
is not very ample we choose m0 ∈ N such that the bundle Lm0 is very ample and
take this bundle as quantum line bundle with respect to the rescaled Kähler form
m0 ω on M . The underlying complex manifold structure will not change.

Recall that in the compact case we have Γhol(M,Lm) = Γ
(b)
hol(M,Lm). Denote

for f ∈ C∞(M) by |f |∞ the sup-norm of f on M and by

(3.7) ||T (m)
f || := sup

s∈Γhol(M,Lm)
s6=0

||T (m)
f s||
||s||

the operator norm with respect to the norm (3.2) on Γhol(M,Lm). The following
theorem was shown in 1994.

Theorem 3.3. [Bordemann, Meinrenken, Schlichenmaier] [14]
(a) For every f ∈ C∞(M) there exists a C > 0 such that

(3.8) |f |∞ − C

m
≤ ||T (m)

f || ≤ |f |∞ .
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In particular, limm→∞ ||T (m)
f || = |f |∞.

(b) For every f, g ∈ C∞(M)

(3.9) ||m i [T
(m)
f , T (m)

g ]− T (m)
{f,g}|| = O(

1

m
) .

(c) For every f, g ∈ C∞(M)

(3.10) ||T (m)
f T (m)

g − T (m)
f ·g || = O(

1

m
) .

These results are contained in Theorem 4.1, 4.2, and in Section 5 in [14]. The
proofs make reference to the symbol calculus of generalised Toeplitz operators as
developed by Boutet-de-Monvel and Guillemin [17]. See [53] for a sketch. Only on
the basis of this theorem we are allowed to call our scheme a quantizing scheme.
The properties in the theorem might be rephrased as the BT operator quantization
has the correct semiclassical limit. In other words it is a strict quantization in the
sense of Rieffel [44] as formulated in the book by Landsman [36]. This notion is
closely related to the notion of continuous field of C∗-algebras.

Let us summarize further properties in the following

Proposition 3.4. Let f, g ∈ C∞(M), n = dimCM then
(a)

(3.11) lim
m→∞

|| [T (m)
f , T (m)

g ] || = 0 .

(b) The Toeplitz map

C∞(M)→ End(Γhol(M,Lm)), f → T
(m)
f ,

is surjective.
(c)

(3.12) T
(m)
f

∗
= T

(m)

f̄
.

In particular, for real valued functions f the associated Toeplitz operator Tf is
selfadjoint.

(d) Let A ∈ End(Γhol(M,Lm)) be a selfadjoint operator then there exists a real

valued function f , such that A = T
(m)
f .

(e) Denote the trace on End(Γhol(M,Lm)) by Tr(m) then

(3.13) Tr(m) (T
(m)
f ) = mn

(
1

vol(Pn(C))

∫
M

f Ω +O(m−1)

)
.
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For the proofs, resp. references to the proofs, I refer to [53]. I like to stress the fact

that the Toeplitz map is never injective on a fixed level m. But from ||T (m)
f−g|| → 0

for m→ 0 we can conclude that f = g.

There exists another quantum operator in the geometric setting, the operator
of geometric quantization introduced by Kostant and Souriau. In a first step the
prequantum operator associated to the bundle Lm for the function f ∈ C∞(M)
is defined as

(3.14) P
(m)
f := ∇(m)

X
(m)
f

+ i f · id.

Here ∇(m) is the connection in Lm, and X
(m)
f the Hamiltonian vector field of f

with respect to the Kähler form ω(m) = m · ω, i.e. mω(X
(m)
f , .) = df(.). Next

one has to choose a polarization. In general it will not be unique. But in our
complex situation there is canonical one by taking the projection to the space
of holomorphic sections. This polarization is called Kähler polarization. The
operator of geometric quantization is then defined by

(3.15) Q
(m)
f := Π(m)P

(m)
f .

The Toeplitz operator and the operator of geometric quantization (with respect
to the Kähler polarization) are related by

Proposition 3.5. (Tuynman Lemma) Let M be a compact quantizable Kähler
manifold then

(3.16) Q
(m)
f = i · T (m)

f− 1
2m

∆f
,

where ∆ is the Laplacian with respect to the Kähler metric given by ω.

For the proof see [56], and [13] for a coordinate independent proof.

In particular the operatorsQ
(m)
f and the T

(m)
f have the same asymptotic behaviour.

It should be noted that for (3.16) the compactness of M is essential.

Remark 3.6. Above we introduced Berezin-Toeplitz operators also for non-compact
Kähler manifolds. Unfortunately, in this context the proofs of Theorem 3.3 do not
work. One has to study examples or classes of examples case by case and to check
whether the corresponding properties are correct. See [53] for list of references in
this context.

4 Berezin-Toeplitz deformation quantization

4.1 What is a star product?

There is another approach to quantization. Instead of assigning noncommutative
operators to commuting functions one might think about “deforming” the point-
wise commutative multiplication of functions into a non-commutative product. It
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is required to remain associative, the commutator of two elements should relate to
the Poisson bracket of the elements, and it should reduce in the “classical limit”
to the commutative situation.

It turns out that such a deformation which is valid for all differentiable func-
tions cannot exist. A way out is to enlarge the algebra of functions by considering
formal power series over them and to deform the product inside this bigger al-
gebra. A first systematic treatment and applications in physics of this idea were
given 1978 by Bayen, Flato, Fronsdal, Lichnerowicz, and Sternheimer [9]. There
the notion of deformation quantization and star products were introduced. Earlier
versions of these concepts were around due to Berezin [10], Moyal [39], and Weyl
[58]. For a presentation of the history see [54]. We will show that for compact
Kähler manifolds M , there is a natural star product.

We start even more general, with a Poisson manifold (M, {., .}), i.e. a differen-
tiable manifold with a Poisson bracket for the function such that (C∞(M), ·, {., .})
is a Poisson algebra. Let A = C∞(M)[[ν]] be the algebra of formal power series
in the variable ν over the algebra C∞(M).

Definition 4.1. A product ? on A is called a (formal) star product for M (or for
C∞(M)) if it is an associative C[[ν]]-linear product which is ν-adically continuous
such that

1. A/νA ∼= C∞(M), i.e. f ? g mod ν = f · g,

2.
1

ν
(f ? g − g ? f) mod ν = − i {f, g},

where f, g ∈ C∞(M).

Alternatively we can write

(4.1) f ? g =
∞∑
j=0

Cj(f, g)νj ,

with Cj(f, g) ∈ C∞(M) such that the Cj are bilinear in the entries f and g. The
conditions (1) and (2) can be reformulated as

(4.2) C0(f, g) = f · g, and C1(f, g)− C1(g, f) = − i {f, g} .
By the ν-adic continuity (4.1) fixes ? on A. A (formal) deformation quantization
is given by a (formal) star product. I will use both terms interchangeable.

There are certain additional conditions for a star product which are sometimes
useful.

1. We call it “null on constants”, if 1 ? f = f ? 1 = f , which is equivalent to
the fact that the constant function 1 will remain the unit in A. In terms of
the coefficients it can be formulated as Ck(f, 1) = Ck(1, f) = 0 for k ≥ 1.
Here we always assume this to be the case for star products.
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2. We call it selfadjoint if f ? g = g ? f , where we assume ν̄ = ν.

3. We call it local if

suppCj(f, g) ⊆ supp f ∩ supp g, ∀f, g ∈ C∞(M).

From the locality property it follows that the Cj are bidifferential operators
and that the global star product defines for every open subset U of M a star
product for the Poisson algebra C∞(U). Such local star products are also
called differential star products.

In the usual setting of deformation theory there always exists a trivial defor-
mation. This is not the case here, as the trivial deformation of C∞(M) to A,
which is nothing else as extending the point-wise product to the power series, is
not allowed as it does not fulfill Condition (2) in Definition 4.1 (at least not if the
Poisson bracket is non-trivial). In fact the existence problem is highly non-trivial.
In the symplectic case different existence proofs, from different perspectives, were
given by DeWilde-Lecomte [22], Omori-Maeda-Yoshioka [41], and Fedosov [29].
The general Poisson case was settled by Kontsevich [35].

The next question is the classification of star products.

Definition 4.2. Given a Poisson manifold (M, {., .}). Two star products ? and ?′

associated to the Poisson structure {., .} are called equivalent if and only if there
exists a formal series of linear operators

(4.3) B =
∞∑
i=0

Biν
i, Bi : C∞(M)→ C∞(M),

with B0 = id such that

(4.4) B(f) ?′ B(g) = B(f ? g).

For local star products in the general Poisson setting there are complete clas-
sification results. Here I will only consider the symplectic case. To each local star
product ? its Fedosov-Deligne class

(4.5) cl(?) ∈ 1

i ν
[ω] +H2

dR(M)[[ν]]

can be assigned. Here H2
dR(M) denotes the 2nd deRham cohomology class of

closed 2-forms modulo exact forms and H2
dR(M)[[ν]] the formal power series with

such classes as coefficients. Such formal power series are called formal deRham
classes. In general we will use [α] for the cohomology class of a form α. This
assignment gives a 1:1 correspondence between the formal deRham classes and
the equivalence classes of star products.
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For contractible manifolds we have H2
dR(M) = 0 and hence there is up to

equivalence exactly one local star product. This yields that locally all local star
products of a manifold are equivalent to a certain fixed one, which is called the
Moyal product. For these and related classification results see [23], [31], [12], [40].

For our compact Kähler manifolds we will have many different and even non-
equivalent star products. The question is: is there a star product which is given
in a natural way? The answer will be yes: the Berezin-Toeplitz star product
to be introduced below. First we consider star products respecting the complex
structure in a certain sense.

Definition 4.3. (Karabegov [32]) A star product is called star product with sep-
aration of variables if and only if

(4.6) f ? h = f · h, and h ? g = h · g,
for every locally defined holomorphic function g, antiholomorphic function f , and
arbitrary function h.

Recall that a local star product ? for M defines a star product for every open
subset U of M . We have just to take the bidifferential operators defining ?. Hence
it makes sense to talk about ?-multiplying with local functions.

Proposition 4.4. A local ? product has the separation of variables property if
and only if in the bidifferential operators Ck(., .) for k ≥ 1 in the first argument
only derivatives in holomorphic and in the second argument only derivatives in
antiholomorphic directions appear.

In Karabegov’s original notation the rôles of the holomorphic and antiholo-
morphic functions is switched. Bordemann and Waldmann [15] called such star
products star products of Wick type. Both Karabegov and Bordemann-Waldmann
proved that there exists for every Kähler manifold star products of separation of
variables type. See also Reshetikhin and Takhtajan [43] for yet another construc-
tion. But I like to point out that in all these constructions the result is only a
formal star product without any relation to an operator calculus, which will be
given by the Berezin-Toeplitz star product introduced in the next section.

Another warning is in order. The property of being a star product of separation
of variables type will not be kept by equivalence transformations.

4.2 Berezin-Toeplitz star product

Again we restrict the situation to the compact quantizable Kähler case.

Theorem 4.5. There exists a unique (formal) star product ?BT for M

(4.7) f ?BT g :=
∞∑
j=0

νjCj(f, g), Cj(f, g) ∈ C∞(M),
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in such a way that for f, g ∈ C∞(M) and for every N ∈ N we have with suitable
constants KN(f, g) for all m

(4.8) ||T (m)
f T (m)

g −
∑

0≤j<N

(
1

m

)j
T

(m)
Cj(f,g)|| ≤ KN(f, g)

(
1

m

)N
.

The star product is null on constants and selfadjoint.

This theorem has been proven immediately after [14] was finished. It has been
announced in [46],[47] and the proof was written up in German in [45]. A complete
proof published in English can be found in [49].

For simplicity we write

(4.9) T
(m)
f · T (m)

g ∼
∞∑
j=0

(
1

m

)j
T

(m)
Cj(f,g) (m→∞),

but we will always assume the strong and precise statement of (4.8).
Next we want to identify this star product. Let KM be the canonical line

bundle of M , i.e. the nth exterior power of the holomorphic 1-differentials. The
canonical class δ is the first Chern class of this line bundle, i.e. δ := c1(KM). If
we take in KM the fiber metric coming from the Liouville form Ω then this defines
a unique connection and further a unique curvature (1, 1)-form ωcan. In our sign
conventions we have δ = [ωcan].

Together with Karabegov the author showed

Theorem 4.6. [34] (a) The Berezin-Toeplitz star product is a local star product
which is of separation of variable type.
(b) Its classifying Deligne-Fedosov class is

(4.10) cl(?BT ) =
1

i

(
1

ν
[ω]− δ

2

)
for the characteristic class of the star product ?BT .
(c) The classifying Karabegov form associated to the Berezin-Toeplitz star product
is

(4.11) −1

ν
ω + ωcan.

Remark 4.7. The Karabegov form

(4.12) ω̂ = (1/ν)ω−1 + ω0 + νω1 + . . .

is a formal series, where ω−1 is the Kähler form ω of the manifold and the forms
ωr, r ≥ 0, are closed but not necessarily nondegenerate (1,1)-forms on M . It was
shown in [32] that all deformation quantizations with separation of variables on



Berezin-Toeplitz quantization 111

the pseudo-Kähler manifold (M,ω−1) are bijectively parameterized by such formal
forms (4.12). They might be considered as formal deformations of (1/ν)ω−1. The
reason that we have − 1

ν
ω in (4.11) is that in Karabegov’s terminology the role of

the holomorphic and anti-holomorphic variables are switched. For a description
of Karabegov’s construction, see [53]. There details about the identification of the
Berezin-Toeplitz star product in his classification can be found, see also [34].

Remark 4.8. By Tuynman’s lemma (3.16) the operators of geometric quanti-
zation with Kähler polarization have the same asymptotic behaviour as the BT
operators. As the latter defines a star product ?BT it can be used to give also a
star product ?GQ associated to geometric quantization. Details can be found in
[49]. This star product will be equivalent to the BT star product, but it is not
of separation of variables type. The equivalence is given by the C[[ν]]-linear map
induced by

(4.13) B(f) := f − ν∆

2
f = (id− ν∆

2
)f.

We obtain B(f) ?BT B(g) = B(f ?GQ g).

Remark 4.9. From (3.13) the following complete asymptotic expansion for
m→∞ can be deduced [49], [16]):

(4.14) Tr(m)(T
(m)
f ) ∼ mn

( ∞∑
j=0

(
1

m

)j
τj(f)

)
, with τj(f) ∈ C .

We define the C[[ν]]-linear map

(4.15) Tr : C∞(M)[[ν]]→ ν−n C[[ν]], Tr f := ν−n
∞∑
j=0

νjτj(f),

where the τj(f) are given by the asymptotic expansion (4.14) for f ∈ C∞(M) and
for arbitrary elements by C[[ν]]-linear extension.

Proposition 4.10. [49] The map Tr is a trace, i.e., we have

(4.16) Tr(f ? g) = Tr(g ? f) .

5 Berezin’s coherent states, symbols, and trans-

form

5.1 The disc bundle

We will assume that M is a compact quantizable Kähler manifold with very
ample quantum line bundle L, i.e. L has enough global holomorphic sections
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to embed M into projective space. From the bundle1 (L, h) we pass to its dual
(U, k) := (L∗, h−1) with dual metric k. Inside of the total space U we consider
the circle bundle

(5.1) Q := {λ ∈ U | k(λ, λ) = 1},
the (open) disc bundle, and (closed) disc bundle respectively

(5.2) D := {λ ∈ U | k(λ, λ) < 1}, D := {λ ∈ U | k(λ, λ) ≤ 1}.
Let τ : U →M the projection (maybe restricted to the subbundles).

For the projective space PN(C) with the hyperplane section bundle H as quan-
tum line bundle the bundle U is just the tautological bundle. Its fiber over the
point z ∈ PN(C) consists of the line in CN+1 which is represented by z. In partic-
ular, for the projective space the total space of U with the zero section removed
can be identified with CN+1 \ {0}. The same picture remains true for the, via
the very ample quantum line bundle in projective space embedded, manifold M .
The quantum line bundle will be the pull-back of H (i.e. its restriction to the
embedded manifold) and its dual is the pull-back of the tautological bundle.

In the following we use E \ 0 to denote the total space of a vector bundle E
with the image of the zero section removed. Starting from the real valued function
k̂(λ) := k(λ, λ) on U we define ã := 1

2 i
(∂ − ∂) log k̂ on U \ 0 (the derivation are

taken with respect to the complex structure on U) and denote by α its restriction
to Q. With the help of the quantization condition (2.3) we obtain dα = τ ∗ω (with
the deRham differential d = dQ) and that in fact µ = 1

2π
τ ∗Ω ∧ α is a volume

form on Q. Indeed α is a contact form for the contact manifold Q. As far as the
integration is concerned we get

(5.3)

∫
Q

(τ ∗f)µ =

∫
M

f Ω, ∀f ∈ C∞(M).

Recall that Ω is the Liouville volume form on M .

With respect to µ we take the L2-completion L2(Q, µ) of the space of functions
on Q. By the natural circle action the bundle Q is an S1-bundle and the tensor
powers of U can be viewed as associated line bundles. Sections of Lm = U−m

can be identified with functions ψ on Q which satisfy the equivariance condition
ψ(cλ) = cmψ(λ), i.e. which are homogeneous of degree m. This identification is
given via the map

(5.4) γm : L2(M,Lm)→ L2(Q, µ), s 7→ ψs where ψs(α) = α⊗m(s(τ(α))),

which turns out to be an isometry onto its image, where on L2(M,Lm) we take
the scalar product (3.2).

1As the connection ∇ will not be needed anymore, I will drop it in the notation.
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The generalized Hardy space H is the closure of the space of those functions
in L2(Q, µ) which can be extended to holomorphic functions on the whole disc
bundle D. The generalized Szegö projector is the projection

(5.5) Π : L2(Q, µ)→ H .

The spaceH is preserved by the S1-action. It can be decomposed into eigenspaces
H =

∏∞
m=0H(m) where c ∈ S1 acts on H(m) as multiplication by cm. The Szegö

projector is S1 invariant and can be decomposed into its components, the Bergman
projectors

(5.6) Π̂(m) : L2(Q, µ)→ H(m).

If we restrict (5.4) on the holomorphic sections we obtain the isometry

(5.7) γm : Γhol(M,Lm) ∼= H(m).

In the case of PN(C) this correspondence is nothing else as the identification of
the global sections of the mth tensor powers of the hyper plane section bundle
with the homogenous polynomial functions of degree m on CN+1.

Remark 5.1. In this set-up the notion of Toeplitz structure (Π,Σ), as developed
by Boutet de Monvel and Guillemin in [17, 30] can be applied. After some work
this leads to a proof of most of the statements in Theorem 3.3. A sketch of these
techniques and of the proof can be found in [53]

5.2 Coherent States

We recall the correspondence (5.4) ψs(α) = α⊗m(s(τ(α))) of m-homogeneous
functions ψs on U with sections of Lm. To obtain this correspondence we fixed
the section s and varied a.

Now we do the opposite. We fix α ∈ U \ 0 and vary the sections s. Obviously
this yields a linear form on Γhol(M,Lm) and hence with the help of the scalar
product (3.2) we make the following

Definition 5.2. (a) The coherent vector (of level m) associated to the point

α ∈ U \ 0 is the unique element e
(m)
α of Γhol(M,Lm) such that

(5.8) 〈e(m)
α , s〉 = ψs(α) = α⊗m(s(τ(α)))

for all s ∈ Γhol(M,Lm).
(b) The coherent state (of level m) associated to x ∈M is the projective class

(5.9) e(m)
x := [e(m)

α ] ∈ P(Γhol(M,Lm)), α ∈ τ−1(x), α 6= 0.
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Of course, we have to show that the object in (b) is well-defined. Recall that
〈., .〉 denotes the scalar product on the space of global sections Γ∞(M,Lm). In
our convention it will be anti-linear in the first argument and linear in the second
argument. The coherent vectors are antiholomorphic in α and fulfill

(5.10) e(m)
cα = c̄m · e(m)

α , c ∈ C∗ := C \ {0} .
Note that e

(m)
α ≡ 0 would imply that all sections will vanish at the point x = τ(α).

Hence, the sections of L cannot be used to embed M into projective space, which
is a contradiction to the very-ampleness of L. Hence, e

(m)
α 6≡ 0 and due to (5.10)

the class
[e(m)
α ] := {s ∈ Γhol(M,Lm) | ∃c ∈ C∗ : s = c · e(m)

α }
is a well-defined element of the projective space P(Γhol(M,Lm)), only depending
on x = τ(α) ∈M .

This kind of coherent states go back to Berezin. A coordinate independent
version and extensions to line bundles were given by Rawnsley [42]. They also
exist in the non-compact setting, as the linear form given by the evaluation of the
sections is continuous, see again [42].

The coherent states play an important role in the work of Cahen, Gutt, and
Rawnsley on the quantization of Kähler manifolds [18, 19, 20, 21], via Berezin’s
covariant symbols. In these works the coherent vectors are parameterized by the
elements of L \ 0. The definition here uses the points of the total space of the
dual bundle U . It has the advantage that one can consider all tensor powers of L
together on an equal footing.

Remark 5.3. The coherent state embedding is the antiholomorphic embedding

(5.11) M → P(Γhol(M,Lm)) ∼= PN(C), x 7→ [e
(m)

τ−1(x)].

Here N = dim Γhol(M,Lm) − 1. Here we will understand under τ−1(x) always
a non-zero element of the fiber over x. The coherent state embedding is up to
conjugation the embedding (2.15) with respect to an orthonormal basis of the
sections.

5.3 Berezin symbols

In this subsection I will be rather short, but details and complete proofs can be
found in [53]. We start with the

Definition 5.4. The covariant Berezin symbol σ(m)(A) (of level m) of an operator
A ∈ End(Γhol(M,Lm)) is defined as

(5.12) σ(m)(A) : M → C, x 7→ σ(m)(A)(x) :=
〈e(m)
α , Ae

(m)
α 〉

〈e(m)
α , e

(m)
α 〉

, α ∈ τ−1(x).
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As the factors appearing in (5.10) will cancel, it is a well-defined function on M .
We introduce the the coherent projectors used by Rawnsley

(5.13) P (m)
x =

|e(m)
α 〉〈e(m)

α |
〈e(m)
α , e

(m)
α 〉

, α ∈ τ−1(x) .

in the convenient bra-ket notation of physicists. With their help the covariant
symbol can be expressed as

(5.14) σ(m)(A)(x) = Tr(AP (m)
x ).

From the definition of the symbol it follows that σ(m)(A) is real analytic and that

σ(m)(A∗) = σ(m)(A).

Rawnsley [42] introduced a very helpful function on the manifold M relating
the local metric in the bundle with the scalar product on coherent states.

In our dual description we define it in the following way.

Definition 5.5. Rawnsley’s epsilon function is the function

(5.15) M → C∞(M), x 7→ ε(m)(x) :=
h(m)(e

(m)
α , e

(m)
α )

〈e(m)
α , e

(m)
α 〉

(x), α ∈ τ−1(x).

Indeed it is an extremely interesting function encoding geometric information.
In [53, Prop. 6.6] it is shown that for any orthonormal basis s1, s2, . . . , sk of
Γhol(M,Lm) it calculates to

(5.16) ε(m)(x) =
k∑
j=1

h(m)(sj, sj)(x).

The function ε(m) is strictly positive. Hence, we can define the modified measure

(5.17) Ω(m)
ε (x) := ε(m)(x)Ω(x)

for the space of functions on M and obtain a modified scalar product 〈., .〉(m)
ε for

C∞(M).

In the case that the functions ε(m) will be constant as function of the points
of the manifold it calculates as

(5.18) ε(m) =
dim Γhol(M,Lm)

volM
.

Here volM denotes the volume of the manifold with respect to the Liouville
measure. Now the question arises when ε(m) will be constant, resp. when the
measure Ω

(m)
ε will be the standard measure (up to a scalar). If there is a transitive
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group action on the manifold and everything, e.g. Kähler form, bundle, metric,
is homogenous with respect to the action this will be the case. An example is
given by M = PN(C). By a result of Rawnsley [42], resp. Cahen, Gutt and
Rawnsley [18], ε(m) ≡ const if and only if the quantization is projectively induced.
This means that under the conjugate of the coherent state embedding (2.15), the
Kähler form ω of M coincides with the pull-back of the Fubini-Study form. Note
that in general situations this is not the case.

Definition 5.6. Given an operator A ∈ End(Γhol(M,Lm)) then a contravariant
Berezin symbol σ̌(m)(A) ∈ C∞(M) of A is defined by the representation of the
operator A as integral

(5.19) A =

∫
M

σ̌(m)(A)(x)P (m)
x Ω(m)

ε (x),

if such a representation exists.

Very important is that we put “a” and not “the” in the definition, as in general
the contravariant symbol will not be unique. But

Proposition 5.7. The Toeplitz operator T
(m)
f admits a representation (5.19) with

(5.20) σ̌(m)(T
(m)
f ) = f ,

i.e. the function f is a contravariant symbol of the Toeplitz operator T
(m)
f . More-

over, every operator A ∈ End(Γhol(M,Lm)) has a contravariant symbol.

As the Toeplitz map is surjective the last statement in the proposition is clear.

We introduce on End(Γhol(M,Lm)) the Hilbert-Schmidt norm

(5.21) 〈A,C〉HS = Tr(A∗ · C) .

Theorem 5.8. The Toeplitz map f → T
(m)
f and the covariant symbol map

A→ σ(m)(A) are adjoint:

(5.22) 〈A, T (m)
f 〉HS = 〈σ(m)(A), f〉(m)

ε .

Let us collect some related results

Proposition 5.9.
(a)

(5.23) 〈A,B〉HS = 〈σ(m)(A), σ̌(m)(B)〉(m)

ε .

(b) The covariant symbol map σ(m) is injective.
(c)

(5.24) TrA =

∫
M

σ(m)(A) Ω(m)
ε =

∫
M

σ̌(m)(A) Ω(m)
ε .
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Remark 5.10. Under certain very restrictive conditions Berezin covariant sym-
bols can be used to construct a star product, called the Berezin star product. As
said above the symbol map

(5.25) σ(m) : End(Γhol(M,Lm))→ C∞(M)

is injective. Its image is a subspace A(m) of C∞(M), called the subspace of
covariant symbols of level m. If σ(m)(A) and σ(m)(B) are elements of this subspace
the operators A and B will be uniquely fixed. Hence also σ(m)(A · B). Now one
takes

(5.26) σ(m)(A) ?(m) σ
(m)(B) := σ(m)(A ·B)

as definition for an associative and noncommutative product ?(m) on A(m). The
crucial problem is how to relate different levels m to define for all possible symbols
a unique product not depending on m. In certain special situations like those
studied by Berezin himself [11] and Cahen, Gutt, and Rawnsley [18] the subspaces
are nested into each other and the union A =

⋃
m∈NA(m) is a dense subalgebra of

C∞(M). Indeed, in the cases considered, the manifold is a homogenous manifold
and the epsilon function ε(m) is a constant. A detailed analysis shows that then a
star product can be given.

For further examples, for which this method works (not necessarily compact)
see other articles by Cahen, Gutt, and Rawnsley [19, 20, 21]. For related results
see also work of Moreno and Ortega-Navarro [38], [37]. In particular, also the work
of Englǐs [27, 26, 25, 24]. Reshetikhin and Takhtajan [43] gave a construction of a
(formal) star product using formal integrals in the spirit of the Berezin’s covariant
symbol construction.

6 Berezin transform

Starting from f ∈ C∞(M) we can assign to it its Toeplitz operator T
(m)
f ∈

End(Γhol(M,Lm)) and then assign to T
(m)
f the covariant symbol σ(m)(T

(m)
f ). It is

again an element of C∞(M).

Definition 6.1. The map

(6.1) C∞(M)→ C∞(M), f 7→ I(m)(f) := σ(m)(T
(m)
f )

is called the Berezin transform (of level m).

From the point of view of Berezin’s approach the operator T
(m)
f has as a con-

travariant symbol f . Hence I(m) gives a correspondence between contravariant
symbols and covariant symbols of operators. The Berezin transform was intro-
duced and studied by Berezin [11] for certain classical symmetric domains in Cn.
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These results where extended by Unterberger and Upmeier [57], see also Englǐs
[25, 26, 27] and Englǐs and Peetre [28]. Obviously, the Berezin transform makes
perfect sense in the compact Kähler case which we consider here.

Theorem 6.2. [34] Given x ∈ M then the Berezin transform I(m)(f) evaluated
at the point x has a complete asymptotic expansion in powers of 1/m as m→∞

(6.2) I(m)(f)(x) ∼
∞∑
i=0

Ii(f)(x)
1

mi
,

where Ii : C∞(M)→ C∞(M) are maps with

(6.3) I0(f) = f, I1(f) = ∆f.

Here the ∆ is the usual Laplacian with respect to the metric given by the
Kähler form ω.

Complete asymptotic expansion means the following. Given f ∈ C∞(M),
x ∈M and an r ∈ N then there exists a positive constant A such that

(6.4)

∣∣∣∣∣I(m)(f)(x)−
r−1∑
i=0

Ii(f)(x)
1

mi

∣∣∣∣∣
∞

≤ A

mr
.

Remark 6.3. The asymptotic of the Berezin transform is rather useful. It con-
tains a lot of geometric information about the manifold. Moreover, the asymptotic
expansion of the Berezin transform supplies a different proof of Theorem 3.3, part
(a), using the relation

(6.5) |I(m)(f)|∞ = |σ(m)(T
(m)
f )|∞ ≤ ||T (m)

f || ≤ |f |∞ .

(see [53].

Remark 6.4. The Berezin transform can be expressed by the Bergman kernels.
Recall from Section 5 the Szegö projectors Π : L2(Q, µ)→ H and its components
Π̂(m) : L2(Q, µ) → H(m), the Bergman projectors. The Bergman projectors have
smooth integral kernels, the Bergman kernels Bm(α, β) defined on Q×Q, i.e.

(6.6) Π̂(m)(ψ)(α) =

∫
Q

Bm(α, β)ψ(β)µ(β).

The Bergman kernels can be expressed with the help of the coherent vectors.

(6.7) Bm(α, β) = 〈e(m)
α , e

(m)
β 〉, α, β ∈ Q.

Let x, y ∈M and choose α, β ∈ Q with τ(α) = x and τ(β) = y then the functions

(6.8) um(x) := Bm(α, α) = 〈e(m)
α , e(m)

α 〉,



Berezin-Toeplitz quantization 119

(6.9) vm(x, y) := Bm(α, β) · Bm(β, α) = 〈e(m)
α , e

(m)
β 〉 · 〈e(m)

β , e(m)
α 〉

are well-defined on M and on M ×M respectively. An integral representation of
the Berezin transform is obtained by

(6.10)

(
I(m)(f)

)
(x) =

1

Bm(α, α)

∫
Q

Bm(α, β)Bm(β, α)τ ∗f(β)µ(β)

=
1

um(x)

∫
M

vm(x, y)f(y)Ω(y) .

In [34] an asymptotic expansion of the Bergman kernel is shown. The above
formula is then the starting point in [34] for the proof of the existence of the
asymptotic expansion of the Berezin transform. Again I refer to [53] for more
details and more arguments.

Remark 6.5. As everything is ready now I like to close with a result of the
pullback of the Fubini-Study form. Starting from the Kähler manifold (M,ω)
and after choosing an orthonormal basis of the space Γhol(M,Lm) we obtain an
embedding

φ(m) : M → PN(m)

of M into projective space of dimension N(m). On PN(m) we have the standard
Kähler form, the Fubini-Study form ωFS. The pull-back (φ(m))∗ωFS will not de-
pend on the orthogonal basis chosen for the embedding. But in general it will not
coincide with a scalar multiple of the Kähler form ω we started with.

It was shown by Zelditch [59], by generalizing a result of Tian [55], that
(Φ(m))∗ωFS admits a complete asymptotic expansion in powers of 1

m
as m → ∞.

In fact it is related to the asymptotic expansion of the Bergman kernel (6.8) along
the diagonal. The pull-back can be given as [59, Prop.9]

(6.11)
(
φ(m)

)∗
ωFS = mω + i ∂∂̄ log um(x) .

If we replace in the asymptotic expansion 1/m by the formal variable ν, and
denote the resulting formal series by F(.), we obtain the Karabegov form of the
star product “dual” to the Berezin-Toeplitz star product:

(6.12) ω̂ = F(
(
φ(m)

)∗
ωFS).
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Abstract

We survey recent results [33, 34, 35, 36] about the asymptotic expansion
of Toeplitz operators and their kernels, as well as Berezin-Toeplitz quan-
tization. We deal in particular with calculation of the first coefficients of
these expansions.
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1 Introduction

The aim of the geometric quantization theory of Kostant and Souriau is to relate
the classical observables (smooth functions) on a phase space (a symplectic mani-
fold) to the quantum observables (bounded linear operators) on the quantum space
(sections of a line bundle). Berezin-Toeplitz quantization is a particularly efficient
version of the geometric quantization theory [2, 3, 19, 25, 40]. Toeplitz operators
and more generally Toeplitz structures were introduced in geometric quantization
by Berezin [3] and Boutet de Monvel-Guillemin [9]. Using the analysis of Toeplitz
structures [9], Bordemann-Meinrenken-Schlichenmaier [7] and Schlichenmaier [38]
gave asymptotic expansion for the composition of Toeplitz operators in the Kähler
case.

The expansions we will be considering are asymptotic expansions relative to
the high power p of the quantum line bundle. The limit p → ∞ is interpreted
as semi-classical limit process, where the role of the Planck constant is played by
~ = 1/p.

The purpose of this paper is to review some methods and results concerning
Berezin-Toeplitz quantization which appeared in the recent articles [34, 35, 36]
and in the book [33]. Our approach is based on kernel calculus and the off-
diagonal asymptotic expansion of the Bergman kernel. This method allows not
only to derive the asymptotic expansions of the Toeplitz operators but also to
calculate the first coefficients of the various expansions. Since the formulas for
the coefficients encode geometric data of the manifold and prequantum bundle
they found extensive and deep applications in the study of Kähler manifolds (see
e.g. [16, 17, 18, 20, 21, 26, 43, 44], to quote just a few). We will also twist the
powers of the prequantum bundle with a fixed auxiliary bundle, so the formulas
for the coefficients also mirror the curvature of the twisting bundle.

The paper is divided in three parts, treating the quantization of Kähler man-
ifolds, of Kähler orbifolds and finally of symplectic manifolds.

In these notes we do not attempt to be exhaustive, neither in the choice of
topics, nor in what concerns the references. For previous work on Berezin-Toeplitz
star products in special cases see [11, 37]. We also refer the reader to the survey
articles [1, 30, 39] for more information for the Berezin-Toeplitz quantization and
geometric quantization. The survey [30] gives a review in the context of Kähler
and symplectic manifolds and explores the connections to symplectic reduction.

2 Quantization of Kähler manifolds

In this long section we explain our approach to Berezin-Toeplitz quantization of
symplectic manifolds by specializing to the Kähler case. The method we use
is then easier to follow and the coefficients of the asymptotic expansions have
accurate expressions in terms of curvatures of the underlying manifold.
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In Section 2.1, we review the definition of the Bergman projector, introduce
the Toeplitz operators and their kernels.

In Section 2.2, we describe the spectral gap of the Kodaira-Laplace operator.
On one hand, this implies the Kodaira-Serre vanishing theorem and the fact that
for high powers of the quantum line bundle the cohomology concentrates in degree
zero. On the other hand, the spectral gap provides the natural framework for the
asymptotic expansions of the Bergman and Toeplitz kernels.

In Section 2.3 we describe the model operator, its spectrum and the kernel of
its spectral projection on the lowest energy level. The expansion of the Bergman
kernel, which we study in Section 2.4, is obtained by a localization and rescaling
technique due to Bismut-Lebeau [5], and reduces the problem to the model case.

With this expansion at hand, we formulate the expansion of the Toeplitz kernel
in Section 2.5. Moreover, we observe in Section 2.6 that these expansion charac-
terizes the Toeplitz operators and this characterization implies the expansion of
the product of two Toeplitz operators and the existence of the Berezin-Toeplitz
star product.

In Section 2.7, we explain how to apply the previous results when the Rie-
mannian metric used to define the Hilbertian structure on the space of sections is
arbitrary.

In Section 2.8, we turn to the general situation of complete Kähler manifolds
and show how to apply the introduced method in this case.

2.1 Bergman projections, Toeplitz operators, and their
kernels

We consider a complex manifold (X, J) with complex structure J , and complex
dimension n. Let L and E be two holomorphic vector bundles on X. We assume
that L is a line bundle i.e. rk L = 1. The bundle E is an auxiliary twisting
bundle. It is interesting to work with a twisting vector bundle E for several
reasons. For example, one has to deal with (n, 0)-forms with values in Lp, so one
sets E = Λn(T ∗(1,0)X). From a physical point of view, the presence of E means a
quantization of a system with several degrees of internal freedom.

We fix Hermitian metrics hL, hE on L, E. Let gTX be a J-invariant Rieman-
nian metric on X, i.e., gTX(Ju, Jv) = gTX(u, v) for all x ∈ X and u, v ∈ TxX.
The Riemannian volume form of gTX is denoted by dvX . On the space of smooth
sections with compact support C∞0 (X,Lp⊗E) we introduce the L2-scalar product
associated to the metrics hL, hE and the Riemannian volume form dvX by

(2.1)
〈
s1, s2

〉
=

∫
X

〈
s1(x), s2(x)

〉
Lp⊗E dvX(x) .
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The completion of C∞0 (X,Lp ⊗ E) with respect to (2.1) is denoted as usual by
L2(X,Lp ⊗ E). We consider the space of holomorphic L2 sections:

(2.2) H0
(2)(X,L

p ⊗ E) :=
{
s ∈ L2(X,Lp ⊗ E) : s is holomorphic

}
.

Let us note an important property of the space H0
(2)(X,L

p⊗E), which follows
from the Cauchy estimates for holomorphic functions. Namely, for every compact
set K b X there exists CK > 0 such that

(2.3) sup
x∈K
|S(x)| 6 CK‖S‖L2 , for all S ∈ H0

(2)(X,L
p ⊗ E) .

We deduce that H0
(2)(X,L

p ⊗ E) is a closed subspace of L2(X,Lp ⊗ E); one can

also show that H0
(2)(X,L

p ⊗ E) is separable (cf. [45, p. 60]).

Definition 2.1. The Bergman projection is the orthogonal projection

Pp : L2(X,Lp ⊗ E)→ H0
(2)(X,L

p ⊗ E) .

In view of (2.3), the Riesz representation theorem shows that for a fixed x ∈ X
there exists Pp(x, ·) ∈ L2(X, (Lp ⊗ E)x ⊗ (Lp ⊗ E)∗) such that

(2.4) S(x) =

∫
X

Pp(x, x
′)S(x′)dvX(x′) , for all S ∈ H0

(2)(X,L
p ⊗ E) .

Definition 2.2. The section Pp(·, ·) of (Lp⊗E)� (Lp⊗E)∗ over X ×X is called
the Bergman kernel of Lp ⊗ E.

Set dp := dimH0
(2)(X,L

p ⊗ E) ∈ N ∪ {∞}. Let {Spi }dpi=1 be any orthonormal

basis of H0
(2)(X,L

p⊗E) with respect to the inner product (2.1). Using the estimate

(2.3) we can show that

(2.5) Pp(x, x
′) =

dp∑
i=1

Spi (x)⊗ (Spi (x′))∗ ∈ (Lp ⊗ E)x ⊗ (Lp ⊗ E)∗x′ ,

where the right-hand side converges on every compact together with all its deriva-
tives (see e.g. [45, p. 62]). Thus Pp(·, ·) ∈ C∞(X ×X, (Lp ⊗ E) � (Lp ⊗ E)∗). It
follows that

(2.6) (PpS)(x) =

∫
X

Pp(x, x
′)S(x′)dvX(x′) , for all S ∈ L2(X,Lp ⊗ E) .

that is, Pp(·, ·) is the integral kernel of the Bergman projection Pp. We recall that
a bounded linear operator T on L2(X,Lp⊗E) is called Carleman operator (see e.g.
[22]) if there exists a kernel T (·, ·) such that T (x, ·) ∈ L2(X, (Lp⊗E)x⊗(Lp⊗E)∗)
and

(2.7) (TS)(x) =

∫
X

T (x, x′)S(x′)dvX(x′) , for all S ∈ L2(X,Lp ⊗ E) .
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Hence Pp is a Carleman operator with smooth kernel Pp(·, ·).
The Bergman kernel represents the local density of the space of holomorphic

sections and is a very efficient tool to study properties of holomorphic sections. It
is an “objet souple” in the sense of Pierre Lelong, that is, it interpolates between
the rigid objects of complex analysis and the flexible ones of real analysis.

Note that Pp(x, x) ∈ End(E)x, since End(Lp) = C. Using (2.5) and the
formula TrE

[
Spi (x)⊗ (Spi (x))∗

]
= |Spi (x)|2, we obtain immediately

(2.8) dp =

∫
X

TrE Pp(x, x) dvX(x) .

Definition 2.3. For a bounded section f ∈ C∞(X,End(E)), set

(2.9) Tf, p : L2(X,Lp ⊗ E) −→ L2(X,Lp ⊗ E) , Tf, p = Pp f Pp ,

where the action of f is the pointwise multiplication by f . The map which
associates to f ∈ C∞(X,End(E)) the family of bounded operators {Tf, p}p on
L2(X,Lp ⊗ E) is called the Berezin-Toeplitz quantization.

Note that Tf, p is a Carleman operator with smooth integral kernel given by

(2.10) Tf, p(x, x
′) =

∫
X

Pp(x, x
′′)f(x′′)Pp(x′′, x′) dvX(x′′) .

For two arbitrary bounded sections f, g ∈ C∞(X,End(E)) it is easy to see
that Tf, p ◦Tg, p is not in general of the form Tfg, p . But we have Tf, p ◦Tg, p ∼ Tfg, p
asymptotically for p → ∞. In order to explain this we introduce the following
more general notion of Toeplitz operator.

Definition 2.4. A Toeplitz operator is a sequence {Tp}p∈N of linear operators
Tp : L2(X,Lp ⊗ E) −→ L2(X,Lp ⊗ E) verifying Tp = Pp Tp Pp , such that there
exist a sequence g` ∈ C∞(X,End(E)) such that for any k > 0, there exists Ck > 0
with

(2.11)
∥∥∥Tp − k∑

`=0

Tg`, p p
−`
∥∥∥ 6 Ck p

−k−1 for any p ∈ N∗,

where ‖ · ‖ denotes the operator norm on the space of bounded operators. The
section g0 is called the principal symbol of {Tp}.
We express (2.11) symbolically by

(2.12) Tp =
k∑
`=0

Tg`,p p
−` +O(p−k−1).

If (2.11) holds for any k ∈ N, then we write (2.12) with k = +∞. One of our
goals is to show that Tf, p ◦ Tg, p is a Toeplitz operator in the sense of Definition
2.11. This will be achieved by using the asymptotic expansions of the Bergman
kernel and of the kernels of the Toeplitz operators.
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2.2 Spectral gap and vanishing theorem

In order to have a meaningful theory it is necessary that the spaces H0
(2)(X,L

p⊗E)
are as large as possible. In this section we describe conditions when the growth
of dp = dimH0

(2)(X,L
p ⊗ E) for p→∞ is maximal.

For this purpose we need Hodge theory, so we introduce the Laplace operator.
Let T (1,0)X be the holomorphic tangent bundle on X, T (0,1)X the conjugate of
T (1,0)X and T ∗(0,1)X the dual bundle of T (0,1)X. We denote by Λq(T ∗(0,1)X) the
bundle of (0, q)-forms on X and by Ω0,q(X,F ) the space of sections of the bundle
Λq(T ∗(0,1)X)⊗ F over X, for some vector bundle F → X.

The Dolbeault operator acting on sections of the holomorphic vector bundle
Lp ⊗ E gives rise to the Dolbeault complex(

Ω0,•(X,Lp ⊗ E), ∂
Lp⊗E)

.

Its cohomology, called Dolbeault cohomology, is denoted by H0,•(X,Lp ⊗ E).

We denote by ∂
Lp⊗E,∗

the formal adjoint of ∂
Lp⊗E

with respect to the L2-scalar
product (2.1). Set

Dp =
√

2
(
∂
Lp⊗E

+ ∂
Lp⊗E,∗ )

,

�Lp⊗E = 1
2
D2
p = ∂

Lp⊗E
∂
Lp⊗E,∗

+ ∂
Lp⊗E,∗

∂
Lp⊗E

.
(2.13)

The operator �Lp⊗E is called the Kodaira-Laplacian. It acts on Ω0,•(X,Lp ⊗ E)
and preserves its Z-grading.

Let us consider first that X is a compact Kähler manifold endowed with a
Kähler form ω and L is a prequantum line bundle. The latter means that there
exists a Hermitian metric hL such that the curvature RL = (∇L)2 of the holomor-
phic Hermitian connection ∇L on (L, hL) satisfies

(2.14) ω =

√−1

2π
RL .

In particular, L is a positive line bundle.
By Hodge theory, the elements of Ker(�Lp⊗E), called harmonic forms, repre-

sent the Dolbeault cohomology. Namely,

(2.15) Ker(Dp|Ω0,q) = Ker(D2
p|Ω0,q) ' H0,q(X,Lp ⊗ E).

and the spaces H0,q(X,Lp⊗E) are finite dimensional. Note that H0,0(X,Lp⊗E)
is the space of holomorphic sections of Lp⊗E, denoted shortly by H0(X,Lp⊗E).
Since X is compact we have H0(X,Lp⊗E) = H0

(2)(X,L
p⊗E) for any Hermitian

metrics on Lp, E and volume form on X. A crucial tool in our analysis of the
Bergman kernel is the following spectral gap of the Kodaira-Laplacian.



Berezin-Toeplitz quantization and its kernel expansion 131

Theorem 2.5 ([6, Th. 1.1], [33, Th. 1.5.5]). There exist constants positive C0, CL
such that for any p ∈ N and any s ∈ Ω0,>0(X,Lp ⊗ E) =

⊕
q>1 Ω0,q(X,Lp ⊗ E),

(2.16) ‖Dps‖2
L2 > (2C0p− CL)‖s‖2

L2 .

The spectrum Spec(�p) of the Kodaira Laplacian �p, is contained in the set
{0}∪ ]pC0 − 1

2
CL,+∞[.

Theorem 2.5 was first proved by Bismut-Vasserot [6, Th. 1.1] using the non-
kählerian Bochner-Kodaira-Nakano formula with torsion due to Demailly, see e.g.
[33, Th. 1.4.12] (note that gTX is arbitrary, we don’t suppose that it is the metric
associated to ω, i.e., gTX(u, v) = ω(u, Jv) for u, v ∈ TxX). By Theorem 2.5, we
conclude:

Theorem 2.6 (Kodaira–Serre vanishing Theorem). If L is a positive line bundle,
then there exists p0 > 0 such that for any p > p0,

(2.17) H0,q(X,Lp ⊗ E) = 0 for any q > 0.

Recall that for a compact manifold X and a holomorphic vector bundle F , the
Euler number χ(X,F ) is defined by

(2.18) χ(X,F ) =
n∑
q=0

(−1)q dimH0,q(X,F ).

By the Riemann-Roch-Hirzebruch Theorem [33, Th. 14.6] we have

(2.19) χ(X,F ) =

∫
X

Td
(
T (1,0)X

)
ch(F ) ,

where Td and ch indicate the Todd class and the Chern character, respectively.
By the Kodaira-Serre vanishing (2.17),

(2.20) dp = dimH0(X,Lp ⊗ E) = χ(X,Lp ⊗ E) , p > p0 .

Therefore, for p > p0,

dimH0(X,Lp ⊗ E) =

∫
X

Td
(
T (1,0)X

)
ch(Lp ⊗ E)

= rk(E)

∫
X

c1(L)n

n!
pn +

∫
X

(
c1(E) +

rk(E)

2
c1(T (1,0)X)

)c1(L)n−1

(n− 1)!
pn−1

+ O(pn−2).

(2.21)

Note that the first Chern class c1(L) is represented by ω (see (2.14)) and c1(E) is

represented by
√−1
2π

Tr[RE]. As a conclusion we have:
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Theorem 2.7. Let (X,ω) be a compact Kähler manifold and let (L, hL) be a
prequantum line bundle satisfying (2.14). Then dp is a polynomial of degree n
with positive leading term 1

n!

∫
X
c1(L)n (the volume of the manifold (X,ω)).

Let us consider now the general situation of a (non-compact) complex man-
ifold (X, J). As before we are given a Hermitian metric on X, that is, a J-
compatible Riemannian metric gTX . We denote by Θ the associated (1, 1)-form,
i.e., Θ(u, v) = gTX(Ju, v), for all x ∈ X and u, v ∈ TxX. We say that the Her-
mitian manifold (X,Θ) is complete if the Riemannian metric gTX is complete.
Consider further a Hermitian holomorphic vector bundle (F, hF ) → X. Let us
denote by Ω0,q

(2)(X,F ) := L2(X,Λq(T ∗(0,1)X)⊗F ). We have the complex of closed,
densely defined operators

(2.22) Ω0,q−1
(2) (X,F )

T=∂
F

−→ Ω0,q
(2)(X,F )

S=∂
F

−→ Ω0,q+1
(2) (X,F ) ,

where T and S are the maximal extensions of ∂
F

, i.e.,

Dom(∂
F

) = {s ∈ Ω0,•
(2)(X,F ) : ∂

F
s ∈ Ω0,•

(2)(X,F )}

where ∂
F
s is calculated in the sense of distributions. Note that Im(T ) ⊂ Ker(S),

so ST = 0. The q-th L2 Dolbeault cohomology is defined by

(2.23) H0, q
(2) (X,F ) :=

Ker(∂
F

) ∩ Ω0,q
(2)(X,F )

Im(∂
F

) ∩ Ω0,q
(2)(X,F )

.

Consider the quadratic form Q given by

Dom(Q) := Dom(S) ∩Dom(T ∗),

Q(s1, s2) =〈Ss1, Ss2〉+ 〈T ∗s1, T
∗s2〉 , for s1, s2 ∈ Dom(Q).

(2.24)

where T ∗ is the Hilbertian adjoint of T . For the following result due essentially
to Gaffney one may consult [33, Prop. 3.1.2, Cor. 3.3.4].

Lemma 2.8. Assume that the Hermitian manifold (X,Θ) is complete. Then the
Kodaira-Laplacian �F : Ω0,•

0 (X,F ) → Ω0,•
(2)(X,F ) is essentially self-adjoint. Its

associated quadratic form is the form Q given by (2.24).

We denote by Rdet the curvature of the holomorphic Hermitian connection
∇det on K∗X = det(T (1,0)X). We have the following generalization of Theorems
2.5 and 2.6.

Theorem 2.9 ([33, Th. 6.1.1], [34, Th. 3.11]). Assume that (X,Θ) is a complete
Hermitian manifold. Let (L, hL) and (E, hE) Hermitian holomorphic vector bun-
dles of rank one and r, respectively. Suppose that there exist ε > 0, C > 0 such
that :

(2.25)
√−1RL > εΘ ,

√−1(Rdet +RE) > −CΘ IdE , |∂Θ|gTX < C,
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Then there exists C1 > 0 and p0 ∈ N such that for p > p0 the quadratic form Qp

associated to the Kodaira-Laplacian �p := �Lp⊗E satisfies

(2.26) Qp(s, s) > C1p ‖s‖2
L2 , for s ∈ Dom(Qp) ∩ Ω0,q

(2)(X,L
p ⊗ E), q > 0 .

Especially

(2.27) H0, q
(2) (X,Lp ⊗ E) = 0 , for p > p0, q > 0

and the spectrum Spec(�p) of the Kodaira Laplacian �p acting on L2(X,Lp⊗E)
is contained in the set {0} ∪ [ pC1,∞[ .

Thus we are formally in a similar situation as in the compact case, that is, the
higher L2 cohomology groups vanish. But we cannot invoke as in the compact
case the index theorem to estimate the dimension of L2 holomorphic sections of
Lp ⊗ E. Instead we can use an analogue of the local index theorem, namely the
asymptotics of the Bergman kernel. Let us denote by α1, . . . , αn the eigenvalues
of
√−1
2π
RL with respect to Θ.

Theorem 2.10 ([34, Cor. 3.12]). Under the hypotheses of Theorem 2.9 we have

(2.28) Pp(x, x) = pnb0(x) +O(pn−1) , p→∞ ,

uniformly on compact sets, where b0 = α1 . . . αn IdE. Hence

(2.29) lim inf
p−→∞

p−n dimH0
(2)(X,L

p ⊗ E) > rk(E)

n!

∫
X

(√−1
2π
RL
)n
.

The asymptotics (2.28) are a particular case of the full asymptotic expansion
of the Bergman kernel, see Corollary 2.15. It can be also deduced with the help
of L2 estimates of Hörmander as done by Tian [41]. The estimate (2.29) shows
that dimH0

(2)(X,L
p ⊗ E) has at least polynomial growth of degree n. It fol-

lows from Fatou’s lemma, applied on X with the measure Θn/n! to the sequence
p−n TrE Pp(x, x) which converges pointwise to TrE b0 on X.

2.3 Model situation: Bergman kernel on Cn

We introduce here the model operator, a Kodaira-Laplace operator on Cn, and
describe explicitly its spectrum. The expansion of the Bergman and Toeplitz
kernels will be expressed in terms of the kernel of the projection on Ker(L ). Our
whole analysis and calculations are based on the Fourier expansion with respect
to the eigenfunctions of L .

Let us consider the canonical real coordinates (Z1, . . . , Z2n) on R2n and the
complex coordinates (z1, . . . , zn) on Cn. The two sets of coordinates are linked by
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the relation zj = Z2j−1 +
√−1Z2j, j = 1, . . . , n. We endow Cn with the Euclidean

metric gTCn . The associated Kähler form on Cn is

ω =

√−1

2

n∑
j=1

dzj ∧ dzj .

We are interested in the space (L2(R2n), ‖ · ‖L2) of square integrable functions on
R2n with respect to the Lebesgue measure. We denote by dZ = dZ1 · · · dZ2n the
Euclidean volume form. For α = (α1, . . . , αn) ∈ Nn, z ∈ Cn, put zα = zα1

1 · · · zαnn .
Let L = C be the trivial holomorphic line bundle on Cn with the canonical

section 1 : Cn → L, z 7→ (z, 1). Let hL be the metric on L defined by

(2.30) |1|hL(z) := exp(−π
2

∑n
j=1 |zj|2) = ρ(Z) for z ∈ Cn .

The space of L2-integrable holomorphic sections of L with respect to hL and dZ is
the classical Segal-Bargmann space of L2-integrable holomorphic functions with
respect to the volume form ρ dZ. It is well-known that {zβ : β ∈ Nn} forms an
orthogonal basis of this space.

To introduce the model operator L we set:

bi = −2
∂

∂zi
+ πzi , b+

i = 2
∂

∂zi
+ πzi , L =

∑
i

bi b
+
i .(2.31)

We can interpret the operator L in terms of complex geometry. Let ∂
L

be

the Dolbeault operator acting on Ω0,•(Cn, L) and let ∂
L,∗

be its adjoint with
respect to the L2-scalar product induced by gTCn and hL. We have the isometry
Ω0,•(Cn,C)→ Ω0,•(Cn, L) given by α 7→ ρ−1α. If

�L = ∂
L,∗
∂
L

+ ∂
L
∂
L,∗

denotes the Kodaira Laplacian acting on Ω0,•(Cn, L), then

ρ�Lρ−1 : Ω0,•(Cn,C)→ Ω0,•(Cn,C) ,

ρ�Lρ−1 = 1
2
L +

n∑
j=1

2πdzj ∧ i ∂
∂zj

,

ρ�Lρ−1|Ω0,0 = 1
2
L .

The operator L is the complex analogue of the harmonic oscillator, the operators
b, b+ are creation and annihilation operators respectively. Each eigenspace of L
has infinite dimension, but we can still give an explicit description.

Theorem 2.11 ([33, Th. 4.1.20], [34, Th. 1.15]). The spectrum of L on L2(R2n)
is given by

(2.32) Spec(L ) =
{

4π|α| : α ∈ Nn
}
.
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Each λ ∈ Spec(L ) is an eigenvalue of infinite multiplicity and an orthogonal basis
of the corresponding eigenspace is given by

(2.33) Bλ =
{
bα
(
zβe−π

P
i |zi|2/2

)
: α ∈ Nn with 4π|α| = λ, β ∈ Nn

}
where bα := bα1

1 · · · bαnn . Moreover,
⋃{Bλ : λ ∈ Spec(L )} forms a complete

orthogonal basis of L2(R2n). In particular, an orthonormal basis of Ker(L ) is

(2.34)
{
ϕβ(z) =

(
π|β|
β!

)1/2
zβe−π

P
i |zi|2/2 : β ∈ Nn

}
.

Let P : L2(R2n) −→ Ker(L ) be the orthogonal projection and let P(Z,Z ′)
denote its kernel with respect to dZ ′. We call P(·, ·) the Bergman kernel of L .
Obviously P(Z,Z ′) =

∑
β ϕβ(z)ϕβ(z′) so we infer from (2.34) that

(2.35) P(Z,Z ′) = exp
(− π

2

∑n
i=1

(|zi|2 + |z ′i |2 − 2ziz
′
i

))
.

2.4 Asymptotic expansion of Bergman kernel

In Sections 2.4-2.6 we assume that (X,ω) is a compact Kähler manifold and
(L, hL) is a Hermitian holomorphic line bundle satisfying (2.14). For the sake of
simplicity, we suppose that Riemannian metric gTX is the metric associated to ω,
that is, gTX(u, v) = ω(u, Jv) (or, equivalently, Θ = ω).
In order to state the result about the asymptotic expansion we start by describing
our identifications and notations.
Normal coordinates. Let aX be the injectivity radius of (X, gTX). We denote
by BX(x, ε) and BTxX(0, ε) the open balls in X and TxX with center x and
radius ε, respectively. Then the exponential map TxX 3 Z → expXx (Z) ∈ X is
a diffeomorphism from BTxX(0, ε) onto BX(x, ε) for ε 6 aX . From now on, we
identify BTxX(0, ε) with BX(x, ε) via the exponential map for ε 6 aX . Throughout
what follows, ε runs in the fixed interval ]0, aX/4[.
Basic trivialization. We fix x0 ∈ X. For Z ∈ BTx0X(0, ε) we identify (LZ , h

L
Z),

(EZ , h
E
Z ) and (Lp⊗E)Z to (Lx0 , h

L
x0

), (Ex0 , h
E
x0

) and (Lp⊗E)x0 by parallel transport
with respect to the connections ∇L, ∇E and ∇Lp⊗E along the curve

γZ : [0, 1] 3 u→ expXx0
(uZ) .

This is the basic trivialization we use in this paper.
Using this trivialization we identify f ∈ C∞(X,End(E)) to a family {fx0}x0∈X

where fx0 is the function f in normal coordinates near x0, i.e.,

fx0 : BTx0X(0, ε)→ End(Ex0), fx0(Z) = f ◦ expXx0
(Z) .

In general, for functions in the normal coordinates, we will add a subscript x0

to indicate the base point x0 ∈ X. Similarly, Pp(x, x
′) induces in terms of the
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basic trivialization a smooth section (Z,Z ′) 7→ Pp, x0(Z,Z
′) of π∗ End(E) over

{(Z,Z ′) ∈ TX ×X TX : |Z|, |Z ′| < ε}, which depends smoothly on x0. Here
we identify a section S ∈ C∞

(
TX ×X TX, π∗ End(E)

)
with the family (Sx)x∈X ,

where Sx = S|π−1(x).

Coordinates on Tx0X. Let us choose an orthonormal basis {wi}ni=1 of T
(1,0)
x0 X.

Then e2j−1 = 1√
2
(wj+wj) and e2j =

√−1√
2

(wj−wj), j = 1, . . . , n form an orthonor-

mal basis of Tx0X. We use coordinates on Tx0X ' R2n given by the identification

(2.36) R2n 3 (Z1, . . . , Z2n) 7−→
∑
i

Ziei ∈ Tx0X.

In what follows we also use complex coordinates z = (z1, . . . , zn) on Cn ' R2n.
Volume form on Tx0X. Let us denote by dvTX the Riemannian volume form on
(Tx0X, g

Tx0X), there exists a smooth positive function κx0 : Tx0X → R, satisfying

(2.37) dvX(Z) = κx0(Z)dvTX(Z), κx0(0) = 1,

where the subscript x0 of κx0(Z) indicates the base point x0 ∈ X.
Sequences of operators. Let Θp : L2(X,Lp ⊗ E) −→ L2(X,Lp ⊗ E) be a
sequence of continuous linear operators with smooth kernel Θp(·, ·) with respect
to dvX (e.g. Θp = Tf, p). Let π : TX ×X TX → X be the natural projection
from the fiberwise product of TX on X. In terms of our basic trivialization,
Θp(x, y) induces a family of smooth sections Z,Z ′ 7→ Θp, x0(Z,Z

′) of π∗ End(E)
over {(Z,Z ′) ∈ TX ×X TX : |Z|, |Z ′| < ε}, which depends smoothly on x0.

We denote by |Θp, x0(Z,Z
′)|C l(X) the C l norm with respect to the parameter

x0 ∈ X. We say that

Θp, x0(Z,Z
′) = O(p−∞) , p→∞

if for any l,m ∈ N, there exists Cl,m > 0 such that |Θp, x0(Z,Z
′)|Cm(X) 6 Cl,m p

−l.
The asymptotics of the Bergman kernel will be described in terms of the

Bergman kernel Px0(·, ·) = P(·, ·) of the model operator L on Tx0X
∼= R2n.

Recall that P(·, ·) was defined in (2.35).

Notation 2.12. Fix k ∈ N and ε′ ∈ ]0, aX [ . Let

{Qr, x0 ∈ End(E)x0 [Z,Z
′] : 0 6 r 6 k, x0 ∈ X}

be a family of polynomials in Z,Z ′, which is smooth with respect to the parameter
x0 ∈ X. We say that

(2.38) p−nΘp, x0(Z,Z
′) ∼=

k∑
r=0

(Qr, x0Px0)(
√
pZ,
√
pZ ′)p−r/2 +O(p−(k+1)/2) ,
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on {(Z,Z ′) ∈ TX×XTX : |Z|, |Z ′| < ε′} if there exist C0 > 0 and a decomposition

p−nΘp,x0(Z,Z
′)−

k∑
r=0

(Qr, x0Px0)(
√
pZ,
√
pZ ′)κ−1/2

x0
(Z)κ−1/2

x0
(Z ′)p−r/2

= Ψp, k, x0(Z,Z
′) +O(p−∞) ,

(2.39)

where Ψp, k, x0 satisfies the following estimate: for every l ∈ N there exist Ck, l > 0,
M > 0 such that for all p ∈ N∗

(2.40) |Ψp, k, x0(Z,Z
′)|C l(X) 6 Ck, l p

−(k+1)/2(1+
√
p |Z|+√p |Z ′|)M e−C0

√
p |Z−Z′| ,

on {(Z,Z ′) ∈ TX ×X TX : |Z|, |Z ′| < ε′}.
The sequence Pp . We can now state the asymptotics of the Bergman kernel.
First we observe that the Bergman kernel decays very fast outside the diagonal of
X ×X.

Let f : R→ [0, 1] be a smooth even function such that f(v) = 1 for |v| 6 ε/2,
and f(v) = 0 for |v| > ε. Set

(2.41) F (a) =
(∫ +∞

−∞
f(v)dv

)−1
∫ +∞

−∞
eiva f(v)dv.

Then F (a) is an even function and lies in the Schwartz space S(R) and F (0) = 1.
We have the far off-diagonal behavior of the Bergman kernel:

Theorem 2.13 ([15, Prop. 4.1]). For any l,m ∈ N and ε > 0, there exists a
positive constant Cl,m,ε > 0 such that for any p > 1, x, x′ ∈ X, the following
estimate holds:

(2.42) |F (Dp)(x, x
′)− Pp(x, x′)|Cm(X×X) 6 Cl,m,εp

−l.

Especially,

(2.43) |Pp(x, x′)|Cm(X×X) 6 Cl,m,ε p
−l , on {(x, x′) ∈ X ×X : d(x, x′) > ε} .

The Cm norm in (2.42) and (2.43) is induced by ∇L, ∇E, hL, hE and gTX .

Next we formulate the near off-diagonal expansion of the Bergman kernel.

Theorem 2.14 ([15, Th. 4.18′]). There exist polynomials Jr, x0 ∈ End(E)x0 [Z,Z
′]

in Z,Z ′ with the same parity as r, such that for any k ∈ N, ε ∈]0, aX/4[ , we have

(2.44) p−nPp, x0(Z,Z
′) ∼=

k∑
r=0

(Jr, x0Px0)(
√
pZ,
√
pZ ′)p−

r
2 +O(p−

k+1
2 ) ,

on the set {(Z,Z ′) ∈ TX ×X TX : |Z|, |Z ′| < 2ε}, in the sense of Notation 2.12.
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Let us briefly explain the idea of the proof for Theorems 2.13 – 2.14. Using the
spectral gap property from Theorem 2.5, we obtain (2.42). By finite propagation
speed of solutions of hyperbolic equations, we obtain that F (Dp)(x, x

′) = 0 if
d(x, x′) > ε and F (Dp)(x, ·) depends only on the restriction Dp|B(x,ε), so (2.43)
follows. This shows that we can localize the asymptotics of Pp(x0, x

′) in the
neighborhood of x0. By pulling back all our objects by the exponential map to
the tangential space and suitably extending them we can work on R2n. Thus we
can use the explicit description of the Bergman kernel of the model operator L
given in Section 2.3. To conclude the proof, we combine the spectral gap property,
the rescaling of the coordinates and functional analytic techniques inspired by
Bismut-Lebeau [5, §11].

By setting br(x0) = (J2r, x0Px0)(0, 0), we get from (2.44) the following diagonal
expansion of the Bergman kernel.

Corollary 2.15. For any k, l ∈ N, there exists Ck,l > 0 such that for any p ∈ N,

(2.45)
∣∣∣Pp(x, x)−

k∑
r=0

br(x)pn−r
∣∣∣
C l(X)

6 Ck, l p
n−k−1 ,

where b0(x) = IdE.

The existence of the expansion (2.45) and the form of the leading term was
proved by [41, 12, 46].

The calculation of the coefficients br is of great importance. For this we need
Jr, x0 , which are obtained by computing the operators Fr, x0 defined by the smooth
kernels

Fr, x0(Z,Z
′) = Jr, x0(Z,Z

′)P(Z,Z ′)(2.46)

with respect to dZ ′. Our strategy (already used in [33, 34]) is to rescale the
Kodaira-Laplace operator, take the Taylor expansion of the rescaled operator and
apply resolvent analysis.
Rescaling �p and Taylor expansion. For s ∈ C∞(R2n, Ex0), Z ∈ R2n,
|Z| ≤ 2ε, and for t = 1√

p
, set

(Sts)(Z) := s(Z/t),

Lt := S−1
t κ1/2 t2(2�p)κ−1/2St .

(2.47)

Then by [33, Th. 4.1.7], there exist second order differential operators Or such
that we have an asymptotic expansion in t when t→ 0,

Lt = L0 +
m∑
r=1

trOr + O(tm+1).(2.48)
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From [33, Th. 4.1.21, 4.1.25], we obtain

L0 =
∑
j

bjb
+
j = L , O1 = 0.(2.49)

Resolvent analysis. We define by recurrence fr(λ) ∈ End(L2(R2n, Ex0)) by

f0(λ) = (λ−L0)−1, fr(λ) = (λ−L0)−1

r∑
j=1

Ojfr−j(λ).(2.50)

Let δ be the counterclockwise oriented circle in C of center 0 and radius π/2.
Then by [34, (1.110)] (cf. also [33, (4.1.91)])

(2.51) Fr, x0 =
1

2π
√−1

∫
δ

fr(λ)dλ.

Since the spectrum of L is well understood we can calculate the coefficients
Fr, x0 . Set P⊥ = Id−P. From Theorem 2.11, (2.49) and (2.51), we get

F0, x0 =P, F1, x0 = 0,

F2, x0 =−L −1P⊥O2P −PO2L
−1P⊥,

F3, x0 =−L −1P⊥O3P −PO3L
−1P⊥,

(2.52)

and

F4, x0 = L −1P⊥O2L
−1P⊥O2P −L −1P⊥O4P

+ PO2L
−1P⊥O2L

−1P⊥ −PO4L
−1P⊥

+ L −1P⊥O2PO2L
−1P⊥ −PO2L

−2P⊥O2P

−PO2PO2L
−2P⊥ −P⊥L −2O2PO2P.

(2.53)

In particular, the first two identities of (2.52) imply

J0, x0 = 1, J1, x0 = 0.(2.54)

In order to formulate the formulas for b1 and b2 we introduce now more no-
tations. Let ∇TX be the Levi-Civita connection on (X, gTX). We denote by
RTX = (∇TX)2 the curvature, by Ric the Ricci curvature and by rX the scalar
curvature of ∇TX .

We still denote by ∇E the connection on End(E) induced by ∇E. Consider
the (positive) Laplacian ∆ acting on the functions on (X, gTX) and the Bochner
Laplacian ∆E on C∞(X,E) and on C∞(X,End(E)). Let {ek} be a (local) or-
thonormal frame of (TX, gTX). Then

∆E = −
∑
k

(∇E
ek
∇E
ek
−∇E

∇TXek ek
).(2.55)
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Let Ωq, r(X,End(E)) be the space of (q, r)-forms on X with values in End(E),
and let

∇1,0 : Ωq,•(X,End(E))→ Ωq+1,•(X,End(E))(2.56)

be the (1, 0)-component of the connection ∇E. Let (∇E)∗, ∇1,0∗, ∂
E∗

be the ad-

joints of ∇E, ∇1,0, ∂
E

, respectively. Let D1,0, D0,1 be the (1, 0) and (0, 1) compo-
nents of the connection ∇T ∗X : C∞(X,T ∗X)→ C∞(X,T ∗X ⊗ T ∗X) induced by
∇TX . In the following, we denote by

〈· , ·〉ω : Ω•, •(X,End(E))× Ω•, •(X,End(E))→ C∞(X,End(E))

the C-bilinear pairing 〈α⊗ f, β ⊗ g〉ω = 〈α, β〉f · g, for forms α, β ∈ Ω•, •(X) and
sections f, g ∈ C∞(X,End(E)). Put

RE
Λ =

〈
RE, ω

〉
ω
.(2.57)

Let Ricω = Ric(J ·, ·) be the (1, 1)-form associated to Ric. Set

|Ricω |2 =
∑
i<j

Ricω(ei, ej)
2 , |RTX |2 =

∑
i<j

∑
k<l

〈RTX(ei, ej)ek, el〉2,

Theorem 2.16. We have

(2.58) b1 =
1

8π
rX +

√−1

2π
RE

Λ ,

π2b2 = −∆rX

48
+

1

96
|RTX |2 − 1

24
|Ricω |2 +

1

128
(rX)2

+

√−1

32

(
2rXRE

Λ − 4〈Ricω, R
E〉ω + ∆ERE

Λ

)
− 1

8
(RE

Λ )2 +
1

8
〈RE, RE〉ω +

3

16
∂
E∗∇1,0∗RE .

(2.59)

The terms b1, b2 were computed by Lu [28] (for E = C, the trivial line bundle
with trivial metric), X. Wang [44], L. Wang [43], in various degree of generality.
The method of these authors is to construct appropriate peak sections as in [41],
using Hörmander’s L2 ∂-method. In [15, §5.1], Dai-Liu-Ma computed b1 by using
the heat kernel, and in [34, §2], [32, §2] (cf. also [33, §4.1.8, §8.3.4]), we computed
b1 in the symplectic case. A new method for calculating b2 was given in [36].
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2.5 Asymptotic expansion of Toeplitz operators

We stick to the situation studied in the previous Section, namely, (X,ω) is a
compact Kähler manifold and (L, hL) is a Hermitian holomorphic line bundle
satisfying (2.14), and gTX is the Riemannian metric associated to ω.
In order to develop the calculus of Toeplitz kernels we use the Bergman kernel
expansion (2.44) and the Taylor expansion of the symbol. We are thus led to a
kernel calculus on Cn with kernels of the form FP, where F is a polynomial.
This calculus can be completely described in terms of the spectral decomposition
(2.32)-(2.33) of the model operator L .

For a polynomial F in Z,Z ′, we denote by FP the operator on L2(R2n) defined
by the kernel F (Z,Z ′)P(Z,Z ′) and the volume form dZ according to (2.7).

The following very useful Lemma [33, Lemma 7.1.1] describes the calculus of
the kernels (FP)(Z,Z ′) := F (Z,Z ′)P(Z,Z ′).

Lemma 2.17. For any F,G ∈ C[Z,Z ′] there exists a polynomial K [F,G] ∈
C[Z,Z ′] with degree deg K [F,G] of the same parity as degF + degG, such that

(2.60) ((FP) ◦ (GP))(Z,Z ′) = K [F,G](Z,Z ′)P(Z,Z ′).

Let us illustrate how Lemma 2.17 works. First observe that from (2.31) and
(2.35), for any polynomial g(z, z) ∈ C[z, z], we get

bj ,z P(Z,Z ′) = 2π(zj − z ′j)P(Z,Z ′),

[g(z, z), bj ,z] = 2
∂

∂zj
g(z, z) .

(2.61)

Now (2.61) entails

(2.62) zj P(Z,Z ′) =
bj ,z
2π

P(Z,Z ′) + z ′jP(Z,Z ′).

Specializing (2.61) for g(z, z) = zi we get

(2.63) zi bj ,zP(Z,Z ′) = bj ,z(ziP)(Z,Z ′) + 2δijP(Z,Z ′),

Formulas (2.62) and (2.63) give

zizj P(Z,Z ′) =
1

2π
bj ,z ziP(Z,Z ′) +

1

π
δijP(Z,Z ′) + ziz

′
j P(Z,Z ′) .(2.64)

Using the preceding formula we calculate further some examples for the ex-
pression K [F,G] introduced (2.60). We use the spectral decomposition of L in
the following way. If ϕ(Z) = bαzβ exp

( − π
2

∑n
j=1 |zj|2

)
with α, β ∈ Nn, then

Theorem 2.11 implies immediately that

(Pϕ)(Z) =

 zβ exp
(
− π

2

n∑
j=1

|zj|2
)

if |α| = 0,

0 if |α| > 0.

(2.65)
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The identities (2.62), (2.64) and (2.65) imply that

K [1, zj]P = P ◦ (zjP) = z ′jP, K [1, zj]P = P ◦ (zjP) = zjP,

K [zi, zj]P = (ziP) ◦ (zjP) = ziP ◦ (zjP) = ziz
′
jP,

K [zi, zj]P = (ziP) ◦ (zjP) = ziP ◦ (zjP) = zizjP,

K [z ′i , zj]P = (z ′iP) ◦ (zjP) = P ◦ (zizjP) = 1
π
δijP + ziz

′
jP,

K [z ′i , zj]P = (z ′iP) ◦ (zjP) = P ◦ (zizjP) = 1
π
δijP + z ′izjP.

(2.66)

Thus we get

K [1, zj] = z ′j, K [1, zj] = zj,

K [zi, zj] = ziz
′
j, K [zi, zj] = zizj,

K [z ′i , zj] = K [z′j, zi] = 1
π
δij + z ′izj.

(2.67)

To simplify our calculations, we introduce the following notation. For any
polynomial F ∈ C[Z,Z ′] we denote by (FP)p the operator defined by the kernel
pn(FP)(

√
pZ,
√
pZ ′), that is,

(2.68) ((FP)pϕ)(Z) =

∫
R2n

pn(FP)(
√
pZ,
√
pZ ′)ϕ(Z ′) dZ ′ , for ϕ ∈ L2(R2n).

Let F,G ∈ C[Z,Z ′]. By a change of variables we obtain

((FP)p ◦ (GP)p)(Z,Z
′) = pn((FP) ◦ (GP))(

√
pZ,
√
pZ ′).(2.69)

We examine now the asymptotic expansion of the kernel of the Toeplitz operators
Tf, p. The first observation is that outside the diagonal of X × X, the kernel of
Tf, p has the growth O(p−∞), as p→∞.

Lemma 2.18 ([35, Lemma 4.2]). For every ε > 0 and every l,m ∈ N, there exists
Cl,m,ε > 0 such that

(2.70) |Tf, p(x, x′)|Cm(X×X) 6 Cl,m,εp
−l

for all p > 1 and all (x, x′) ∈ X × X with d(x, x′) > ε, where the Cm-norm is
induced by ∇L,∇E and hL, hE, gTX .

Proof. Due to (2.43), (2.70) holds if we replace Tf, p by Pp. Moreover, from (2.44),
for any m ∈ N, there exist Cm > 0,Mm > 0 such that |Pp(x, x′)|Cm(X×X) < CpMm

for all (x, x′) ∈ X×X. These two facts and formula (2.10) imply the Lemma.

The near off-diagonal expansion of the Bergman kernel (2.44) and the ker-
nel calculus on Cn presented above imply the near off-diagonal expansion of the
Toeplitz kernels. (cf. [35, Lemma 4.6], [33, Lemma 7.2.4])
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Theorem 2.19. Let f ∈ C∞(X,End(E)). There exists a family

{Qr, x0(f) ∈ End(E)x0 [Z,Z
′] : r ∈ N, x0 ∈ X} ,

depending smoothly on the parameter x0 ∈ X, where Qr, x0(f) are polynomials
with the same parity as r and such that for every k ∈ N, ε ∈]0, aX/4[ ,

(2.71) p−nTf, p, x0(Z,Z
′) ∼=

k∑
r=0

(Qr, x0(f)Px0)(
√
pZ,
√
pZ ′)p−r/2 +O(p−(k+1)/2) ,

on the set {(Z,Z ′) ∈ TX ×X TX : |Z|, |Z ′| < 2ε}, in the sense of Notation 2.12.
Moreover, Qr, x0(f) are expressed by

(2.72) Qr, x0(f) =
∑

r1+r2+|α|=r
K
[
Jr1, x0 ,

∂αfx0

∂Zα
(0)

Zα

α!
Jr2, x0

]
.

where K [·, ·] was introduced in (2.60). We have,

Q0, x0(f) = f(x0) ∈ End(Ex0).(2.73)

Proof. Estimates (2.10) and (2.70) learn that for |Z|, |Z ′| < ε/2, Tf, p, x0(Z,Z
′) is

determined up to terms of order O(p−∞) by the behavior of f in BX(x0, ε). Let
ρ : R→ [0, 1] be a smooth even function such that

(2.74) ρ(v) = 1 if |v| < 2; ρ(v) = 0 if |v| > 4.

For |Z|, |Z ′| < ε/2, we get

Tf, p, x0(Z,Z
′) = O(p−∞)

+

∫
Tx0X

Pp,x0(Z,Z
′′)ρ(2|Z ′′|/ε)fx0(Z

′′)Pp,x0(Z
′′, Z ′)κx0(Z

′′) dvTX(Z ′′) .
(2.75)

We consider the Taylor expansion of fx0 :

fx0(Z) =
∑
|α|6k

∂αfx0

∂Zα
(0)

Zα

α!
+ O(|Z|k+1)

=
∑
|α|6k

p−|α|/2
∂αfx0

∂Zα
(0)

(
√
pZ)α

α!
+ p−

k+1
2 O(|√pZ|k+1).

(2.76)

We multiply now the expansions given in (2.76) and (2.44). Note the presence of
κx0 in the definition (2.39) of (2.38). Hence we obtain the expansion of

κ1/2
x0

(Z)Pp, x0(Z,Z
′′)(κx0fx0)(Z

′′)Pp, x0(Z
′′, Z ′)κ1/2

x0
(Z ′)
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which we substitute in (2.75). We integrate then on Tx0X by using the change of
variable

√
pZ ′′ = W and conclude (2.71) and (2.72) by using formulas (2.60) and

(2.69).
From (2.54) and (2.72), we get

Q0, x0(f) = K [1, fx0(0)] = fx0(0) = f(x0) .(2.77)

The proof of Lemma 2.19 is complete.

As an example, we compute Q1, x0(f). By (2.48), (2.67) and (2.72) we obtain

Q1, x0(f) = K
[
1,
∂fx0

∂Zj
(0)Zj

]
=
∂fx0

∂zj
(0)zj +

∂fx0

∂zj
(0)z ′j .(2.78)

Corollary 2.20. For any f ∈ C∞(X,End(E)), we have

(2.79) Tf, p(x, x) =
∞∑
r=0

br,f (x)pn−r + O(p−∞) , br,f ∈ C∞(X,End(E)) .

Proof. By taking Z = Z ′ = 0 in (2.71) we obtain (2.79), with br,f (x) = Q2r,x(f).

Since we have the precise formula (2.71) for Q2r,x(f) we can give a closed
formula for the first coefficients br,f . In [36], we computed the coefficients b1,f , b2,f ,
from (2.79). These computations are also relevant in Kähler geometry (cf. [20],
[21], [26]).

Theorem 2.21 ([36, Th. 0.1]). For any f ∈ C∞(X,End(E)), we have:

(2.80) b0, f = f, b1, f =
rX

8π
f +

√−1

4π

(
RE

Λf + fRE
Λ

)− 1

4π
∆Ef .

If f ∈ C∞(X), then

π2b2, f =π2b2f +
1

32
∆2f − 1

32
rX∆f −

√−1

8

〈
Ricω, ∂∂f

〉
+

√−1

24

〈
df,∇ERE

Λ

〉
ω

+
1

24

〈
∂f,∇1,0∗RE

〉
ω
− 1

24

〈
∂f, ∂

E∗
RE
〉
ω

−
√−1

8
(∆f)RE

Λ +
1

4

〈
∂∂f,RE

〉
ω
.

(2.81)
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2.6 Algebra of Toeplitz operators, Berezin-Toeplitz star-
product

Lemma 2.18 and Theorem 2.19 provide the asymptotic expansion of the kernel
of a Toeplitz operator Tf, p . Using this lemma we can for example easily ob-
tain the expansion of the kernel of the composition Tf, pTg, p, for two sections
f, g ∈ C∞(X,End(E)). The result will be an asymptotic expansion of the type
(2.71). Luckily we can show that the existence of a such asymptotic expansion
characterizes Toeplitz operators (in the sense of Definition 2.4). We have the
following useful criterion which ensures that a given family is a Toeplitz operator.

Theorem 2.22. Let {Tp : L2(X,Lp ⊗ E) −→ L2(X,Lp ⊗ E)} be a family of
bounded linear operators. Then {Tp} is a Toeplitz operator if and only if satisfies
the following three conditions:

(i) For any p ∈ N, Pp Tp Pp = Tp .

(ii) For any ε0 > 0 and any l ∈ N, there exists Cl, ε0 > 0 such that for all p > 1
and all (x, x′) ∈ X ×X with d(x, x′) > ε0,

(2.82) |Tp(x, x′)| 6 Cl,ε0p
−l.

(iii) There exists a family of polynomials {Qr, x0 ∈ End(E)x0 [Z,Z
′]}x0∈X such

that:

(a) each Qr, x0 has the same parity as r,

(b) the family is smooth in x0 ∈ X and

(c) there exists 0 < ε′ < aX/4 such that for every x0 ∈ X, every Z,Z ′ ∈ Tx0X
with |Z|, |Z ′| < ε′ and every k ∈ N we have

(2.83) p−nTp, x0(Z,Z
′) ∼=

k∑
r=0

(Qr, x0Px0)(
√
pZ,
√
pZ ′)p−

r
2 +O(p−

k+1
2 ),

in the sense of Notation 2.12.

Proof. In view of Lemma 2.18 and Theorem 2.19 it is easy to see that conditions
(i)-(iii) are necessary. To prove the sufficiency we use the following strategy. We
define inductively the sequence (gl)l>0, gl ∈ C∞(X,End(E)) such that

(2.84) Tp =
m∑
l=0

Pp gl p
−l Pp +O(p−m−1) , for every m > 0 .

Let us start with the case m = 0 of (2.84). For an arbitrary but fixed x0 ∈ X, we
set

(2.85) g0(x0) = Q0, x0(0, 0) ∈ End(Ex0) .
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Then show that

(2.86) p−n(Tp − Tg0, p)x0(Z,Z
′) ∼= O(p−1) ,

which implies the case m = 0 of (2.84), namely,

(2.87) Tp = Pp g0 Pp +O(p−1).

A crucial point here is the following result.

Proposition 2.23 ([35, Prop. 4.11]). In the conditions of Theorem 2.22 we have
Q0, x0(Z,Z

′) = Q0, x0(0, 0) for all x0 ∈ X and all Z,Z ′ ∈ Tx0X.

The proof is quite technical, so we refer to [35, p. 585-90].
Coming back to the proof of (2.86), let us compare the asymptotic expansion

of Tp and Tg0, p = Pp g0 Pp. Using the Notation 2.12, the expansion (2.71) (for
k = 1) reads
(2.88)
p−nTg0, p, x0(Z,Z

′) ∼= (g0(x0)Px0 +Q1, x0(g0)Px0 p
−1/2)(

√
pZ,
√
pZ ′) +O(p−1) ,

since Q0, x0(g0) = g0(x0) by (2.73). The expansion (2.83) (also for k = 1) takes
the form

(2.89) p−nTp, x0
∼= (g0(x0)Px0 +Q1, x0Px0 p

−1/2)(
√
pZ,
√
pZ ′) +O(p−1) ,

where we have used Proposition 2.23 and the definition (2.85) of g0. Thus, sub-
tracting (2.88) from (2.89) we obtain
(2.90)
p−n(Tp − Tg0, p)x0(Z,Z

′) ∼= ((Q1, x0 −Q1, x0(g0))Px0

)
(
√
pZ,
√
pZ ′) p−1/2 +O(p−1) .

Thus it suffices to prove:

(2.91) F1, x := Q1, x −Q1, x(g0) ≡ 0 .

which is done in [35, Lemma 4.18]. This finishes the proof of (2.86) and (2.87).
Hence the expansion (2.84) of Tp holds for m = 0. Moreover, if Tp is self-adjoint,
then from (4.70), (4.71) follows that g0 is also self-adjoint.

We show inductively that (2.84) holds for every m ∈ N. To handle (2.84) for
m = 1 let us consider the operator p(Tp−Ppg0Pp). The task is to show that p

(
Tp−

Tg0, p
)

satisfies the hypotheses of Theorem 2.22. The first two conditions are easily
verified. To prove the third, just subtract the asymptotics of Tp, x0(Z,Z

′) (given by
(2.83)) and Tg0, p, x0(Z,Z

′) (given by (2.71)). Taking into account Proposition 2.23
and (2.91), the coefficients of p0 and p−1/2 in the difference vanish, which yields
the desired conclusion. Proposition 2.23 and (2.87) applied to p(Tp−Ppg0Pp) yield
g1 ∈ C∞(X,End(E)) such that (2.84) holds true for m = 1.

We continue in this way the induction process to get (2.84) for any m. This
completes the proof of Theorem 2.22.
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Recall that the Poisson bracket { · , · } on (X, 2πω) is defined as follows. For
f, g ∈ C∞(X), let ξf be the Hamiltonian vector field generated by f , which is
defined by 2πiξfω = df . Then

(2.92) {f, g} := ξf (dg).

Theorem 2.24 ([35, Th. 1.1], [33, Th. 7.4.1]). The product of the Toeplitz oper-
ators Tf, p and Tg, p, with f, g ∈ C∞(X,End(E)), is a Toeplitz operator, i.e., it
admits the asymptotic expansion in the sense of (2.12):

(2.93) Tf, p Tg, p =
∞∑
r=0

p−rTCr(f,g), p +O(p−∞),

where Cr are bi-differential operators, Cr(f, g) ∈ C∞(X,End(E)), C0(f, g) = fg.
If f, g ∈ (C∞(X), {·, ·}) with the Poisson bracket defined in (2.92), we have

(2.94)
[
Tf, p , Tg, p

]
=

√−1

p
T{f, g}, p +O(p−2).

Proof. Firstly, it is obvious that Pp Tf, p Tg, p Pp = Tf, p Tg, p. Lemmas 2.18 and
2.19 imply Tf, p Tg, p verifies (2.82). Like in (2.75), we have for Z,Z ′ ∈ Tx0X,
|Z|, |Z ′| < ε/4:

(2.95) (Tf, p Tg, p)x0(Z,Z
′) =

∫
Tx0X

Tf, p, x0(Z,Z
′′)ρ(4|Z ′′|/ε)Tg, p, x0(Z

′′, Z ′)

× κx0(Z
′′) dvTX(Z ′′) + O(p−∞).

By Lemma 2.19 and (2.95), we deduce as in the proof of Lemma 2.19, that for
Z,Z ′ ∈ Tx0X, |Z|, |Z ′| < ε/4, we have

p−n(Tf, p Tg, p)x0(Z,Z
′) ∼=

k∑
r=0

(Qr, x0(f, g)Px0)(
√
pZ,
√
pZ ′)p−

r
2 +O(p−

k+1
2 ),

(2.96)

and with the notation (2.60),

Qr, x0(f, g) =
∑

r1+r2=r

K [Qr1, x0(f), Qr2, x0(g)].(2.97)

Thus Tf, p Tg, p is a Toeplitz operator by Theorem 2.22. Moreover, it follows from
the proofs of Lemma 2.19 and Theorem 2.22 that gl = Cl(f, g), where Cl are
bi-differential operators.

From (2.60), (2.73) and (2.97), we get

(2.98) C0(f, g)(x) = Q0, x(f, g) = K [Q0, x(f), Q0, x(g)] = f(x)g(x) .
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The commutation relation (2.94) follows from

(2.99) C1(f, g)(x)− C1(g, f)(x) =
√−1{f, g} IdE .

There are two ways to prove (2.99). One is to compute directly the difference
and to use some of the identities (2.66). This method works also for symplectic
manifolds, see [35, p. 593-4], [33, p. 311]. On the other hand, in the Kähler case one
can compute explicitly each coefficient C1(f, g) (which in the general symplectic
case is more involved), and then take the difference. The formula for C1(f, g) is
given in the next theorem. This finishes the proof of Theorem 4.2.

Theorem 2.25 ([36, Th. 0.3]). Let f, g ∈ C∞(X,End(E)). We have

C0(f, g) =fg,

C1(f, g) =− 1

2π

〈∇1,0f, ∂
E
g
〉
ω
∈ C∞(X,End(E)),

C2(f, g) = b2, f, g − b2, fg − b1, C1(f, g).

(2.100)

If f, g ∈ C∞(X), then

C2(f, g) =
1

8π2

〈
D1,0∂f,D0,1∂g

〉
+

√−1

4π2

〈
Ricω, ∂f ∧ ∂g

〉
− 1

4π2

〈
∂f ∧ ∂g,RE

〉
ω
.

(2.101)

The next result and Theorem 2.24 show that the Berezin-Toeplitz quantization
has the correct semi-classical behavior.

Theorem 2.26. For f ∈ C∞(X,End(E)), the norm of Tf, p satisfies

(2.102) lim
p→∞
‖Tf, p‖ = ‖f‖∞ := sup

06=u∈Ex, x∈X
|f(x)(u)|hE/|u|hE .

Proof. Take a point x0 ∈ X and u0 ∈ Ex0 with |u0|hE = 1 such that |f(x0)(u0)| =
‖f‖∞. Recall that in Section 2.4, we trivialized the bundles L, E in normal
coordinates near x0, and eL is the unit frame of L which trivializes L. Moreover,
in this normal coordinates, u0 is a trivial section of E. Considering the sequence
of sections Spx0

= p−n/2Pp(e
⊗p
L ⊗ u0), we have by (2.44),

(2.103)
∥∥Tf, p Spx0

− f(x0)Spx0

∥∥
L2 6

C√
p
‖Spx0
‖L2 ,

which immediately implies (2.102).

Note that if f is a real function, then df(x0) = 0, so we can improve the bound
Cp−1/2 in (2.103) to Cp−1.



Berezin-Toeplitz quantization and its kernel expansion 149

Remark 2.27. (i) Relations (2.94) and (2.102) were first proved in some special
cases: in [24] for Riemann surfaces, in [14] for Cn and in [8] for bounded symmetric
domains in Cn, by using explicit calculations. Then Bordemann, Meinrenken and
Schlichenmaier [7] treated the case of a compact Kähler manifold (with E = C)
using the theory of Toeplitz structures (generalized Szegö operators) by Boutet
de Monvel and Guillemin [9]. Moreover, Schlichenmaier [38] (cf. also [23], [13])
continued this train of thought and showed that for any f, g ∈ C∞(X), the prod-
uct Tf, p Tg, p has an asymptotic expansion (4.5) and constructed geometrically an
associative star product.

(ii) The construction of the star-product can be carried out even in the presence
of a twisting vector bundle E. Let f, g ∈ C∞(X,End(E)). Set

(2.104) f ∗~ g :=
∞∑
k=0

Ck(f, g)~k ∈ C∞(X,End(E))[[~]] ,

where Cr(f, g) are determined by (4.5). Then (2.104) defines an associative star-
product on C∞(X,End(E)) called Berezin-Toeplitz star-product (cf. [23, 38] for
the Kähler case with E = C and [33, 35] for the symplectic case and arbitrary
twisting bundle E). The associativity of the star-product (2.104) follows im-
mediately from the associativity rule for the composition of Toeplitz operators,
(Tf, p ◦Tg, p) ◦Tk, p = Tf, p ◦ (Tg, p ◦Tk, p) for any f, g, k ∈ C∞(X,End(E)), and from
the asymptotic expansion (4.5) applied to both sides of the latter equality.

The coefficients Cr(f, g), r = 0, 1, 2 are given by (2.100). Set

(2.105) {{f, g}} :=
1

2π
√−1

(〈∇1,0g, ∂
E
f〉ω − 〈∇1,0f, ∂

E
g〉ω
)
.

If fg = gf on X we have

(2.106)
[
Tf, p , Tg, p

]
=
√−1
p
T{{f,g}}, p +O(p−2

)
, p→∞.

Due to the fact that {{f, g}} = {f, g} if E is trivial and comparing (2.94) to
(2.106), one can regard {{f, g}} defined in (2.105) as a non-commutative Poisson
bracket.

2.7 Quantization of compact Hermitian manifolds

Throughout Sections 2.4-2.6 we supposed that the Riemannian metric gTX was
the metric associated to ω, that is, gTX(u, v) = ω(u, Jv) (or, equivalently, Θ = ω).
The results presented so far still hold for a general non-Kähler Riemannian metric
gTX .

Let us denote the metric associated to ω by gTXω := ω(·, J ·). The volume form
of gTXω is given by dvX,ω = (2π)−ndet(ṘL)dvX (where dvX is the volume form of

gTX). Moreover, hEω := det( Ṙ
L

2π
)−1hE defines a metric on E. We add a subscript
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ω to indicate the objects associated to gTXω , hL and hEω . Hence 〈 ·, ·〉ω denotes the
L2 Hermitian product on C∞(X,Lp ⊗ E) induced by gTXω , hL, hEω . This product
is equivalent to the product 〈 ·, ·〉 induced by gTX , hL, hE.

Moreover, H0(X,Lp ⊗ E) does not depend on the Riemannian metric on X
or on the Hermitian metrics on L, E. Therefore, the orthogonal projections from
(C∞(X,Lp ⊗ E), 〈 ·, ·〉ω) and (C∞(X,Lp ⊗ E), 〈 ·, ·〉) onto H0(X,Lp ⊗ E) are the
same. Hence Pp = Pp, ω and therefore Tf, p = Tf, p, ω as operators. However, their
kernels are different. If Pp, ω(x, x′), Tf, ω, p(x, x′), (x, x′ ∈ X), denote the smooth
kernels of Pp, ω, Tf, p, ω with respect to dvX,ω(x′), we have

Pp(x, x
′) = (2π)−ndet(ṘL)(x′)Pp, ω(x, x′) ,

Tf, p(x, x
′) = (2π)−ndet(ṘL)(x′)Tf, p, ω(x, x′) .

(2.107)

Now, for the kernel Pp, ω(x, x′), we can apply Theorem 2.14 since gTXω (·, ·) =
ω(·, J ·) is a Kähler metric on TX. We obtain in this way the expansion of
the Bergman kernel for a non-Kähler Riemannian metric gTX on X, see [33,
Th. 4.1.1, 4.1.3]. Of course, the coefficients br reflect in this case the presence of
gTX . For example

b0 = det(ṘL/(2π)) IdE,(2.108)

and

(2.109) b1 =
1

8π
det
(ṘL

2π

)[
rXω − 2∆ω

(
log(det(ṘL))

)
+ 4
√−1〈RE, ω〉ω

]
.

Using the expansion of the Bergman kernel Pp, ω(·, ·) we can deduce the expansion
of the Toeplitz operators Tf, p, ω and their kernels, analogous to Theorem 2.19,
Corollary 2.20 and Theorem 2.24. By (2.107), the coefficients of these expansion
satisfy

bf, r = (2π)−ndet(ṘL)bf, r, ω ,

Cr(f, g) = Cr, ω(f, g) .
(2.110)

Since X is compact, (2.107) allowed to reduce the general situation considered
here to the case ω = Θ and apply Theorem 2.16. However, if X is not compact,
the trick of using (2.107) does not work anymore, because the operator associated
to gTXω , hL, hEω might not have a spectral gap. But under the hypotheses of
Theorem 2.9 the spectral gap for Dp exists, so we can extend these results to
certain complete Hermitian manifolds in the next section.

2.8 Quantization of complete Hermitian manifolds

We return to the general situation of a complete manifold already considered in
§2.2. The following result, obtained in [34, Th. 3.11], extends the asymptotic
expansion of the Bergman kernel to complete manifolds.
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Theorem 2.28. Let (X,Θ) be a complete Hermitian manifold, (L, hL), (E, hE)
be Hermitian holomorphic vector bundles of rank one and r, respectively. Assume
that the hypotheses of Theorem 2.9 are fulfilled. Then the kernel Pp(x, x

′) has a full
off–diagonal asymptotic expansion analogous to that of Theorem 2.14 uniformly
for any x, x′ ∈ K, a compact set of X. If L = KX := det(T ∗(1,0)X) is the canonical
line bundle on X, the first two conditions in (5.5) are to be replaced by

hL is induced by Θ and
√−1Rdet < −εΘ,

√−1RE > −CΘ IdE .

The idea of the proof is that the spectral gap property (2.26) of Theorem 2.9
allows to generalize the analysis leading to the expansion in the compact case
(Theorems 2.13 and 2.14) to the situation at hand.

Remark 2.29. Consider for the moment that in Theorem 2.28 we have Θ =√−1
2π
RL. Since in the proof of Theorem 2.28 we use the same localization technique

as in the compact case, the coefficients Jr,x in the expansion of the Bergman
kernel (cf. (2.44)), in particular the coefficients br(x) = J2r,x(x) of the diagonal
expansion have the same universal formulas as in the compact case. Thus the
explicit formulas from Theorem 2.16 for b1 and b2 remain valid in the case of
the situation considered in Theorem 2.28. Moreover, in the general case when√−1

2π
RL > εΘ (for some constant ε > 0), the first formulas in (2.107) and (2.108),

(2.109) are still valid.

Let C∞const(X,End(E)) denote the algebra of smooth sections of X which are
constant map outside a compact set. For any f ∈ C∞const(X,End(E)), we con-
sider the Toeplitz operator (Tf, p)p∈N as in (2.9). The following result generalizes
Theorems 4.2 and 2.26 to complete manifolds.

Theorem 2.30 ([35, Th. 5.3]). Let (X,Θ) be a complete Hermitian manifold, let
(L, hL) and (E, hE) be Hermitian holomorphic vector bundles on X of rank one
and r, respectively. Assume that the hypotheses of Theorem 2.9 are fulfilled. Let
f, g ∈ C∞const(X,End(E)). Then the following assertions hold:

(i) The product of the two corresponding Toeplitz operators admits the asymptotic
expansion (4.5) in the sense of (2.12), where Cr are bi-differential operators,
especially, supp(Cr(f, g)) ⊂ supp(f) ∩ supp(g), and C0(f, g) = fg.

(ii) If f, g ∈ C∞const(X), then (2.94) holds.

(iii) Relation (2.102) also holds for any f ∈ C∞const(X,End(E)).

(iv) The coefficients Cr(f, g) are given by Cr(f, g) = Cr, ω(f, g), where ω =
√−1
2π
RL

(compare (2.110)).
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3 Berezin-Toeplitz quantization on Kähler orb-

ifolds

In this Section we review the theory of Berezin-Toeplitz quantization on Kähler
orbifolds, especially we show that set of Toeplitz operators forms an algebra. Note
that the problem of quantization of orbifolds appears naturally in the study of the
phenomenon of “quantization commutes to reduction”, since the reduced spaces
are often orbifolds, see e.g. [30], or in the problem of quantization of moduli spaces.

Complete explanations and references for Sections 3.1 and 3.2 are contained in
[33, §5.4], [35, §6]. Moreover, we treat there also the case of symplectic orbifolds.

This Section is organized as follows. In Section 3.1 we recall the basic defi-
nitions about orbifolds. In Section 3.2 we explain the asymptotic expansion of
Bergman kernel on complex orbifolds [15, §5.2], which we apply in Section 3.3 to
derive the Berezin-Toeplitz quantization on Kähler orbifolds.

3.1 Preliminaries about orbifolds

We begin by the definition of orbifolds. We define at first a category Ms as
follows : The objects ofMs are the class of pairs (G,M) where M is a connected
smooth manifold and G is a finite group acting effectively on M (i.e., if g ∈ G
such that gx = x for any x ∈ M , then g is the unit element of G). Consider two
objects (G,M) and (G′,M ′). For g ∈ G′, ϕ ∈ Φ, we define gϕ : M → M ′ by
(gϕ)(x) = g(ϕ(x)) for x ∈ M . A morphism Φ : (G,M) → (G′,M ′) is a family of
open embeddings ϕ : M →M ′ satisfying :

i) For each ϕ ∈ Φ, there is an injective group homomorphism λϕ : G → G′ that
makes ϕ be λϕ-equivariant.

ii) If (gϕ)(M) ∩ ϕ(M) 6= ∅, then g ∈ λϕ(G).

iii) For ϕ ∈ Φ, we have Φ = {gϕ, g ∈ G′}.
Definition 3.1 (Orbifold chart, atlas, structure). Let X be a paracompact Haus-
dorff space. An m-dimensional orbifold chart on X consists of a connected open
set U of X, an object (GU , Ũ) of Ms with dim Ũ = m, and a ramified covering

τU : Ũ → U which is GU -invariant and induces a homeomorphism U ' Ũ/GU .

We denote the chart by (GU , Ũ)
τU−→ U .

An m-dimensional orbifold atlas V on X consists of a family of m-dimensional
orbifold charts V(U) = ((GU , Ũ)

τU−→ U) satisfying the following conditions :

(i) The open sets U ⊂ X form a covering U with the property:

For any U,U ′ ∈ U and x ∈ U ∩ U ′, there exists U ′′ ∈ U
such that x ∈ U ′′ ⊂ U ∩ U ′.(3.1)
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(ii) For any U, V ∈ U , U ⊂ V there exists a morphism ϕV U : (GU , Ũ)→ (GV , Ṽ ),
which covers the inclusion U ⊂ V and satisfies ϕWU = ϕWV ◦ϕV U for any U, V,W ∈
U , with U ⊂ V ⊂ W .

It is easy to see that there exists a unique maximal orbifold atlas Vmax con-
taining V ; Vmax consists of all orbifold charts (GU , Ũ)

τU−→ U , which are locally
isomorphic to charts from V in the neighborhood of each point of U . A maximal
orbifold atlas Vmax is called an orbifold structure and the pair (X,Vmax) is called
an orbifold. As usual, once we have an orbifold atlas V on X we denote the
orbifold by (X,V), since V uniquely determines Vmax .

In Definition 3.1 we can replace Ms by a category of manifolds with an addi-
tional structure such as orientation, Riemannian metric, almost-complex structure
or complex structure. We impose that the morphisms (and the groups) preserve
the specified structure. So we can define oriented, Riemannian, almost-complex
or complex orbifolds.

Definition 3.2 (regular and singular set). Let (X,V) be an orbifold. For each

x ∈ X, we can choose a small neighborhood (Gx, Ũx) → Ux such that x ∈ Ũx
is a fixed point of Gx (it follows from the definition that such a Gx is unique
up to isomorphisms for each x ∈ X). We denote by |Gx| the cardinal of Gx.
If |Gx| = 1, then X has a smooth manifold structure in the neighborhood of x,
which is called a smooth point of X. If |Gx| > 1, then X is not a smooth manifold
in the neighborhood of x, which is called a singular point of X. We denote by
Xsing = {x ∈ X; |Gx| > 1} the singular set of X, and Xreg = {x ∈ X; |Gx| = 1}
the regular set of X.

It is useful to note that on an orbifold (X,V) we can construct partitions
of unity. First, let us call a function on X smooth, if its lift to any chart of the
orbifold atlas V is smooth in the usual sense. Then the definition and construction
of a smooth partition of unity associated to a locally finite covering carries over
easily from the manifold case. The point is to construct smooth GU -invariant
functions with compact support on (GU , Ũ).

Definition 3.3 (Orbifold Riemannian metric). Let (X,V) be an arbitrary orb-
ifold. A Riemannian metric on X is a Riemannian metric gTX on Xreg such that
the lift of gTX to any chart of the orbifold atlas V can be extended to a smooth
Riemannian metric.

Certainly, for any (GU , Ũ) ∈ V , we can always construct a GU -invariant Rie-

mannian metric on Ũ . By a partition of unity argument, we see that there exist
Riemannian metrics on the orbifold (X,V).

Definition 3.4. An orbifold vector bundle E over an orbifold (X,V) is defined

as follows : E is an orbifold and for any U ∈ U , (GE
U , p̃U : ẼU → Ũ) is a

GE
U -equivariant vector bundle and (GE

U , ẼU) (resp. (GU = GE
U/K

E
U , Ũ), where
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KE
U = ker(GE

U → Diffeo(Ũ))) is the orbifold structure of E (resp. X). If GE
U acts

effectively on Ũ for U ∈ U , i.e. KE
U = {1}, we call E a proper orbifold vector

bundle.

Note that any structure on X or E is locally Gx or GE
Ux

-equivariant.

Let E be an orbifold vector bundle on (X,V). For U ∈ U , let Ẽpr
U be the

maximal KE
U -invariant sub-bundle of ẼU on Ũ . Then (GU , Ẽ

pr
U ) defines a proper

orbifold vector bundle on (X,V), denoted by Epr.
The (proper) orbifold tangent bundle TX on an orbifold X is defined by

(GU , T Ũ → Ũ), for U ∈ U . In the same vein we introduce the cotangent bundle
T ∗X. We can form tensor products of bundles by taking the tensor products of
their local expressions in the charts of an orbifold atlas.

Let E → X be an orbifold vector bundle and k ∈ N ∪ {∞}. A section
s : X → E is called C k if for each U ∈ U , s|U is covered by a GE

U -invariant C k

section s̃U : Ũ → ẼU . We denote by C k(X,E) the space of C k sections of E on
X.

Integration on orbifolds. If X is oriented, we define the integral
∫
X
α for a

form α over X (i.e. a section of Λ(T ∗X) over X) as follows. If supp(α) ⊂ U ∈ U
set

(3.2)

∫
X

α :=
1

|GU |
∫

eU α̃U .
It is easy to see that the definition is independent of the chart. For general α we
extend the definition by using a partition of unity.

If X is an oriented Riemannian orbifold, there exists a canonical volume ele-
ment dvX on X, which is a section of Λm(T ∗X), m = dimX. Hence, we can also
integrate functions on X.

Metric structure on orbifolds. Assume now that the Riemannian orbifold
(X,V) is compact. We define a metric on X by setting for x, y ∈ X,

d(x, y) = Infγ

{∑
i

∫ ti
ti−1
| ∂
∂t
γ̃i(t)|dt

∣∣∣γ : [0, 1]→ X, γ(0) = x, γ(1) = y,

such that there exist t0 = 0 < t1 < · · · < tk = 1, γ([ti−1, ti]) ⊂ Ui,

Ui ∈ U , and a C∞ map γ̃i : [ti−1, ti]→ Ũi that covers γ|[ti−1,ti]

}
.

Then (X, d) is a metric space. For x ∈ X, set d(x,Xsing) := infy∈Xsing
d(x, y).

Kernels on orbifolds. Let us discuss briefly kernels and operators on orb-
ifolds. For any open set U ⊂ X and orbifold chart (GU , Ũ)

τU−→ U , we will

add a superscript ˜ to indicate the corresponding objects on Ũ . Assume that
K̃(x̃, x̃ ′) ∈ C∞(Ũ × Ũ , π∗1Ẽ ⊗ π∗2Ẽ∗) verifies

(g, 1)K̃(g−1x̃, x̃ ′) = (1, g−1)K̃(x̃, gx̃ ′) for any g ∈ GU ,(3.3)
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where (g1, g2) acts on Ẽex × Ẽ∗ex ′ by (g1, g2)(ξ1, ξ2) = (g1ξ1, g2ξ2).

We define the operator K̃ : C∞0 (Ũ , Ẽ)→ C∞(Ũ , Ẽ) by

(3.4) (K̃ s̃)(x̃) =

∫
eU K̃(x̃, x̃ ′)s̃(x̃ ′)dveU(x̃ ′) for s̃ ∈ C∞0 (Ũ , Ẽ) .

For s̃ ∈ C∞(Ũ , Ẽ) and g ∈ GU , g acts on C∞(Ũ , Ẽ) by: (g · s̃)(x̃) := g · s̃(g−1x̃).

We can then identify an element s ∈ C∞(U,E) with an element s̃ ∈ C∞(Ũ , Ẽ)
verifying g · s̃ = s̃ for any g ∈ GU .

With this identification, we define the operator K : C∞0 (U,E)→ C∞(U,E) by

(3.5) (Ks)(x) =
1

|GU |
∫

eU K̃(x̃, x̃ ′)s̃(x̃ ′)dveU(x̃ ′) for s ∈ C∞0 (U,E) ,

where x̃ ∈ τ−1
U (x). Then the smooth kernel K(x, x′) of the operator K with respect

to dvX is

K(x, x′) =
∑
g∈GU

(g, 1)K̃(g−1x̃, x̃ ′).(3.6)

Let K1,K2 be two operators as above and assume that the kernel of one of
K̃1, K̃2 has compact support. By (3.2), (3.3) and (3.5), the kernel of K1 ◦ K2 is
given by

(3.7) (K1 ◦ K2)(x, x′) =
∑
g∈GU

(g, 1)(K̃1 ◦ K̃2)(g−1x̃, x̃ ′).

3.2 Bergman kernel on Kähler orbifolds

In this section we study the asymptotics of the Bergman kernel on orbifolds.

Dolbeault cohomology of orbifolds. Let X be a compact complex orbifold of
complex dimension n with complex structure J . Let E be a holomorphic orbifold
vector bundle on X.

Let OX be the sheaf over X of local GU -invariant holomorphic functions over
Ũ , for U ∈ U . The local GE

U -invariant holomorphic sections of Ẽ → Ũ define a
sheaf OX(E) over X. Let H•(X,OX(E)) be the cohomology of the sheaf OX(E)
over X. Notice that by Definition, we have OX(E) = OX(Epr). Thus without lost
generality, we may and will assume that E is a proper orbifold vector bundle on
X.

Consider a section s ∈ C∞(X,E) and a local section s̃ ∈ C∞(Ũ , ẼU) covering

s. Then ∂
eEU
s̃ covers a section of T ∗(0,1)X ⊗E over U , denoted ∂

E
s|U . The family

of sections {∂Es|U : U ∈ U} patch together to define a global section ∂
E
s of

T ∗(0,1)X ⊗ E over X. In a similar manner we define ∂
E
α for a C∞ section α of

Λ(T ∗(0,1)X)⊗E over X. We obtain thus the Dolbeault complex (Ω0,•(X,E), ∂
E

) :

(3.8) 0 −→ Ω0,0(X,E)
∂
E

−→ · · · ∂
E

−→ Ω0,n(X,E) −→ 0.
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From the abstract de Rham theorem there exists a canonical isomorphism

H•(Ω0,•(X,E), ∂
E

) ' H•(X,OX(E)).(3.9)

In the sequel, we also denote H•(X,OX(E)) by H•(X,E).

Prequantum line bundles. We consider a complex orbifold (X, J) endowed
with the complex structure J . Let gTX be a Riemannian metric on TX compatible
with J . There is then an associated (1, 1)-form Θ given by Θ(U, V ) = gTX(JU, V ).
The metric gTX is called a Kähler metric and the orbifold (X, J) is called a Kähler
orbifold if Θ is a closed form, that is, dΘ = 0. In this case Θ is a symplectic form,
called Kähler form. We will denote the Kähler orbifold by (X, J,Θ) or shortly by
(X,Θ).

Let (L, hL) be a holomorphic Hermitian proper orbifold line bundle on an
orbifold X, and let (E, hE) be a holomorphic Hermitian proper orbifold vector
bundle on X.

We assume that the associated curvature RL of (L, hL) verifies (2.14), i.e.,
(L, hL) is a positive proper orbifold line bundle on X. This implies that ω :=√−1

2π
RL is a Kähler form on X, (X,ω) is a Kähler orbifold and (L, hL,∇L) is a

prequantum line bundle on (X,ω).
Note that the existence of a positive line bundle L on a compact complex

orbifold X implies that the Kodaira map associated to high powers of L gives a
holomorphic embedding of X in the projective space. This is the generalization
due to Baily of the Kodaira embedding theorem (see e.g. [33, Theorem 5.4.20]).

Hodge theory. Let gTX = ω(·, J ·) be the Riemannian metric on X induced by

ω =
√−1
2π
RL. Using the Hermitian product along the fibers of Lp, E, Λ(T ∗(0,1)X),

the Riemannian volume form dvX and the definition (3.2) of the integral on an
orbifold, we introduce an L2-Hermitian product on Ω0,•(X,Lp ⊗ E) similar to

(2.1). This allows to define the formal adjoint ∂
Lp⊗E,∗

of ∂
Lp⊗E

and the operators
Dp and �p as in (2.13) . Then D2

p preserves the Z-grading of Ω0,•(X,Lp ⊗ E).
We note that Hodge theory extends to compact orbifolds and delivers a canonical
isomorphism

(3.10) Hq(X,Lp ⊗ E) ' Ker(D2
p|Ω0,q).

Spectral gap. By the same proof as in [31, Theorems 1.1, 2.5], [6, Theorem 1],
we get vanishing results and the spectral gap property.

Theorem 3.5. Let (X,ω) be a compact Kähler orbifold, (L, hL) be a prequantum
holomorphic Hermitian proper orbifold line bundle on (X,ω) and (E, hE) be an
arbitrary holomorphic Hermitian proper orbifold vector bundle on X.
Then there exists C > 0 such that for any p ∈ N

(3.11) Spec(D2
p) ⊂ {0}∪ ]4πp− C,+∞[,
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and D2
p|Ω0,>0 is invertible for p large enough. Consequently, we have the Kodaira-

Serre vanishing theorem, namely, for p large enough,

(3.12) Hq(X,Lp ⊗ E) = 0 , for every q > 0.

Bergman kernel. As in §2.1, we define the Bergman kernel as the smooth kernel
with respect to the Riemannian volume form dvX(x′) of the orthogonal projection
(Bergman projection) Pp from C∞(X,Lp ⊗ E) onto H0(X,Lp ⊗ E).

Let dp = dimH0(X,Lp ⊗ E) and consider an arbitrary orthonormal basis

{Spi }dpi=1 of H0(X,Lp ⊗E) with respect to the Hermitian product (2.1) and (3.2).

In fact, in the local coordinate above, S̃pi (z̃) are Gx-invariant on Ũx, and

Pp(y, y
′) =

dp∑
i=1

S̃pi (ỹ)⊗ (S̃pi (ỹ′))∗,(3.13)

where we use ỹ to denote the point in Ũx representing y ∈ Ux.
Asymptotics of the Bergman kernel. The Bergman kernel on orbifolds has
an asymptotic expansion, which we now describe. We follow the same pattern
as in the smooth case. The spectral gap property (3.11) shows that we have the
analogue of Theorem 2.13, with the same F as given in (2.41):

(3.14) |Pp(x, x′)− F (Dp)(x, x
′)|Cm(X×X) 6 Cl,m,εp

−l.

As pointed out in [29], the property of the finite propagation speed of solutions
of hyperbolic equations still holds on an orbifold (see the proof in [33, Appendix
D.2]). Thus F (Dp)(x, x

′) = 0 for every for x, x′ ∈ X satisfying d(x, x′) > ε.
Likewise, given x ∈ X, F (Dp)(x, ·) only depends on the restriction of Dp to
BX(x, ε). Thus the problem of the asymptotic expansion of Pp(x, ·) is local.

For any compact set K ⊂ Xreg, the Bergman kernel Pp(x, x
′) has an asymptotic

expansion as in Theorem 2.14 by the same argument as in Theorem 2.13.
Let now x ∈ Xsing and let (GU , Ũ)

τU−→ U be an orbifold chart near x. We

recall that for every open set U ⊂ X and orbifold chart (GU , Ũ)
τU−→ U , we add

a superscript ˜ to indicate the corresponding objects on Ũ . Let ∂U = U \ U ,

U1 = {x ∈ U, d(x, ∂U) > ε}. Then F (D̃p)(x̃, x̃
′) is well defined for x̃, x̃ ′ ∈ Ũ1 =

τ−1
U (U1). Since g · F (D̃p) = F (D̃p)g, we get

(3.15) (g, 1)F (D̃p)(g
−1x̃, x̃′) = (1, g−1)F (D̃p)(x̃, gx̃

′) ,

for every g ∈ GU , x̃, x̃ ′ ∈ Ũ1. Formula (3.6) shows that for every x, x′ ∈ U1 and

x̃, x̃ ′ ∈ Ũ1 representing x, x′, we have

(3.16) F (Dp)(x, x
′) =

∑
g∈GU

(g, 1)F (D̃p)(g
−1x̃, x̃ ′).
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In view of (3.16), the strategy is to use the expansion for F (D̃p)(·, ·) in order
to deduce the expansion for F (Dp)(·, ·) and then for Pp(·, ·), due to (3.14). In the
present situation the kernel P takes the form

(3.17) P(Z̃, Z̃ ′) = exp
(
− π

2

∑
i

(|z̃i|2 + |z̃′i|2 − 2z̃iz̃
′
i

))
.

For details we refer to [33, § 5.4.3].

3.3 Berezin-Toeplitz quantization on Kähler orbifolds

We apply now the results of Section 3.2 to establish the Berezin-Toeplitz quantiza-
tion on Kähler orbifolds. We use the notations and assumptions of that Section.

Toeplitz operators on orbifolds. We define Toeplitz operators as a family
{Tp} of linear operators Tp : L2(X,Lp ⊗ E) −→ L2(X,Lp ⊗ E) satisfying the
conditions from Definition 2.4.

For any section f ∈ C∞(X,End(E)), the Berezin-Toeplitz quantization of f is
defined by

(3.18) Tf, p : L2(X,Lp ⊗ E) −→ L2(X,Lp ⊗ E) , Tf, p = Pp f Pp .

Now, by the same argument as in Lemma 2.18, we get

Lemma 3.6. For any ε > 0 and any l,m ∈ N there exists Cl,m,ε > 0 such that

(3.19) |Tf, p(x, x′)|Cm(X×X) 6 Cl,m,εp
−l

for all p > 1 and all (x, x′) ∈ X × X with d(x, x′) > ε, where the Cm-norm is
induced by ∇L,∇E and hL, hE, gTX .

As in Section 2.5 we obtain next the asymptotic expansion of the kernel
Tf, p(x, x

′) in a neighborhood of the diagonal.
We need to introduce the appropriate analogue of the condition introduced in

the Notation 2.12 in the orbifold case, in order to take into account the group
action associated to an orbifold chart. Let {Θp}p∈N be a sequence of linear op-
erators Θp : L2(X,Lp ⊗ E) −→ L2(X,Lp ⊗ E) with smooth kernel Θp(x, y) with
respect to dvX(y).

Condition 3.7. Let k ∈ N. Assume that for every open set U ∈ U and every
orbifold chart (GU , Ũ)

τU−→ U , there exists a sequence of kernels {Θ̃p,U(x̃, x̃ ′)}p∈N
and a family {Qr, x0}06r6k, x0∈X such that

(a) Qr, x0 ∈ End(E)x0 [Z̃, Z̃
′] ,

(b) {Qr, x0}r∈N, x0∈X is smooth with respect to the parameter x0 ∈ X,
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(c) for every fixed ε′′ > 0 and every x̃, x̃ ′ ∈ Ũ the following holds

(g, 1)Θ̃p,U(g−1x̃, x̃ ′) = (1, g−1)Θ̃p,U(x̃, gx̃ ′) for any g ∈ GU (cf. (3.15)),

Θ̃p,U(x̃, x̃ ′) = O(p−∞) for d(x, x′) > ε′′,

Θp(x, x
′) =

∑
g∈GU

(g, 1)Θ̃p,U(g−1x̃, x̃ ′) + O(p−∞),

(3.20)

and moreover, for every relatively compact open subset Ṽ ⊂ Ũ , the relation
(3.21)

p−n Θ̃p,U,ex0(Z̃, Z̃
′) ∼=

k∑
r=0

(Qr, ex0Pex0)(
√
pZ̃,
√
pZ̃ ′)p−

r
2 +O(p−

k+1
2 ), for x̃0 ∈ Ṽ ,

holds in the sense of (2.38).

Notation 3.8. If the sequence {Θp}p∈N satisfies Condition 3.7, we write

(3.22) p−n Θp, x0(Z,Z
′) ∼=

k∑
r=0

(Qr, x0Px0)(
√
pZ,
√
pZ ′)p−

r
2 +O(p−

k+1
2 ) .

Note that although the Notations 3.8 and 2.12 are formally similar, they have
different meaning.

Lemma 3.9. The smooth family Qr, x0 ∈ End(E)x0 [Z̃, Z̃
′] in Condition 3.7 is

uniquely determined by Θp.

Proof. Clearly, for W ⊂ U , the restriction of Θ̃p,U to W̃ × W̃ verifies (3.20), thus

we can take Θ̃p,W = Θ̃p,U |fW×fW . Since GU acts freely on τ−1
U (Ureg) ⊂ Ũ , we deduce

from (3.20) and (3.21) that

Θp, x0(Z,Z
′) = Θ̃p, U, ex0(Z̃, Z̃

′) + O(p−∞) ,(3.23)

for every x0 ∈ Ureg and |Z̃|, |Z̃ ′| small enough. We infer from (3.21) and (3.23)

that Qr, x0 ∈ End(E)x0 [Z̃, Z̃
′] is uniquely determined for x0 ∈ Xreg . Since Qr, x0

depends smoothly on x0, its lift to Ũ is smooth. Since the set τ−1
U (Ureg) is dense

in Ũ , we see that the smooth family Qr, x0 is uniquely determined by Θp.

Lemma 3.10. There exist polynomials Jr, x0 , Qr,x0(f) ∈ End(E)x0 [Z̃, Z̃
′] so that

Theorem 2.14, Lemmas 2.18, 2.19 and (2.78) still hold under the notation (3.22).
Moreover,

(3.24) J0, x0 = IdE, J1, x0 = 0.
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Proof. The analogues of Theorems 2.13-2.14 for the current situation and (3.15),
(3.16) show that Theorem 2.14 and Lemmas 2.18, 2.19 still hold under the notation
(3.22). By (2.49), we have O1 = 0. Hence (2.52) entails (3.24). Moreover, (3.14)
implies

Tf, p(x, x
′) =

∫
X

F (Dp)(x, x
′′)f(x′′)F (Dp)(x

′′, x′)dvX(x′′) + O(p−∞).(3.25)

Therefore, we deduce from (3.7), (3.15), (3.16) and (3.25) that Lemmas 2.19 and
(2.78) still hold under the notation (3.22).

We have therefore orbifold asymptotic expansions for the Bergman and Toeplitz
kernels, analogues to those for smooth manifolds. Following the strategy used in
§2.6 we can prove a characterization of Toeplitz operators as in Theorem 2.22 (see
[35, Th. 6.11]).

Proceeding as in §2.6 we can show that the set of Toeplitz operators on a
compact orbifold is closed under the composition of operators, so forms an algebra.

Theorem 3.11 ([35, Th. 6.13]). Let (X,ω) be a compact Kähler orbifold and let
(L, hL) be a holomorphic Hermitian proper orbifold line bundle satisfying the pre-
quantization condition (2.14). Let (E, hE) be an arbitrary holomorphic Hermitian
proper orbifold vector bundle on X.

Consider f, g ∈ C∞(X,End(E)). Then the product of the Toeplitz opera-
tors Tf, p and Tg, p is a Toeplitz operator, more precisely, it admits an asymptotic
expansion in the sense of (2.11), where Cr(f, g) ∈ C∞(X,End(E)) and Cr are bi-

differential operators defined locally as in (2.93) on each covering Ũ of an orbifold

chart (GU , Ũ)
τU−→ U . In particular C0(f, g) = fg.

If f, g ∈ C∞(X), then (2.94) holds.
Relation (2.102) also holds for any f ∈ C∞(X,End(E)).

Remark 3.12. As in Remark 2.27, Theorem 3.11 shows that on every compact
Kähler orbifold X admitting a prequantum line bundle (L, hL), we can define in
a canonical way an associative star-product

(3.26) f ∗~ g =
∞∑
l=0

~lCl(f, g) ∈ C∞(X,End(E))[[~]]

for every f, g ∈ C∞(X,End(E)), called the Berezin-Toeplitz star-product . More-
over, Cl(f, g) are bi-differential operators defined locally as in the smooth case.

4 Quantization of symplectic manifolds

We will briefly describe in this Section how to generalize the ideas used before
in the Kähler case in order to study the Toeplitz operators and Berezin-Toeplitz
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quantization for symplectic manifolds. For details we refer the reader to [33, 35].
We recall in Section 4.1 the definition of the spinc Dirac operator and formulate
the spectral gap property for prequantum line bundles. In Section 4.2 we state
the asymptotic expansion of the composition of Toeplitz operators.

4.1 Spectral gap of the spinc Dirac operator

We will first show that in the general symplectic case the kernel of the spinc

operator is a good substitute for the space of holomorphic sections used in Kähler
quantization.

Let (X,ω) be a compact symplectic manifold, dimRX = 2n, with compatible
almost complex structure J : TX → TX. Let gTX be the associated Rieman-
nian metric compatible with ω, i.e., gTX(u, v) = ω(u, Jv). Let (L, hL,∇L) → X
be Hermitian line bundle, endowed with a Hermitian metric hL and a Hermitian
connection ∇L, whose curvature is RL = (∇L)2. We assume that the prequanti-
zation condition (2.14) is fulfilled. Let (E, hE,∇E) → X be a Hermitian vector
bundle. We will be concerned with asymptotics in terms of high tensor powers
Lp ⊗ E, when p→∞, that is, we consider the semi-classical limit ~ = 1/p→ 0.

Let ∇det be the connection on det(T (1,0)X) induced by the projection of the
Levi-Civita connection ∇TX on T (1,0)X. Let us consider the Clifford connec-
tion ∇Cliff on Λ•(T ∗(0,1)X) associated to ∇TX and to the connection ∇det on
det(T (1,0)X) (see e.g. [33, § 1.3]). The connections ∇L, ∇E and ∇Cliff induce
the connection

∇p = ∇Cliff ⊗ Id + Id⊗∇Lp⊗E on Λ•(T ∗(0,1)X)⊗ Lp ⊗ E.

The spinc Dirac operator is defined by

(4.1) Dp =
2n∑
j=1

c(ej)∇p,ej : Ω0,•(X,Lp ⊗ E) −→ Ω0,•(X,Lp ⊗ E) .

where {ej}2n
j=1 local orthonormal frame of TX and c(v) =

√
2(v∗1,0 ∧ −iv 0,1) is

the Clifford action of v ∈ TX. Here we use the decomposition v = v 1,0 + v 0,1,
v 1,0 ∈ T (1,0)X, v 0,1 ∈ T (0,1)X.

If (X, J, ω) is Kähler then Dp =
√

2(∂ + ∂
∗
) so Ker(Dp) = H0(X,Lp ⊗ E) for

p � 1. The following result shows that Ker(Dp) has all semi-classical properties
of H0(X,Lp ⊗E). The proof is based on a direct application of the Lichnerowicz
formula for D2

p. Note that the metrics gTX , hL and hE induce an L2-scalar product

on Ω0,•(X,Lp ⊗ E), whose completion is denoted (Ω0,•
(2)(X,L

p ⊗ E), ‖ · ‖L2).

Theorem 4.1 ([31, Th. 1.1, 2.5], [33, Th. 1.5.5]). There exists C > 0 such that for
any p ∈ N and any s ∈⊕k>0 Ω0,k(X,Lp ⊗ E) we have

(4.2) ‖Dps‖2
L2 ≥ (4πp− C)‖s‖2

L2 .
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Moreover, the spectrum of D2
p verifies

Spec(D2
p) ⊂ {0} ∪ [4πp− C,+∞[ .(4.3)

By the Atiyah-Singer index theorem we have for p� 1

(4.4) dim Ker(Dp) =

∫
X

Td(T (1,0)X) ch(Lp ⊗ E) = rk(E)
pn

n!

∫
X

ωn +O(pn−1) .

Theorem 4.1 shows the forms in Ker(Dp) concentrate asymptotically in the L2

sense on their zero-degree component and (4.4) shows that dim Ker(Dp) is a poly-
nomial in p of degree n, as in the holomorphic case.

4.2 Toeplitz operators in spinc quantization

Let us introduce the orthogonal projection Pp : Ω0,•
(2)(X,L

p ⊗ E) −→ Ker(Dp),
called the Bergman projection in analogy to the Kähler case. Its integral kernel is
called Bergman kernel . The Toeplitz operator with symbol f ∈ C∞(X,End(E))
is

Tf,p : Ω0,•
(2)(X,L

p ⊗ E)→ Ω0,•
(2)(X,L

p ⊗ E) , Tf,p = PpfPp

In analogy to the Kähler case we define a (generalized) Toeplitz operator is a se-
quence (Tp) of linear operators Tp ∈ End(Ω0,•

(2)(X,L
p⊗E)) verifying Tp = Pp Tp Pp ,

such that there exist a sequence gl ∈ C∞(X,End(E)) with the property that for
all k ≥ 0, there exists Ck > 0 so that (2.11) is fulfilled.

A basic fact is that the Bergman kernel Pp(·, ·) of the Dirac operator has an
asymptotic expansion similar to Theorems 2.13 and 2.14. This was shown by Dai-
Liu-Ma in [15, Prop. 4.1 and Th. 4.18′] (see also [33, Th. 8.1.4]). By the Bergman
kernel expansion of Dai-Liu-Ma we obtain the expansion of the integral kernels of
Tf, p , similar to Theorem 2.19. Moreover, the characterization of Toeplitz oper-
ators in terms of the off-diagonal asymptotic expansion of their integral kernels,
formulated in Theorem 2.22, holds also in the symplectic case (cf. [35, Th. 4.9],
[33, Lemmas 7.2.2, 7.2.4, Th. 7.3.1]). We obtain thus the symplectic analogue of
Theorem 2.24.

Theorem 4.2 ([35, Th. 1.1], [33, Th. 8.1.10]). Let f, g ∈ C∞(X,End(E)). The
composition (Tf, p ◦ Tg, p) is a Toeplitz operator, i.e.,

(4.5) Tf, p ◦ Tg, p =
∞∑
r=0

p−rTCr(f, g), p +O(p−∞),

where Cr are bi-differential operators, C0(f, g) = fg and Cr(f, g) ∈ C∞(X,End(E)).
Let f, g ∈ C∞(X) and let {·, ·} be the Poisson bracket on (X, 2πω), defined as in
(2.92). Then

(4.6) C1(f, g)− C1(g, f) =
√−1{f, g} IdE,
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and therefore

(4.7)
[
Tf, p , Tg, p

]
=

√−1

p
T{f, g}, p +O(p−2).

Thus the construction of the Berezin-Toeplitz star-product can be carried out
also in the case of symplectic manifolds. Namely, for f, g ∈ C∞(X,End(E)) we set
f ∗~ g :=

∑∞
k=0 Ck(f, g)~k ∈ C∞(X,End(E))[[~]], where Cr(f, g) are determined

by (4.5). Then ∗~ is an associative star product.
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& Institute of Mathematics ‘Simion Stoilow’,
Romanian Academy, Bucharest, Romania
gmarines@math.uni-koeln.de
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Asymptotics of Toeplitz operators and applications in TQFT

by Jørgen Ellegaard Andersen and Jakob Lindblad Blaavand

Abstract

In this paper we provide a review of asymptotic results of Toeplitz oper-
ators and their applications in TQFT. To do this we review the differential
geometric construction of the Hitchin connection on a prequantizable com-
pact symplectic manifold. We use asymptotic results relating the Hitchin
connection and Toeplitz operators, to, in the special case of the moduli
space of flat SU(n)-connections on a surface, prove asymptotic faithfulness
of the SU(n) quantum representations of the mapping class group. We
then go on to review formal Hitchin connections and formal trivializations
of these. We discuss how these fit together to produce a Berezin–Toeplitz
star product, which is independent of the complex structure. Finally we
give explicit examples of all the above objects in the case of the abelian
moduli space. We furthermore discuss an approach to curve operators in
the TQFT associated to abelian Chern–Simons theory.

1 Introduction

Witten constructed, via path integral techniques, a quantization of Chern-Simons
theory in 2 + 1 dimensions, and he argued in [Wi] that this produced a TQFT,
indexed by a compact simple Lie group and an integer level k. For the group
SU(n) and level k, let us denote this TQFT by Z

(n)
k . Combinatorially, this theory

was first constructed by Reshetikhin and Turaev, using representation theory of
Uq(sl(n,C)) at q = e(2πi)/(k+n), in [RT1] and [RT2]. Subsequently, the TQFT’s

Z
(n)
k were constructed using skein theory by Blanchet, Habegger, Masbaum and

Vogel in [BHMV1], [BHMV2] and [B1].

The two-dimensional part of the TQFT Z
(n)
k is a modular functor with a certain

label set. For this TQFT, the label set Λ
(n)
k is a finite subset (depending on k)

of the set of finite dimensional irreducible representations of SU(n). We use the
usual labeling of irreducible representations by Young diagrams, so in particular
2 ∈ Λ

(n)
k is the defining representation of SU(n). Let further λ

(d)
0 ∈ Λ

(n)
k be the

Young diagram consisting of d columns of length k. The label set is also equipped
with an involution, which is simply induced by taking the dual representation.
The trivial representation is a special element in the label set which is clearly
preserved by the involution.
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Z
(n)
k :



Category of (ex-
tended) closed
oriented sur-
faces with Λ

(n)
k -

labeled marked
points with pro-
jective tangent
vectors


→


Category of fi-
nite dimensional
vector spaces
over C



The three-dimensional part of Z
(n)
k is an association of a vector,

Z
(n)
k (M,L, λ) ∈ Z(n)

k (∂M, ∂L, ∂λ),

to any compact, oriented, framed 3–manifold M together with an oriented, framed
link (L, ∂L) ⊆ (M,∂M) and a Λ

(n)
k -labeling λ : π0(L)→Λ

(n)
k .

This association has to satisfy the Atiyah-Segal-Witten TQFT axioms (see e.g.
[At], [Se] and [Wi]). For a more comprehensive presentation of the axioms, see
Turaev’s book [T].

The geometric construction of these TQFTs was proposed by Witten in [Wi]
where he derived, via the Hamiltonian approach to quantum Chern-Simons theory,
that the geometric quantization of the moduli spaces of flat connections should
give the two-dimensional part of the theory. Further, he proposed an alternative
construction of the two-dimensional part of the theory via WZW-conformal field
theory. This theory has been studied intensively. In particular, the work of
Tsuchiya, Ueno and Yamada in [TUY] provided the major geometric constructions
and results needed. In [BK], their results were used to show that the category of
integrable highest weight modules of level k for the affine Lie algebra associated
to any simple Lie algebra is a modular tensor category. Further, in [BK], this
result is combined with the work of Kazhdan and Lusztig [KL] and the work of
Finkelberg [Fi] to argue that this category is isomorphic to the modular tensor
category associated to the corresponding quantum group, from which Reshetikhin
and Turaev constructed their TQFT. Unfortunately, these results do not allow
one to conclude the validity of the geometric constructions of the two-dimensional
part of the TQFT proposed by Witten. However, in joint work with Ueno, [AU1],
[AU2], [AU3] and [AU4], the first author have given a proof, based mainly on the
results of [TUY], that the TUY-construction of the WZW-conformal field theory,
after twist by a fractional power of an abelian theory, satisfies all the axioms of
a modular functor. Furthermore, we have proved that the full 2 + 1-dimensional
TQFT resulting from this is isomorphic to the aforementioned one, constructed by
BHMV via skein theory. Combining this with the theorem of Laszlo [La1], which
identifies (projectively) the representations of the mapping class groups obtained
from the geometric quantization of the moduli space of flat connections with the
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ones obtained from the TUY-constructions, one gets a proof of the validity of the
construction proposed by Witten in [Wi].

Another part of this TQFT is the quantum SU(n) representations of the map-
ping class groups. Namely, if Σ is a closed oriented surfaces of genus g, Γ is the
mapping class group of Σ, and p is a point on Σ, then the modular functor induces
a representation

(1.1) Z
(n,d)
k : Γ→ P Aut

(
Z

(n)
k (Σ, p, λ

(d)
0 )
)
.

For a general label of p, we would need to choose a projective tangent vector
vp ∈ TpΣ/R+, and we would get a representation of the mapping class group of

(Σ, p, vp). But for the special labels λ
(d)
0 , the dependence on vp is trivial and in

fact we get a representation of Γ.
Let us now briefly recall the geometric construction of the representations

Z
(n,d)
k of the mapping class group, as proposed by Witten, using geometric quan-

tization of moduli spaces.
We assume from now on that the genus of the closed oriented surface Σ is at

least two. Let M be the moduli space of flat SU(n) connections on Σ − p with
holonomy around p equal to exp(2πid/n) Id ∈ SU(n). When (n, d) are coprime,
the moduli space is smooth. In all cases, the smooth part of the moduli space has a
natural symplectic structure ω. There is a natural smooth symplectic action of the
mapping class group Γ of Σ on M . Moreover, there is a unique prequantum line
bundle (L,∇, (·, ·)) over (M,ω). The Teichmüller space T of complex structures
on Σ naturally, and Γ-equivariantly, parametrizes Kähler structures on (M,ω).
For σ ∈ T , we denote by Mσ the manifold (M,ω) with its corresponding Kähler
structure. The complex structure on Mσ and the connection ∇ in L induce the
structure of a holomorphic line bundle on L. This holomorphic line bundle is
simply the determinant line bundle over the moduli space, and it is an ample
generator of the Picard group [DN].

By applying geometric quantization to the moduli space M , one gets, for any
positive integer k, a certain finite rank bundle over Teichmüller space T which
we will call the Verlinde bundle V(k) at level k. The fiber of this bundle over a
point σ ∈ T is V(k)

σ = H0(Mσ,Lk). We observe that there is a natural Hermitian
structure 〈·, ·〉 on H0(Mσ,Lk) by restricting the L2-inner product on global L2

sections of Lk to H0(Mσ,Lk).
The main result pertaining to this bundle is:

Theorem 1.1 (Axelrod, Della Pietra and Witten; Hitchin). The projectivization
of the bundle V(k) supports a natural flat Γ-invariant connection ∇̂.

This is a result proved independently by Axelrod, Della Pietra and Witten
[ADW] and by Hitchin [H]. In section 2, we review our differential geometric
construction of the connection ∇̂ in the general setting discussed in [A6]. We
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obtain as a corollary that the connection constructed by Axelrod, Della Pietra
and Witten projectively agrees with Hitchin’s.

Because of the existence of this connection, the 2-dimensional part of the
modular functor Z

(n)
k is the vector space P(V (k)) of covariant constant sections of

P(V(k)) over Teichmüller space T .

Definition 1.2. We denote by Z
(n,d)
k the representation,

Z
(n,d)
k : Γ→ Aut

(
P(V (k))

)
,

obtained from the action of the mapping class group on the covariant constant
sections of P(V(k)) over T .

The projectively flat connection ∇̂ induces a flat connection ∇̂e in End(V(k)).
This flat connection can be used to show asymptotically flatness of the quantum
representations Z

(n,d)
k ,

Theorem 1.3 (Andersen [A3]). Assume that g ≥ 2, n and d are coprime or that
(n, d) = (2, 0) when g = 2. Then, we have that

∞⋂
k=1

ker(Z
(n,d)
k ) =

{
{1, H} g = 2, n = 2 and d = 0

{1} otherwise,

where H is the hyperelliptic involution.

In Section 4 we discuss the proof of this Theorem, and how it relies on the
asymptotics of Toeplitz operators T

(k)
f associated a smooth function f on M . For

each f ∈ C∞(M) and each point σ ∈ T we have the Toeplitz operator,

T
(k)
f,σ : H0(Mσ,Lkσ)→ H0(Mσ,Lkσ),

which is given by
T

(k)
f,σ s = π(k)

σ (fs)

for all s ∈ H0(Mσ,Lkσ). Here π
(k)
σ is the orthogonal projection onto H0(Mσ,Lkσ)

induced from the L2-inner product on C∞(M,Lk). We get a smooth section of
End(V(k)),

T
(k)
f ∈ C∞(T ,End(V(k))),

by letting T
(k)
f (σ) = T

(k)
f,σ . See Section 3 for a discussion of the Toeplitz operators

and their connection to deformation quantization. The sections T
(k)
f of EndV(k)

over T are not covariant constant with respect to ∇̂e. However, they are asymp-
totically as k goes to infinity. This is made precise when we discuss the formal
Hitchin Connection below.
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The existence of a connection as above is not a unique thing for the moduli
spaces, the construction can be generalized to a general compact prequantizable
symplectic manifold (M,ω) with prequantum line bundle (L, (·, ·),∇). We assume
that T is a complex manifold which holomorphically and rigidly (see Definition
2.3) parameterizes Kähler structures on (M,ω). Then, the following theorem,
proved in [A6], establishes the existence of the Hitchin connection (see Defini-
tion 2.4) under a mild cohomological condition.

Theorem 1.4 (Andersen). Suppose that I is a rigid family of Kähler structures on
the compact, prequantizable symplectic manifold (M,ω) which satisfies that there
exists an n ∈ Z such that the first Chern class of (M,ω) is n[ ω

2π
] ∈ H2(M,Z)

and H1(M,R) = 0. Then, the Hitchin connection ∇̂ in the trivial bundle H(k) =
T × C∞(M,Lk) preserves the subbundle H(k) with fibers H0(Mσ,Lk). It is given
by

∇̂V = ∇̂t
V +

1

4k + 2n

{
∆G(V ) + 2∇G(V )·dF + 4kV ′[F ]

}
,

where ∇̂t is the trivial connection in H(k), and V is any smooth vector field on T .

This result is discussed in much greater detail in Section 2, where all ingredients
are introduced.

In Section 5, we study the formal Hitchin connection which was introduced
in [A6]. Let D(M) be the space of smooth differential operators on M acting
on smooth functions on M . Let Ch be the trivial C∞h (M)-bundle over T , where
C∞h (M) is formal power series with coefficients in C∞(M).

Definition 1.5. A formal connection D is a connection in Ch over T of the form

DV f = V [f ] + D̃(V )(f),

where D̃ is a smooth one-form on T with values in Dh(M) = D(M)[[h]], f is any
smooth section of Ch, V is any smooth vector field on T and V [f ] is the derivative
of f in the direction of V .

Thus, a formal connection is given by a formal series of differential operators

D̃(V ) =
∞∑
l=0

D̃(l)(V )hl.

From Hitchin’s connection in H(k), we get an induced connection ∇̂e in the
endomorphism bundle End(H(k)). As previously mentioned, the Toeplitz opera-
tors are not covariant constant sections with respect to ∇̂e, but asymptotically
in k they are. This follows from the properties of the formal Hitchin connection,
which is the formal connection D defined through the following theorem (proved
in [A6]).
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Theorem 1.6. (Andersen) There is a unique formal connection D which satisfies
that

(1.2) ∇̂e
V T

(k)
f ∼ T

(k)
(DV f)(1/(k+n/2))

for all smooth section f of Ch and all smooth vector fields V on T . Moreover,

D̃ = 0 mod h.

Here ∼ means the following: For all L ∈ Z+ we have that∥∥∥∥∥∇̂e
V T

(k)
f −

(
T

(k)
V [f ] +

L∑
l=1

T
(k)

D̃
(l)
V f

1

(k + n/2)l

)∥∥∥∥∥ = O(k−(L+1)),

uniformly over compact subsets of T , for all smooth maps f : T →C∞(M).

Now fix an f ∈ C∞(M), which does not depend on σ ∈ T , and notice how the
fact that D̃ = 0 mod h implies that∥∥∥∇̂e

V T
(k)
f

∥∥∥ = O(k−1).

This expresses the fact that the Toeplitz operators are asymptotically flat with
respect to the Hitchin connection.

We define a mapping class group equivariant formal trivialization of D as
follows.

Definition 1.7. A formal trivialization of a formal connection D is a smooth map
P : T →Dh(M) which modulo h is the identity, for all σ ∈ T , and which satisfies

DV (P (f)) = 0,

for all vector fields V on T and all f ∈ C∞h (M). Such a formal trivialization is
mapping class group equivariant if P (φ(σ)) = φ∗P (σ) for all σ ∈ T and φ ∈ Γ.

Since the only mapping class group invariant functions on the moduli space
are the constant ones (see [Go1]), we see that in the case where M is the moduli
space, such a P , if it exists, must be unique up to multiplication by a formal
constant, i.e. an element of Ch = C[[h]].

Clearly if D is not flat, such a formal trivialization cannot exist even locally
on T . However, if D is flat and its zero-order term is just given by the trivial
connection in Ch, then a local formal trivialization exists, as proved in [A6].

Furthermore, it is proved in [A6] that flatness of the formal Hitchin connection
is implied by projective flatness of the Hitchin connection. As was proved by
Hitchin in [H], and stated above in Theorem 1.1, this is the case when M is the
moduli space.
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In Section 5 we discuss how this formal trivialization of a formal connection
give a way of defining a star product from the Berezin–Topelitz star product, which
turn out not to depend on the complex structure σ. In Section 5 we furthermore
discuss the lower order terms of formal trivialization and the star product.

In Section 6 we consider the all of the above objects in the case where the man-
ifold M is a principal polarized abelian variety. We furthermore discuss abelian
Chern–Simons theory and the moduli space of U(1)-connections on a closed sur-
face Σ. We find a flat Hitchin connection on the U(1)-moduli space M and find a
formal trivialization P of the formal Hitchin connection. With this formal trivial-
ization we define the curve operators to a cylinder Σ× [0, 1] with a link γ inside,
to be the Toeplitz operator associated to the corresponding holonomy function hγ
on M , Z(k) = T

(k)
hγ

. With this definition of a curve operator we show that

〈hγ1 , hγ2〉 = lim
k→∞

〈
Z(k)(Σ, γ1), Z(k)(Σ, γ2)

〉
and as required by the TQFT axioms that

Z(k)(Σ× S1) = dim(Z(k)(Σ)).

2 The Hitchin connection

In this section, we review our construction of the Hitchin connection using the
global differential geometric setting of [A6]. This approach is close in spirit to
Axelrod, Della Pietra and Witten’s in [ADW], however we do not use any infinite
dimensional gauge theory. In fact, the setting is more general than the gauge
theory setting in which Hitchin in [H] constructed his original connection. But
when applied to the gauge theory situation, we get the corollary that Hitchin’s
connection agrees with Axelrod, Della Pietra and Witten’s.

Hence, we start in the general setting and let (M,ω) be any compact symplectic
manifold.

Definition 2.1. A prequantum line bundle (L, (·, ·),∇) over the symplectic man-
ifold (M,ω) consist of a complex line bundle L with a Hermitian structure (·, ·)
and a compatible connection ∇ whose curvature is

F∇(X, Y ) = [∇X ,∇Y ]−∇[X,Y ] = −iω(X, Y ).

We say that the symplectic manifold (M,ω) is prequantizable if there exist a
prequantum line bundle over it.

Recall that the condition for the existence of a prequantum line bundle is
that [ ω

2π
] ∈ Im(H2(M,Z)→H2(M,R)). Furthermore, the inequivalent choices of

prequantum line bundles (if they exist) are parametriced by H1(M,U(1)) (see e.g.
[Wo]).
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We shall assume that (M,ω) is prequantizable and fix a prequantum line bun-
dle (L, (·, ·),∇).

Before dwelving into the details we discuss general facts about families of
Kähler structures on a symplectic manifold.

Families of Kähler structures

From now on we assume T is a smooth manifold. Later we impose extra structure.
A family of Kähler structures on a symplectic manifold (M,ω) parametrized

by T is a map
I : T → C∞(M,EndTM),

that to each element σ ∈ T associates an integrable and compatible almost
complex structure. I is said to be smooth if I defines a smooth section of
π∗M End(TM)→ T ×M .

For each point σ ∈ T we define Mσ to be M with the Kähler structure defined
by ω and Iσ := I(σ), and the Kähler metric is denoted by gσ.

Every Iσ is an almost complex structure and hence induce a splitting of the
complexified tangent bundle TMC, denoted by TMC = Tσ⊕T̄σ, and the projection
to each factor is given by

π1,0
σ =

1

2
(Id− iIσ) and π0,1

σ =
1

2
(Id+ iIσ).

If I2
σ = −Id is differentiated along a vector field V on T , we get

V [I]σIσ + IσV [I]σ = 0,

and hence V [I]σ changes types on Mσ. Then for each σ, V [I]σ give an element of

C∞(M, ((T̄σ)∗ ⊗ Tσ)⊕ ((Tσ)∗ ⊗ T̄σ)),

and we have a splitting V [I]σ = V [I]′σ + V [I]′′σ where

V [I]′σ ∈ C∞(M, (T̄σ)∗ ⊗ Tσ) and V [I]′′σ ∈ C∞(M, (Tσ)∗ ⊗ T̄σ).

This splitting of V [I] happens for every vector field on T and actually induce an
almost complex structure on T .

Since V [I]σ is a smooth section of TMC⊗ T ∗MC and the symplectic structure
is a smooth section of T ∗MC ⊗ T ∗MC we can define a bivector field G̃(V ) by
contraction with the symplectic form

G̃(V ) · ω = V [I].

G̃(V ) is unique since ω is non-degenerate. By definition of the Kähler metric, g
is the contraction of ω and I, g = ω · I. We use the ·-notation for contraction in
the following way

g(X, Y ) = (ω·I)(X, Y ) = ω(X, IY ) and g(X, Y ) = −(I·ω)(X, Y ) = −ω(IX, Y ).
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Since ω is independent of σ taking the derivative of this identity in the direction
of a vector field V on T we obtain

V [g] = ω · V [I] = ω · G̃(V ) · ω.

Since g is symmetric so is V [g], and with ω being anti-symmetric G̃(V ) is sym-
metric. We furthermore have that ω is of type (1, 1) when regarded as a Kähler
form on Mσ, using this and the fact that V [I]σ changes types on Mσ we get that
G̃(V ) splits as G̃(V ) = G(V ) + Ḡ(V ), where

G(V ) ∈ C∞(M,S2(T ′)) and Ḡ(V ) ∈ C∞(M,S2(T̄ )).

In the above we have suppressed the dependence on σ, since this is valid for any
σ.

Holomorphic families of Kähler structures

Let us now assume that T furthermore is a complex manifold. We can then ask
I : T → C∞(M,End(TM)) to be holomorphic. By using the splitting of V [I] we
make the following definition.

Definition 2.2. Let T be a complex manifold and I a smooth family of complex
structures on M parametrized by T . Then I is holomorphic if

V ′[I] = V [I]′ and V ′′[I] = V [I]′′

for all vector fields V on T .

Assume J is an integrable almost complex structure on T induced by the
complex structure on T . J induces an almost complex structure, Î on T ×M by

Î(V ⊕X) = JV ⊕ IσX,

where V +X ∈ T(σ,p)(T ×M). In [AGL] a simple calculation shows that the Nijenhuis
tensor on T ×M vanish exactly when π0,1V ′[I]X = 0 and π1,0V ′′[I]X = 0, which
by the Newlander–Nirenberg theorem shows that Î is integrable if and only if I
is holomorphic, hence the name.

Remark that for a holomorphic family of Kähler structures on (M,ω) we have

G̃(V ′) · ω = V ′[I] = V [I]′ = G(V ) · ω,

which implies G̃(V ′) = G(V ). We can in the same way show that Ḡ(V ) = G̃(V ′′).
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Rigid families of Kähler structures

In constructing an explicit formula for the Hitchin connection we need the follow-
ing rather restrictive assumption on our family of Kähler structures.

Definition 2.3. A family of Kähler structures I on M is called rigid if

∇X′′G(V ) = 0

for all vector fields V on T and X on Mσ.

Equivalently we could give the above equation in terms of the induced ∂̄σ-
operator on Mσ,

∂̄σ(G(V )σ) = 0,

for all σ ∈ T and all vector fields V on T .
There are several examples of rigid families of Kähler structures, see e.g.

[AGL]. It should be remarked that this condition is also built into the arguments
of [H].

The Hitchin connection

Now all tools are defined and we can construct the Hitchin connection. In The-
orem 2.6 we need M to be compact, so let us assume this. Recall the quantum
spaces

H(k)
σ = H0(Mσ,Lkσ){s ∈ C∞(M,Lk) | ∇0,1

σ s = 0},
where ∇0,1

σ = 1
2
(Id+ iIσ)∇.

It is not clear that these spaces form a vector bundle over T . But by construct-
ing a bundle, where these sit as subspaces of each of the fibers, and a connection
in this bundle preserving H

(k)
σ , H(k) will be a subbundle over T .

Define the trivial bundle H(k) = T × C∞(M,Lk) of infinite rank. The finite

dimensional subspaces H
(k)
σ sits inside each of the fibers. This bundle has of course

the trivial connection ∇t, but we seek a connection preserving H
(k)
σ .

Definition 2.4. A Hitchin connection is a connection ∇̂ in H(k), which preserves
the subspaces H

(k)
σ , and is of the form

∇̂ = ∇t + u,

where u ∈ Ω1(T ,D(M,Lk)) is a 1-form on T with values in differential operators
acting on sections of Lk.

By analyzing the condition ∇0,1
σ ∇̂V s = 0 for every vector field V on T , we

hope to find an explicit expression for u. If we express the above condition in
terms of u, u should satisfy

0 = ∇0,1
σ V [s] +∇0,1

σ u(V )s,
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and if we differentiate ∇0,1
σ s = 0 along the a vector field V on T we get

0 = V [∇0,1
σ s] = V [

1

2
(Id+ iIσ)∇s] =

i

2
V [Iσ]∇s+∇0,1

σ V [s].

If we combine the previous two equations we get the following

Lemma 2.5. The connection ∇̂ = ∇t + u preserves H
(k)
σ for all σ ∈ T if and

only if u satisfy the equation

(2.1) ∇0,1
σ u(V )s =

i

2
V [I]σ∇1,0

σ s

for all σ ∈ T and all vector fields V on T .

If the conclusion is true the collection of subspaces H
(k)
σ ⊂ C∞(M,Lk) consti-

tute a subbundle H(k) of H(k).
Let us now assume that T is a complex manifold, and that the family I is

holomorphic. First of all, ∇1,0
σ s is a section of (Tσ)∗ ⊗ Lk, so it is constant in the

T̄σ-direction, which is why V [I]′′σ∇1,0
σ s = 0, and by holomorphicity V ′′[I] = V [I]′′,

so V ′′[I]σ∇1,0
σ s = 0. Hence we can choose u(V ′′) = 0, and we therefore only need

to focus on u in the V ′-direction.
u(V ) should be a differential operator acting on sections of Lk, and be related

to I, so let us construct an operator from I.
Given a smooth symmetric bivector field B on M we define a differential

operator on smooth sections of Lk by

∆B = ∇2
B +∇δB,

where δB is the divergence of a symmetric bivector field

δσ(B) = Tr∇σB.

∇2
B is defined by

∇2
X,Y = ∇X∇Y s−∇∇XY s,

which is tensorial in the vector fields X and Y . Thus we can evaluate it on a
bivector field, and have thus defined ∆B.

Recall the bivector field G(V ) defined by G(V ) · ω = V ′[I]. Using the above
construction give a differential operator ∆G(V ) : C∞(M,Lk) → C∞(M,Lk). Lo-
cally G(V ) =

∑
j Xj ⊗ Yj, and

(2.2) ∆G(V ) = ∇2
G(V ) +∇δG(V ) =

∑
j

∇Xj∇Yj +∇δ(Xj)Yj ,

since δ(Xj ⊗ Yj) = δ(Xj)Yj + ∇XjYj, where δ(X) is the usual divergence of a
vector field, which can be defined in many ways e.g. in terms of the Levi-Cevitta
connection on Mσ by δ(X) = Tr∇σX.
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The second order differential operator ∆G(V ) is the cornerstone in the con-
struction of u(V ). The idea in Andersen’s construction is to calculate ∇0,1∆G(V )s
and find remainder terms, which cancel other terms such that ∆G(V ) with these
correction terms satisfy equation (2.1). When calculating ∇0,1∆G(V )s the trace
of the curvature of Mσ show up – that is the Ricci curvature Ricσ. From Hodge
decomposition Ricσ = RicHσ +2i∂σ∂̄σFσ where RicH is harmonic and Fσ is the
Ricci potential. As with the family of Kähler structures the Ricci potentials Fσ is
a family of Ricci potentials parametrized by T and can therefore be differentiated
along a vector field on T .

Define u ∈ Ω1(T ,D(M,Lk)) by

(2.3) u(V ) =
1

4k + 2n
(∆G(V ) + 2∇G(V )·dF + 4kV ′[F ]).

Theorem 2.6 (Andersen [A6]). Let (M,ω) be a compact prequantizable symplectic
manifold with H1(M,R) = 0 and first Chern class c1(M,ω) = n[ ω

2π
]. Let I be a

rigid holomorphic family of Kähler structures on M parametrized by a complex
manifold T . Then

∇̂V = ∇t
V +

1

4k + 2n
(∆G(V ) + 2∇G(V )·dF + 4kV ′[F ])

is a Hitchin connection in the bundle H(k) over T .

Remark 2.7. The condition c1(M,ω) = n[ ω
2π

] = nc1(L) can be removed by
switching to the metaplectic correction. Here we make the same construction but
now a square root of the canonical bundle of (M,ω) is tensored onto Lk. Such a
square root exists exactly if the second Stiefel–Whitney class is 0 – that is if M
is spin, see [AGL] and also [Ch].

Remark 2.8. The condition H1(M,R) = 0 is used to make the calculations in
the proof easier, but there is no known examples of manifolds with H1(M,R) 6= 0,
which satisfy the remaining conditions where the Hitchin connection cannot be
built in this way. An example is the torus T 2n which we will study in much greater
detail in Section 6.

Remark 2.9. By using Toeplitz operator theory, it can be shown that under some
further assumptions on the family of Kähler structures the Hitchin connection is
actually projectively flat. A proof of this can be found in [G].

Suppose Γ is a group which acts by bundle automorphisms of L over M pre-
serving both the Hermitian structure and the connection in L. Then there is an
induced action of Γ on (M,ω). We will further assume that Γ acts on T and that
I is Γ-equivariant. In this case we immediately get the following invariance.

Lemma 2.10. The natural induced action of Γ on H(k) preserves the subbundle
H(k) and the Hitchin connection.
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We are actually interested in the induced connection ∇̂e in the endomorphism
bundle End(H(k)). Suppose Φ is a section of End(H(k)). Then for all sections s
of H(k) and all vector fields V on T , we have that

(∇̂e
V Φ)(s) = ∇̂V Φ(s)− Φ(∇̂V (s)).

Assume now that we have extended Φ to a section of Hom(H(k), H(k)) over T .
Then

(2.4) ∇̂e
V Φ = ∇̂e,t

V Φ + [Φ, u(V )],

where ∇̂e,t is the trivial connection in the trivial bundle End(H(k)) over T .

3 Toeplitz operators on compact Kähler mani-

folds

In this section we discuss the Toeplitz operators on compact Kähler manifolds
(M,ω) with Kähler structures parametrized by a smooth manifold T and their
asymptotics as the level k goes to infinity.

For each f ∈ C∞(M) we consider the differential operatorM
(k)
f : C∞(M,Lk)→

C∞(M,Lk) given by

M
(k)
f (s) = fs

for all s ∈ H0(M,Lk).
These operators act on C∞(M,Lk) and therefore also on the trivial bundle

H(k), however they do not preserve the subbundle H(k). There is however a
solution to this, which is given by the Hilbert space structure. Integrating the
inner product of two sections of Lk against the volume form associated to the
symplectic form gives the pre-Hilbert space structure on C∞(M)

〈s1, s2〉 =
1

m!

∫
M

(s1, s2)ωm.

This is not only a pre-Hilbert space structure on C∞(M,Lk) but also on the
trivial bundle H(k) which is of course compatible with the trivial connection in
this bundle. This pre-Hilbert space structure induces a Hermitian structure 〈·, ·〉
on the finite rank subbundle H(k) of H(k). The Hermitian structure 〈·, ·〉 on H(k)

also induces the operator norm on End(H(k)). By the finite dimensionality of

H
(k)
σ in H(k)

σ we have the orthogonal projection π
(k)
σ : H(k)

σ → H
(k)
σ . From these

projections we can construct the Toeplitz operators associated to any smooth
function f ∈ C∞(M). It is the operator T

(k)
f,σ : H(k)

σ → H
(k)
σ defined by

T
(k)
f,σ (s) = π(k)

σ (fs)



180 Jørgen Ellegaard Andersen and Jakob Lindblad Blaavand

for any element s ∈ H(k)
σ and any point σ ∈ T . Since the projections form a

smooth map π(k) from T to the space of bounded operators in the L2-completion
of C∞(M,Lk) the Toeplitz operators are smooth sections T

(k)
f of the bundle of

homomorphisms Hom(H(k), H(k)) and restrict to smooth sections of End(H(k)).

Remark 3.1. It should be remarked that the above construction could be used
for any Pseudo-differential operator A on M with coefficients in Lk – it can even
depend on σ, and we will then consider it as a section of Hom(H(k), H(k)). However
when we consider their asymptotic expansions or operator norms, we implicitly
restrict them to H(k) and consider them as sections of End(H(k)) – or as π(k)Aπ(k).

We need the following two theorems on Toeplitz operators to proceed. The
first is due to Bordemann, Meinrenken and Schlichenmaier (see [BMS]).

Theorem 3.2 (Bordemann, Meinrenken and Schlichenmaier). For any f ∈ C∞(M)
we have that

lim
k→∞

‖T (k)
f ‖ = sup

x∈M
|f(x)|.

Since the association of the sequence of Toeplitz operators T
(k)
f , k ∈ Z+ is

linear in f , we see from this Theorem, that this association is faithful.
The product of two Toeplitz operators associated to two smooth functions

will in general not be a Toeplitz operator associated to a smooth function again.
But by Schlichenmaier [Sch], there is an asymptotic expansion of the product in
terms of Toeplitz operators associated to smooth functions on a compact Kähler
manifold.

Theorem 3.3 (Schlichenmaier). For any pair of smooth functions f1, f2 ∈ C∞(M),
we have an asymptotic expansion

T
(k)
f1
T

(k)
f2
∼

∞∑
l=0

T
(k)
cl(f1,f2)k

−l,

where cl(f1, f2) ∈ C∞(M) are uniquely determined since ∼ means the following:
For all L ∈ Z+ we have that

(3.1) ‖T (k)
f1
T

(k)
f2
−

L∑
l=0

T
(k)
cl(f1,f2)k

−l‖ = O(k−(L+1))

uniformly over compact subsets of T . Moreover, c0(f1, f2) = f1f2.

Remark 3.4. In Section 5 it will be useful for us to define new coefficients
c̃

(l)
σ (f, g) ∈ C∞(M) which correspond to the expansion of the product in 1/(k +
n/2) (where n is some fixed integer):

T
(k)
f1,σ

T
(k)
f2,σ
∼

∞∑
l=0

T
(k)

c̃
(l)
σ (f1,f2),σ

(k + n/2)−l.
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Note that the first three coefficients are given by c̃
(0)
σ (f1, f2) = c

(0)
σ (f1, f2),

c̃
(1)
σ (f1, f2) = c

(1)
σ (f1, f2) and c̃

(2)
σ (f1, f2) = c

(2)
σ (f1, f2) + n

2
c

(1)
σ (f1, f2).

This Theorem was proved in [Sch] where it is also proved that the formal
generating series for the cl(f1, f2)’s gives a formal deformation quantization of the
Poisson structure on M induced by ω. An English version is available in [Sch1] see
[Sch2] for further developments. We return to this in Section 5 where we discuss
formal Hitchin connections.

4 Asymptotic faithfulness

In this section we will concentrate on the case where M is the moduli space of flat
SU(n)-connections on Σ− p with holonomy d around p. As in the introduction Σ
is a closed oriented surface of genus g ≥ 2, p a point in Σ and d ∈ Z/nZ ' ZSU(n)

in the center of SU(n) is fixed.
As mentioned in the introduction the main result about the Verlinde bundle

V(k) from geometrically quantizing the moduli space M is that its projectivization
P(V(k)) carries a flat connection ∇̂. This flat connection induces a flat connection
in ∇̂e in the endomorphism bundle End(V(k)) as described in Section 2.

An important ingredient in proving asymptotic faithfulness is the corollary to
Theorem 1.6 saying that Toeplitz operators viewed as a section of End(V(k)) is in
some sense asymptotically flat,

‖∇̂e
V T

(k)
f ‖ = O(k−1).

This can be reformulated in terms of the induced parallel transport between the
fibers of End(V(k)). Let σ0, σ1 be two points in Teichmüller space T , and Pσ0,σ1

the parallel transport from σ0 to σ1. Then

(4.1) ‖Pσ0,σ1T
(k)
f,σ0
− T (k)

f,σ1
‖ = O(k−1),

where ‖·‖ is the operator norm on H0(Mσ1 ,Lkσ1
).

Equation (4.1) and Theorem 3.2 together prove asymptotic faithfulness. Below
we explain how.

Recall that the flat connection in the bundle P(V(k)) gives the projective rep-
resentation of the mapping class group

Z
(n,d)
k : Γ→ Aut(P(V k))

where P(V (k)) are the covariant constant sections of P(V(k)) over Teichmüller space
with respect to the Hitchin connection ∇̂.

Proof of Theorem 1.3. Suppose we have a φ ∈ Γ. Then φ induces a symplecto-
morphism of M which we also just denote φ and we get the following commutative
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diagram for any f ∈ C∞(M)

H0(Mσ,Lkσ)
φ∗−−−→ H0(Mφ(σ),Lkφ(σ))

Pφ(σ),σ−−−−→ H0(Mσ,Lkσ)

T
(k)
f,σ

y T
(k)
f◦φ,φ(σ)

y yPφ(σ),σT
(k)
f◦φ,φ(σ)

H0(Mσ,Lkσ)
φ∗−−−→ H0(Mφ(σ),Lkφ(σ))

Pφ(σ),σ−−−−→ H0(Mσ,Lkσ),

where Pφ(σ),σ : H0(Mφ(σ),Lkφ(σ))→H0(Mσ,Lkσ) on the horizontal arrows refer to
parallel transport in the Verlinde bundle itself, whereas Pφ(σ),σ refers to the parallel
transport in the endomorphism bundle End(Vk) in the last vertical arrow. Suppose

now φ ∈ ⋂∞k=1 kerZ
(n,d)
k , then Pφ(σ),σ ◦ φ∗ = Z

(n,d)
k (φ) ∈ C Id and we get that

T
(k)
f,σ = Pφ(σ),σT

(k)
f◦φ,φ(σ). By Theorem 4.1 we get that

lim
k→∞

‖T (k)
f−f◦φ,σ‖ = lim

k→∞
‖T (k)

f,σ − T (k)
f◦φ,σ‖

= lim
k→∞

‖Pφ(σ),σT
(k)
f◦φ,φ(σ) − T (k)

f◦φ,σ‖ = 0.

By Bordemann, Meinrenken and Schlichenmaier’s Theorem 3.2, we must have
that f = f ◦ φ. Since this holds for any f ∈ C∞(M), we must have that φ acts
by the identity on M .

5 The Formal Hitchin connection and Berezin–

Toeplitz Deformation Quantization

In this section we discuss the formal Hitchin connection. We return to the general
setup of compact Kähler manifolds, where we impose conditions on (M,ω, I) as
in Theorem 2.6, thus providing us with a Hitchin connection ∇̂ in H(k) over T
and the associated connection ∇̂e in End(H(k)). Firstly werecall the definition of
a formal deformation quantization and the results about star products from [Sch]
and [KS]. We introduce the space of formal functions C∞h (M) = C∞(M)[[h]] as
the space for formal power series in the variable h with coefficients in C∞(M),
and let Ch = C[[h]] denote the formal constants.

Definition 5.1. A deformation quantization of (M,ω) is an associative product
? on C∞h (M) which respects the Ch-module structure. For f, g ∈ C∞(M), it is
defined as

f ? g =
∞∑
l=0

c(l)(f, g)hl,

through a sequence of bilinear operators

c(l) : C∞(M)⊗ C∞(M)→C∞(M),
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which musth satisfy

c(0)(f, g) = fg and c(1)(f, g)− c(1)(g, f) = −i{f, g}.
The deformation quantization is said to be differential if the operators c(l) are
bidifferential operators. Considering the symplectic action of Γ on (M,ω), we say
that a star product is Γ-invariant if

γ∗(f ? g) = γ∗(f) ? γ∗(g)

for all f, g ∈ C∞(M) and all γ ∈ Γ.

Recall Theorem 3.3 where the asymptotic expansion of the product of two
Toeplitz operators associated to smooth functions f1, f2 onM create maps ci(f1, f2) ∈
C∞(M). In [Sch] Schlichenmaier also showed that these maps generate a star
product. It was first in [KS] Karabegov and Schlichenmaier showed that it was a
differentiable star product.

Theorem 5.2 (Karabegov & Schlichenmaier). The product ?BT
σ given by

f ?BT

σ g =
∞∑
l=0

c(l)
σ (f, g)hl,

where f, g ∈ C∞(M) and c
(l)
σ (f, g) are determined by Theorem 3.3, is a differen-

tiable deformation quantization of (M,ω).

Definition 5.3. The Berezin-Toeplitz deformation quantization of the compact
Kähler manifold (Mσ, ω) is the product ?BT

σ .

For the remaining part of this paper we let Γ be a symmetry group as in
Section 2, that is a group which acts by bundle automorphisms on L over M
preserving both the Hermitian structure and the connection in L. Such a group
has an induced action on (M,ω). Note that Γ in the case of moduli spaces is the
mapping class group of the surface.

Remark 5.4. Let Γσ be the σ-stabilizer subgroup of Γ. For any element γ ∈ Γσ,
we have that

γ∗(T (k)
f,σ ) = T

(k)
γ∗f,σ.

This implies the invariance of ?BT
σ under the σ-stabilizer Γσ.

Remark 5.5. Using the coefficients from Remark 3.4, we define a new star prod-
uct by

f?̃BT

σ g =
∞∑
l=0

c̃(l)
σ (f, g)hl.

Then
f?̃BT

σ g =
(
(f ◦ φ−1) ?BT

σ (g ◦ φ−1)
) ◦ φ

for all f, g ∈ C∞h (M), where φ(h) = 2h
2+nh

.
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Recall from the introduction the definition of a formal connection in the trivial
bundle of formal functions. Theorem 1.6, establishes the existence of a unique
formal Hitchin connection, expressing asymptotically the interplay between the
Hitchin connection and the Toeplitz operators.

We want to give an explicit formula for the formal Hitchin connection in terms
of the star product ?̃BT . We recall that in the proof of Theorem 1.6, given in [A6],
it is shown that the formal Hitchin connection is given by

(5.1) D̃(V )(f) = −V [F ]f + V [F ]?̃BTf + h(E(V )(f)−H(V )?̃BTf),

where E is the one-form on T with values in D(M) such that

T
(k)
E(V )f = π(k)o(V )∗fπ(k) + π(k)fo(V )π(k),(5.2)

and H is the one form on T with values in C∞(M) such that H(V ) = E(V )(1).
In [AG] an explicit expression for the operator E(V ) is found by calculating the
adjoint of

o(V ) = −1

4
(∆G(V ) + 2∇̂G(V )·dF − 2nV ′[F ]).

This operator is essential in the proof of Theorem 2.6 since by comparing the
above equation with Equation 2.3 we see that u(V ) = 1

k+n/2
o(V )− V ′[F ].

Theorem 5.6. The formal Hitchin connection is given by

DV f = V [f ]− 1

4
h∆G̃(V )(f) +

1

2
h∇G̃(V )dF (f) + V [F ]?̃BTf − V [F ]f

− 1

2
h(∆G̃(V )(F )?̃BTf + nV [F ]?̃BTf −∆G̃(V )(F )f − nV [F ]f)

for any vector field V and any section f of Ch.

When we geometrically quantize a symplectic manifold, we have to choose a
polarization of the complexified tangent bundle, to reduce the space upon the
quantum operators act. This is equivalent to choosing a compatible complex
structure on the symplectic manifold, hence making it Kähler. It is however
quite unfortunate that the quantum space then depend on the choice of Kähler
structure. The solution to this is the projectively flat Hitchin Connection, which
by parallel transport between the fibers of H(k) give us a space of quantum states
as the covariant constant sections of PH(k), which does not depend on the chosen
complex structure. Instead of doing geometric quantization we could do Berezin–
Toeplitz deformation quantization. The created star product ?BT

σ depend on the
complex structure, and in the same spirit as above we want to make all these star
products equivalent to a star product which does not depend on σ. This is the
purpose of the formal Hitchin connection.
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If the Hitchin connection is projectively flat, then the induced connection in
the endomorphism bundle is flat and hence so is the formal Hitchin connection
by Proposition 3 of [A6].

Recall from Definition 1.7 in the introduction the definition of a formal triv-
ialization. As mentioned there, such a formal trivialization will not exist even
locally on T , if D is not flat. However, if D is flat, then we have the following
result from [A6].

Proposition 5.7. Assume that D is flat and that D̃ = 0 mod h. Then locally
around any point in T , there exists a formal trivialization. If H1(T ,R) = 0, then
there exists a formal trivialization defined globally on T . If further H1

Γ(T , D(M)) =
0, then we can construct P such that it is Γ-equivariant.

An immediate corollary of Proposition 5.7 is

Corollary 5.8. If T is contractible, then any flat formal connection admits a
global formal trivialization that is Γ-equivariant.

In the proposition, H1
Γ(T , D(M)) refers to the Γ-equivariant first de Rham

cohomology of T with coefficients in the real vector space D(M) of differential
operators on M . The first steps towards proving that this cohomology group
vanishes in the case where M is the moduli space have been taken in [AV1, AV2,
AV3, Vi].

In [AG] an explicit formula for P up to first order is found.

Theorem 5.9. The Γ-equivariant formal trivialization of the formal Hitchin con-
nection exists to first order, and we have the following explicit formula for the first
order term of P

P (1)
σ (f) =

1

4
∆σ(f) + i∇X′′F (f),

where X ′′F denotes the (0,1)-part of the Hamiltonian vector field for the Ricci
potential, F .

Now suppose we have a formal trivialization P of the formal Hitchin connection
D. We can then define a new smooth family of star products, parametrized by
T , by

f ?σ g = P−1
σ (Pσ(f)?̃BT

σ Pσ(g))

for all f, g ∈ C∞(M) and all σ ∈ T . Using the fact that P is a trivialization, it is
not hard to prove

Proposition 5.10. The star products ?σ are independent of σ ∈ T .

This is done by simply differentiating ?σ along a vector field on T , see [A6].
Then, we have the following which is proved in [A6].
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Theorem 5.11 (Andersen). Assume that the formal Hitchin connection D is flat
and

H1
Γ(T , D(M)) = 0,

then there is a Γ-invariant trivialization P of D and the star product

f ? g = P−1
σ (Pσ(f)?̃BT

σ Pσ(g))

is independent of σ ∈ T and Γ-invariant. If H1
Γ(T , C∞(M)) = 0 and the commu-

tant of Γ in D(M) is trivial, then a Γ-invariant differential star product on M is
unique.

In [AG] the star product of Theorem 5.11 is identified up to second order in
h.

Theorem 5.12. The star product ? has the form

f ? g = fg − i

2
{f, g}h+O(h2).

We observe that this formula for the first-order term of ? agrees with the first-
order term of the star product constructed by Andersen, Mattes and Reshetikhin
in [AMR2], when we apply the formula in Theorem 5.12 to two holonomy functions
hγ1,λ1 and hγ2,λ2 :

hγ1,λ1 ? hγ2,λ2 = hγ1γ2,λ1∪λ2 −
i

2
h{γ1,γ2},λ1∪λ2 +O(h2).

We recall that {γ1, γ2} is the Goldman bracket (see [Go2]) of the two simple closed
curves γ1 and γ2.

A similar result was obtained for the abelian case, i.e. in the case where M is
the moduli space of flat U(1)-connections, by the first author in [A2], where the
agreement between the star product defined in differential geometric terms and
the star product of Andersen, Mattes and Reshetikhin was proved to all orders.

6 Abelian varieties and U(1)-moduli space

In this chapter we will investigate all the previous mentioned objects in the setting
of principally polarized abelian varieties M = V/Λ, where V is a real vector
space with a symplectic form ω, Λ a discrete lattice of maximal rank such that
ω is integral and unimodular when restricted to Λ. Let now T be the space of
complex structures on V , which are compatible with ω. Then for any I ∈ T ,
MI = (M,ω, I) is an abelian variety. A prime example of an abelian variety is
the abelian moduli space. Here we let Σ be a closed surface of genus g, and M be
the moduli space of flat U(1)-connections on Σ. Then

M = Hom(π1(Σ),U(1)) = H1(Σ,R)/H1(Σ,Z).
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There is the usual symplectic structure ω on H1(M,R) which is of course integral
and unimodular over the lattice H1(M,Z). We will return to this example below
when we consider abelian Chern–Simons theory.

In the following we will focus on MI being a principal polarized abelian variety,
where the compatible complex structures are parametrized by T . There exists a
symplectic basis (λ1, . . . , λ2n) over the integers for Λ (e.g. [GH, p. 304]). Let
(x1, . . . , xn, y1, . . . , y2n) be the dual coordinates on V . Then

ω =
n∑
i=1

dxi ∧ dyi.

Let A be the automorphism group of (Λ, ω). Then A injects into the symplec-
tomorphism group of (M,ω), and by using the symplectic basis (λ1, . . . , λ2n) we
get an identification A ' Sp(2n,Z). Notice that A acts on the principal polarized
variety MI .

Using the symplectic basis we can identify T with the Siegel Upper Half Space

H = {Z ∈Mn,n(C) |Z = ZT , Im(Z) > 0}.

For any I ∈ T we have that (λ1, . . . , λn) is a basis over C for V with respect to
I. Let (z1, . . . , zn) be the dual complex coordinates on V relative to the basis
(λ1, . . . , λn). The complex structure I determines and is determined by a unique
Z ∈ H such that

z = x+ Zy.

Since any Z ∈ H gives a complex structure, say I(Z), compatible with the sym-
plectic form, we have a bijective map I : H→ T given by sending Z ∈ H to I(Z).
For Z ∈ H we use the notation X = Re(Z) and Y = Im(Z).

For each Z ∈ H we explicitly construct a prequantum line bundle on MI(Z).
We do that by providing a lift of the action Λ action on V to the trivial bundle
L̃ = V × C, such that the quotient is the prequantum line bundle LZ . We only
need to specify a set of multipliers {eλ}λ∈Λ and a Hermitian structure h. The
multipliers are non-vanishing functions on V that are holomorphic with respect to
I(Z) and depend on Z. They should furthermore satisfy the following functional
equation

eλ′(v + λ)eλ(v) = eλ′(v)eλ(v + λ′) = eλ+λ′(v),

for all λ, λ′ ∈ Λ. The action of Λ on L̃ is given by

λ · (v, z) = (v + λ, eλ(z)),

for all λ ∈ Λ and (v, z) ∈ L̃. For a fixed basis of Λ the functional equations
determine the multipliers for all λ ∈ Λ. For I(Z) we choose the multipliers

eλi(z) = 1, i = 1, . . . , n,
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eλn+i
(z) = e−2πizi−πiZii , i = 1, . . . , n.

The constructed line bundle is denoted LZ . If we define h(z) = e−2πy·Y y, where
Z = X + iY , it will define a Hermitian structure on V × C by h(z) 〈·, ·〉C where
〈·, ·〉C is the standard inner product on Cn. This function satisfies the functional
equation

h(z + λ) =
1

|eλ(z)|2h(z),

and the inner product on V × C is invariant under the action of Λ and hence
induces a Hermitian structure 〈·, ·〉 on LZ . By general theory of abelian varieties,
e.g. [GH, Sect. 2.6], a line bundle with the above multipliers and Hermitian
metric (LZ , 〈·, ·〉) has curvature −2πiω, and hence is a prequantum line bundle.
Note taht the prequantum condition in Definition 2.1 is scaled with 2π. We could
just have used 2πω as the symplectic structure. We choose the normalization at
hand to make later equations nicer.

The space of holomorphic sections of LkZ , H0(MZ ,LkZ) has dimension kn, and

as in the general theory they give a vector bundle H(k) over H by letting H
(k)
Z =

H0(MZ ,LkZ).
The L2-inner product on H0(MZ ,LkZ) is given by

(s1, s2) =

∫
MZ

s1(z)s2(z)h(z)dxdy,

for s1, s2 ∈ H0(MZ ,LkZ).
A basis for the space of sections are the Theta functions,

θ(k)
α (z, Z) =

∑
l∈Zn

eπik(l+α)·Z(l+α)e2πik(l+α)·z,

where α ∈ 1
k
Zn/Zn. The Theta functions satisfies the following heat equation,

∂θ
(k)
α

∂Zij
=

1

4πik

∂2θ
(k)
α

∂zi∂zj
.

The geometric interpretation of this differential equation is a definition of a
connection ∇̃ in the trivial C∞(Cn)-bundle over H, by

∇̃ ∂
∂Zij

=
∂

∂Zij
− 1

4πik

∂2

∂zi∂zj
.

The coordinates z = x + Zy identify H0(MZ ,LkZ) as a subspace of C∞(Cn) and
H(k) as a subbundle of the trivial C∞(Cn)-bundle on H. This bundle is preserved
by ∇̃ and hence induces a connection∇ in H(k). The covariant constant sections of
H(k) with respect to ∇ will, under the embedding induced by the coordinates, be
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identified with the Theta functions. Since now ∇ has a global frame of covariant
constant sections it is flat. Remember that H is contractible, so since parallel
transport with a flat connection only depend on the homotopy class of the curve
transported along, we get a canonical way to identify all H0(MZ ,LkZ), and hence
there is no ambiguity in defining the quantum space of geometric quantization to
be H0(MZ ,LkZ). Since the Theta functions are covariant constant, they explicitly
realize this identification. The usual action of Sp(2n,Z) on Theta functions induce
an action of A′ = ker(Sp(2n,Z)→ Sp(2n,Z/2Z)) on the bundle H(k) which covers
the A′-action on H ' T . This is the subgroup of A acting trivially on Λ/2Λ.

Remark 6.1. Instead of the above connection ∇ in H(k) over H, we could have
rolled out the machinery of Theorem 2.6 to get another connection in the same
bundle. This can be done even though H1(M,R) 6= 0. Since the torus is flat the
Ricci potential F is 0 as is the Chern class of M . Lemma 7.1 in the appendix
shows that I(Z) is constant on M and thus is a rigid family of Kähler structures.
Thus we have a rather nice formula for the Hitchin connection

∇̂V = ∇t
V +

1

8πk
∆G(V ).

The extra factor of 2π is from the different prequantum condition. It should be
noted that explicit computations show that ∇̂ is not flat like ∇ induced by the
heat equation, but rather projectively flat.

In [A2] the inner product of two Theta functions are explicitly calculated.

Lemma 6.2. The theta functions θ
(k)
α (z, Z), α ∈ 1

k
Zn/Zn, define an orthonormal

basis with respect to the inner product on H0(MZ ,LkZ) defined by

(s1, s2)Y = (s1, s2)
√

2nkn detY ,

where Y = ImZ. This is a Hermitian structure on H(k) compatible with ∇.

Let (r, s) ∈ Zn × Zn and consider the function Fr,s ∈ C∞(M) given in (x, y)-
coordinates by

Fr,s(x, y) = e2πi(x·r+s·y).

We have previously defined Toeplitz operators associated to a function f ∈ C∞(M),

T
(k)
f : H0(MZ ,LkZ) → H0(MZ ,LkZ). We shall now explicitly compute the matrix

coefficients of these operators in terms of the basis consisting of Theta functions.
To get our hands on the matrix coefficients (T

(k)
Fr,s

)βα we only need to calculate

(Fr,sθ
(k)
α , θ

(k)
β ), since this indeed is the coefficient. This is also calculated in [A2]

and is done in the exact same way as in Lemma 6.2,

(6.1) (Fr,sθ
(k)
α , θ

(k)
β )Y = δα−β,−[ r

k
]e
−πi
k
r·Z̄re−2πis·αe−π

2(s−Z̄r)·(2πkY )−1(s−Z̄r),
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where [ r
k
] is the residue class of r

k
mod Zn. A simple rewriting gives

(T
(k)
f(r,s,Z)(k)Fr,s

)βα = δα−β,−[ r
k

]e
−πi
k
r·se−2πis·α,

where
f(r, s, Z)(k) = e

π
2k

(s−Xr)·Y −1(s−Xr)e
π
2k
r·Y r.

Remark 6.3. The Toeplitz operators T
(k)
Fr,s

are sections of End(H(k)) over H.

The flat connection ∇ induces a flat connection ∇e in the bundle End(H(k)),

with respect to which we see that T
(k)
Fr,s

is not covariant constant. However the

operators T
(k)
f(r,s,Z)(k)Fr,s

are covariant constant. Since the pure phases Fr,s, r, s ∈ Zn

is a Fourier basis for C∞(M), we have that T
(k)
f(r,s,Z)(k)Fr,s

is covariant constant with

respect to ∇̂e for all f ∈ C∞(M).

It should also be noted that the coefficient f(r, s, Z)(k) is not so arbitrary as
it looks. This is the content of the following

Proposition 6.4. Let ∆I(Z) be the Laplace operator with respect to the metric

gI(Z)(·, ·) = 2πω(·, I(Z)·)

on M . Then
e−

1
4k

∆I(Z)Fr,s = f(r, s, Z)(k)Fr,s.

Proof. Recall that

∆I(Z) =
1

2π

(
(
∂

∂y
−X ∂

∂x
) · Y −1(

∂

∂y
−X ∂

∂x
) +

∂

∂x
· Y ∂

∂x

)
.

Now it is a simple calculation, which we will omit, to show the equality.

As remarked in Remark 6.3, T
(k)
f(r,s,Z)(k)Fr,s

is covariant constant with respect

to ∇̂. If we define

EI(Z) = e−
h
4

∆I(Z) : C∞h (M)→ C∞h (M)

we see that
∇̂e
V T

(k)
EI(f)(1/k) = 0,

for all vector fields V on H and all functions f ∈ C∞(M) since the pure phase
functions consitute a Fourier basis. We furthermore see that EI is Sp(2n,Z)-
equivariant, since for all Ψ ∈ Sp(2n,Z) we have that

Ψ∗ ◦ EI = EΨ(I)Ψ
∗.
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That T
(k)
EI(f) is covariant constant with respect to ∇̂e can be interpreted as EI is

a formal parametrization for the formal Hitchin Connection which we know exists
by Theorem 1.6. If ∇̂e

V T
(k)
EI(f) = 0 Equation (1.2) and Theorem 3.2 imply that

DV (EI(f)) = 0

for all vector fields on H and all f ∈ C∞h (M), so by Definition 1.7, EI is a formal
trivialization of the formal connection D. We compare this with the explicit
formula for the first order term of P in Theorem 5.9, and see that they agree since
the Ricci potential F is 0.

Now since the Ricci potential is 0 we reduce the formula in Theorem 5.6 for
the formal Hitchin connection.

Theorem 6.5. Let (M,ω, I(Z)) be a principal polarized variety, then the formal
Hitchin connection is given by

DV f = V [f ]− 1

8π
h∆G̃(V )(f),

and if Z is normal, we get explicit formulas for ∆G̃(V ). If i 6= j

∆G̃( ∂
∂Zij

) = 2i∇ ∂
∂zi

∇ ∂
∂zj

+ 2i∇ ∂
∂zj

∇ ∂
∂zi

and ∆G̃( ∂
∂Z̄ij

) = 2i∇ ∂
∂z̄i

∇ ∂
∂z̄j

+ 2i∇ ∂
∂z̄j

∇ ∂
∂z̄i

,

and if i = j

∆G̃( ∂
∂Zii

) = 2i∇ ∂
∂zi

∇ ∂
∂zi

and ∆G̃( ∂
∂Z̄ii

) = 2i∇ ∂
∂z̄i

∇ ∂
∂z̄i

.

This theorem is proved in the appendix. It should be noted that the require-
ment on Z to be normal, only is to ease the calculations, and it will not be used
anywhere else in the rest of this paper.

With this formal trivialization we use Theorem 5.11 and create an I inde-
pendent star product on C∞(M) which all Berezin–Toeplitz star products are
equivalent to. This is done in [A2] Theorem 5 where it is shown that the I inde-
pendent star product actually is the Moyal–Weyl product

f ? g = µ ◦ exp(− i
2
hQ)(f ⊗ g),

where µ : C∞(R2n) ⊗ C∞(R2n) → C∞(R2n) given by multiplication f ⊗ g 7→ fg
and

Q =
∑
i

∂

∂xi
⊗ ∂

∂yi
− ∂

∂yi
⊗ ∂

∂xi
.

Again we see that this is exactly as in Theorem 5.12.
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Abelian Chern–Simons Theory

In 2+1 dimensional Chern–Simons theory, the 2-dimensional part of the theory is a
modular functor, which is a functor from the category of compact smooth oriented
surfaces to the category of finite dimensional complex vector spaces, which satisfy
certain properties. In the gauge-theoretic construction of this functor one first
fixes a compact Lie group G and an invariant non-degenerate inner product on
its Lie algebra. The functor then associates to a closed oriented surface the finite
dimensional vector space one obtains by applying geometric quantization to the
moduli space of flat G-connections on the surface (see e.g. [Wi] and [At]). In the
abelian case G = U(1) at hand this concretely means the following. For a closed
oriented surface Σ the moduli space of flat U(1)-connections

M = Hom(π1(Σ), U(1)) = H1(Σ,R)/H1(Σ,Z)

has a symplectic structure given by the cup product followed by evaluation on
the fundamental class of Σ. This symplectic structure is by Poincar??? duality
integral and is unimodular over the lattice H1(Σ,Z). A subgroup of the mapping
class group Γ of Σ acts on M via the induced homomorphism

ρ : Γ→ Aut(H1(Σ,Z), ω) = Sp(2n,Z).

Define Γ′ = ρ−1(A′) and
ρ′ = ρ|Γ′ : Γ′ → A′.

The homomorphism ρ′ is surjective and has the Torelli subgroup of Γ as its kernel.
If we use the above theory we construct a Hermitian vector bundle H(k) over

the space of complex structures T on H1(Σ,R). As discussed this bundle has a
flat connection, and an action of action of Aut(H1(Σ,Z), ω) that preserves the
Hermitian structure and the flat connection. In this case the modular functor
is defined by associating to Σ, the vector space Z(k)(Σ) consisting of covariant
constant sections of H(k) over T . So through the representation ρ, we get a
representation ρk of the mapping class group Γ of Σ on Z(k)(Σ). In the SU(n)-

case in the introduction this representation was denoted Z
(n,d)
k .

The 2 + 1 dimensional Chern–Simons theory also fits into a TQFT setup.
Suppose Y is a compact oriented 3-manifold such that ∂Y = (−Σ1) ∪ Σ2, where
Σ1 and Σ2 are closed oriented surfaces and −Σ1 is Σ1 with reversed orientation.
Assume furthermore that γ is a link inside Y − ∂Y . Then the TQFT-axioms
states that there should be a linear morphism Z(k)(Y, γ) : Z(k)(Σ1) → Z(k)(Σ2),
which satisfies that gluing along boundary components goes to the corresponding
composition of linear maps.

Definition 6.6. The curve operator

Z(k)(Y, γ) : Z(k)(Σ1)→ Z(k)(Σ2),
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is defined to be
Z(k)(Y, γ) := T

(k)
EI(Z)(hγ),I(Z),

where hγ is the holonomy function associated to γ.

To a simple closed curve γ on Σ the holonomy function hγ ∈ C∞(M) is a pure
phase function, i.e. hγ = Fr,s where r, s ∈ Zn. Note that we do not label γ with
an irreducible U(1)-representation λ.

Using this definition we could give the exact same proof as of Theorem 1.3
and obtain a classical theorem from the theory of theta functions.

Theorem 6.7. Elements in the Torelli subgroup ker ρ′ are exactly those who are
in the kernels of all ρ′ks, ∞⋂

k=1

ker ρk = ker ρ′.

To this end we want to give a proof of Theorem 1 from [A9] in the case of
abelian moduli spaces. We do this by studying the Hilbert–Schmidt norm of the
curve operators.

Definition 6.8. The Hilbert–Schmidt inner product of two operator A,B is

〈A,B〉 = Tr(AB∗).

If we introduce the notation

ηk(r, s) = Re(e−
πi
k
r·Z̄re−2πis·αe−π

2(s−Z̄r)·(2πkY )−1(s−Z̄r))

= e−
π
2k

((s−Xr)·Y −1(s−Xr)+r·Y r)

and recall the matrix coefficients of the Toeplitz operators T
(k)
Fr,s

in terms of the
basis of theta functions then

(Fr,sθ
(k)
α , θ

(k)
β )Y = δα−β,−[ r

k
]e
−2πis·αe−

πi
k
r·sηk(r, s).

Note that f(r, s, Z)(k) = ηk(r, s)
−1. Here we suppress the Z dependence in ηk(r, s)

since we from now only consider fixed Kähler structure.

Lemma 6.9.

Tr(T
(k)
Fr,s

(T
(k)
Ft,u

)∗) =

{
knηk(r, s)ηk(t, u)ε(r, s, t, u) (r, s) ≡ (t, u) mod k

0 else

where ε(r, s, t, u) ∈ {±1} and is 1 for (r, s) = (t, u).
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Proof. We start by calculating the matrix coefficients of the product of the Toeplitz
operators

(T
(k)
Fr,s

(T
(k)
Ft,u

)∗)βα =
∑
φ

(T
(k)
Fr,s

)βφ(T
(k)
Ft,u

)αφ

= δα−β,−[ r−t
k

]e
−2πiα·(s−u)e−

πi
k

(r·s−2s·t+t·u)ηk(r, s)ηk(t, u).

Now when taking the trace α = β and to get something non-zero we must have
r ≡ t mod k. In that case

Tr(T
(k)
Fr,s

(T
(k)
Ft,u

)∗) = ε(r, s, t, u)ηk(r, s)ηk(t, u)e
πi
k
r·(s−u)

∑
α

e−2πiα(s−u),

the ε is obtained since t = r + kv only determines the equality

e−
πi
k

(r·s−2s·t+t·u) = ±eπik (r·(s−u))

up to a sign. Now if s 6≡ u the last term is zero since it is n sums of all k’th roots
of unity, and hence 0. If s ≡ u each term in the sum is 1, and we get the desired
result.

Using the above lemma and the following limits

(6.2) lim
k→∞

ηk(r, s) = 1 and lim
k→∞

ηk(r + kt, s+ ku) = 0,

for all r, s ∈ Zn, we can prove the following

Theorem 6.10. For any two smooth functions f, g ∈ C∞(M) and any Z ∈ H
one has that

〈f, g〉 = lim
k→∞

k−n
〈
T

(k)
f,I(Z), T

(k)
g,I(Z)

〉
,

where the real dimension of M is 2n.

Proof. From Lemma 6.9 we get in particular

‖T (k)
Fr,s
‖k = k−n/2

√
Tr(T

(k)
Fr,s

(T
(k)
Fr,s

)∗) = ηk(r, s),

and
‖T (k)

EI(Fr,s)
‖k = 1,

where ‖·‖k = k−n/2
√〈·, ·〉 is the k-scaled Hilbert–Schmidt norm.

Let f, g ∈ C∞(M) be an arbitrary elements and expand them in Fourier series

f =
∑

(r,s)∈Z2n

λr,sFr,s and g =
∑

(t,u)∈Z2n

µt,uFt,u.
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ηk(r, s) and ηk(t, u) decays very fast for increasing r, s ∈ Zn and we have

k−n Tr(T
(k)
f (T (k)

g )∗) = k−n
∑

(r,s),(t,u)∈Z2n

λr,sµ̄t,u Tr(T
(k)
Fr,s

(T
(k)
Ft,u

)∗)

=
∑

(r,s)∈Z2n

λr,sµ̄t,uηk(r, s)
2

+
∑

(r,s),(t,u)∈Z2n

(t,u)6=(0,0)

λr,sµ̄r+kt,s+kuηk(r, s)ηk(r + kt, s+ ku)ε(r, s, t, u).

This sum converges uniformly so if we take the large k limit we can interchange
limit and summation. Now by Equation 6.2 and since

lim
k→∞

µr+kt,s+ku = 0

by pointwise convergence of the Fourier series we finally get

lim
k→∞

k−n Tr(T
(k)
f (T (k)

g )∗) =
∑

(r,s)∈Z2n

λr,sµ̄r,s.

Now since the pure phase functions are orthogonal we get to desired result.

It should be remarked that Theorem 6.10 just is a particular case of a theorem
of the same wording, with M being a compact Kähler manifold, see e.g. [A9].
Theorem 6.10 was also proved in [BHSS] but only for a small class of principal
polarized abelian varieties.

As a corollary to the proof of Theorem 6.10 we have

Corollary 6.11.

〈f, g〉 = lim
k→∞

k−n
〈
T

(k)
EI(f), T

(k)
EI(g)

〉
.

We can interpret Corollary 6.11 in terms of TQFT curve operators. Since we
defined a curve operator Z(k)(Σ, γ) to be T

(k)
EI(hγ) where hγ is the corresponding

holonomy function of γ we immediately get

〈hγ1 , hγ2〉 = lim
k→∞

k−n
〈
Z(k)(Σ, γ1), Z(k)(Σ, γ2)

〉
,

which was proved in [A9] and [MN].
Another interpretation is that gluing two cylinders (Σ × [0, 1], γ1) and (Σ ×

[0, 1], γ2) along Σ×{0} and −Σ×{0} and again at the top Σ×{1} along −Σ×{1},
we obtain the closed three manifold Σ×S1 with the link γ1 ∪ γ∗2 embedded. Here
γ∗2 means γ2 with reversed orientation. The TQFT gluing axioms now say that

Z(k)(Σ× S1, γ1 ∪ γ∗2) = Tr(Z(k)(Σ× [0, 1], γ1)Z(k)(Σ× [0, 1], γ2)∗).

If we now define Z(k)(Σ×S1, γ1 ∪ γ∗2) to be exactly this, we see that if we take γ1

and γ2 to be the empty links we have

Z(k)(Σ× S1) = Tr(T
(k)
1 (T

(k)
1 )∗) = kn = dim(Z(k)(Σ)),

as it should be according to the axioms.



196 Jørgen Ellegaard Andersen and Jakob Lindblad Blaavand

7 Appendix

In this appendix we provide the calculations needed to prove the explicit formuli
for the formal Hitchin connection given in Theorem 6.5.

We first observe that the theorem will follow from Equation 2.2 if we can show
that for i 6= j

G̃(
∂

∂Zij
) = 2i

∂

∂zi
⊗ ∂

∂zj
+2i

∂

∂zj
⊗ ∂

∂zi
and G̃(

∂

∂Z̄ij
) = 2i

∂

∂z̄i
⊗ ∂

∂z̄j
+2i

∂

∂z̄j
⊗ ∂

∂z̄i

and for i = j

G̃(
∂

∂Zii
) = 2i

∂

∂zi
⊗ ∂

∂zi
and G̃(

∂

∂Z̄ii
) = 2i

∂

∂z̄i
⊗ ∂

∂z̄i
.

Since the family of Kähler structures parametrized by H is holomorphic we just
have to solve the equations

G(
∂

∂Zij
) · ω =

∂I(Z)

∂Zij
and Ḡ(

∂

∂Z̄ij
) · ω =

∂I(Z)

∂Z̄ij
.

Lemma 7.1. The Kähler structure associated to a Z = X + iY ∈ H is

I(Z) =

(−Y −1X −(Y +XY −1X)
Y −1 XY −1

)
,

where we have written it as tensor in the frame ∂
∂xi
, ∂
∂yj

of the tangent bundle TM .

Proof. This follows from the fact that the complex frame of TM are eigenvectors
for I(Z), that is

I(Z)(
∂

∂zi
) = i

∂

∂zi
and I(Z)(

∂

∂z̄i
) = −i ∂

∂z̄i
,

and that

∂

∂z
=
i

2
Y −1Z̄

∂

∂x
+

1

2i
Y −1 ∂

∂y
=
i

2
(Y −1X − i) ∂

∂x
+

1

2i
Y −1 ∂

∂y
∂

∂z̄
=

1

2i
Y −1Z

∂

∂x
+
i

2
Y −1 ∂

∂y
=

1

2i
(Y −1X + i)

∂

∂x
+
i

2
Y −1 ∂

∂y
.

In the above we used the vector notation ∂
∂z

meaning an n-tuple of vectors ∂
∂zi

.
This convention eases the following calculations and will be used in the following.
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Proof of Theorem 6.5. To this end we also need to recall the following derivation
property for matrices. If A = (aij) is a symmetric invertible n× n-matrix then

∂A−1

∂aij
= −A−1 ∂A

∂aij
A−1 = −A−1∆ijA

−1,

where ∆ij is an n×n-matrix with all entries 0 except the ij’th and ji’th which is
1, if i 6= j and ∆ii is an n× n-matrix with all entries 0 except the ii’th diagonal
entry which is 1. This follows easily from A−1A = Id. Using this rule and that
Y −1 = 2i(Z − Z̄)−1 we get

∂Y −1

∂Zij
= − 1

2i
Y −1∆ijY

−1.

Derivation of the above equations with respect to Zij becomes rather messy if
we do not also require Z to be normal, that is since Z is symmetric [Z, Z̄] = 0,
which is equivalent to [X, Y ] = 0, or [X, Y −1] = 0. A consequence of this is, that
everything will commute even [Y −1,∆ij] = 0 since the imaginary part of derivation
of ZZ̄ = Z̄Z with respect to Zij give Y∆ij = ∆ijY , and hence [Y −1,∆ij] = 0.
Written as a tensor

∂I(Z)

∂Zij
=

1

2i
Y −1∆ijY

−1

(
Z̄ Z̄2

−1 −Z̄
)
.

The symplectic form ω = − 1
2i

∑n
ij=1 wijdzi ∧ dz̄j where Y −1 = W = (wij), should

be contracted with G( ∂
∂Zij

) we want to know its appearance in the Z-dependent
∂
∂z

, ∂
∂z̄

frame. It is clear from above that

∂I(Z)

∂Zij
(
∂

∂z
) =

i

2
Y −1Z̄

∂I(Z)

∂Zij
(
∂

∂x
) +

1

2i
Y −1∂I(Z)

∂Zij
(
∂

∂y
) = 0,

and an easy calculation shows that

∂I(Z)

∂Zij
(
∂

∂z̄
) = −Y −1∆ij

∂

∂z
.

In other words

∂I(Z)

∂Zij
=

{
−∑n

k=1(wki
∂
∂zj
⊗ dz̄k + wkj

∂
∂zi
⊗ dz̄k) for i 6= j

−∑n
k=1 wki

∂
∂zi
⊗ dz̄k for i = j

Remark that since I(Z)2 = −Id, ∂I(Z)
∂Zij

and I(Z) anti-commute. This is clearly

reflected in the above expressions for ∂I(Z)
∂Zij

. Now since G( ∂
∂Zij

) is defined by

−G(
∂

∂Zij
) · 1

2i

n∑
kl=1

wkldzk ∧ dz̄l =
∂I(Z)

∂Zij
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it is

G(
∂

∂Zij
) =

{
2i ∂
∂zi
⊗ ∂

∂zj
+ 2i ∂

∂zj
⊗ ∂

∂zi
for i 6= j

2i ∂
∂zi
⊗ ∂

∂zi
for i = j.

With G( ∂
∂Zij

) being expressed in complex coordinates, we should mentioned that

the family of Kähler structures parametrized by H in the way described above,
actually is rigid, i.e. ∂̄Z(G(V )Z) = 0 for all vector field V on H. This is clear since
G( ∂

∂Zij
) is zero in z̄i directions and G( ∂

∂Z̄ij
) = 0.

We could do exactly the same thing with ∂
∂Z̄ij

and obtain

∂I(Z)

∂Z̄ij
= − 1

2i
Y −1∆ijY

−1

(
Z Z2

−1 −Z
)
.

Again it is clear that

∂I(Z)

∂Z̄ij
(
∂

∂z
) = 0 and

∂I(Z)

∂Z̄ij
= −Y −1∆ij

∂

∂z̄
.

In a similar way as above we obtain

Ḡ(
∂

∂Z̄ij
) =

{
2i ∂
∂z̄i
⊗ ∂

∂z̄j
+ 2i ∂

∂z̄j
⊗ ∂

∂z̄i
for i 6= j

2i ∂
∂z̄i
⊗ ∂

∂z̄i
for i = j.
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1 Introduction

The main focus of these lectures is of direct relevance in two of the most impor-
tant directions of developments in geometry and topology of the 20th century,
the applications of the theory of integrable systems and the applications of the
ideas of quantum physics. The most visible result of the first direction is the so-
lution of the Schottky problem [1], based on the conjectures of S.P. Novikov. The
challenge of characterizing Jacobians among other principally-polarized abelian
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varieties has been resolved in terms of non-linear equations: as expression in
the θ-function satisfies the KP equation if and only if the corresponding abelian
variety is the Jacobian of an algebraic curve. A further development of this di-
rection was the proof of the Welters conjecture [2] on Jacobian matrices in terms
of trisecant of Kummer variety. A second major layer of results is associated to
applications of quantum field theory in the challenge to construct topological in-
variants. Jones-Witten invariants or more generally – quantum topological field
theory – generalizes the traditional invariants: Alexander polynomials and Jones
polynomials. The invariants in these cases are constructed as correlation func-
tions for some quantum field theory [3]. The theory of Donaldson invariants [4]
and its development by Seiberg and Witten is another important example of an
application of quantum physics in topology.

This work is devoted to constructing quantum analogues of algebraic-geometric
methods which are applicable in solving classical integrable systems. These meth-
ods are based on the spectral curve concept and the Abel transform. In addition
to applications in topology, the explicit description of solutions for quantum in-
tegrable systems is directly linked to such problems as the calculation of the
cohomology of the θ-divisor for abelian varieties [6], calculation of cohomology
and characteristic classes for moduli spaces of stable holomorphic bundles [7], and
further generalizations [8].

In these lectures we propose a quantum analog of the spectral curve method
for the rational and elliptic Gaudin models [9]. These cases correspond to genus 0
and 1 base curves in Hitchin classification. The material is related to topological
invariants of quantum field theory type, as well as it is closely connected with geo-
metric properties of the moduli spaces, to a certain part with the goal to describe
the spectrum of quantum systems. The results are based on the methodological
approach based on the concept of the quantum spectral curve. They show up
in the explicit construction of discrete group symmetries for the corresponding
spectral systems.

Classical integrable systems.

Interactions between the theory of integrable systems and algebraic geometry
appeared quite early. A pioneering work, linking these areas of mathematics, was
due to Jacoby [12]. It solved the problem of geodesics on ellipsoid in terms of
the Abel transform for some algebraic curve. The extent of this observation was
recognized in the 1970s by the S.P. Novikov school [10, 13]. Later the univer-
sal geometric description of the phase space of a wide class of finite-dimensional
integrable systems in terms of the cotangent bundle to some moduli space of
holomorphic bundles on an algebraic curve was given in the work of N. Hitchin
[14].
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The algebraic point of view on integrable systems, which evolved in paral-
lel, was based on the principles of Hamiltonian Dynamics and Poisson geometry.
The significant progress made within the classical theory of integrable systems
was related to the invention of the inverse scattering method in the 60s of last
century [16]. It turned out that the Lax representation is an extremely effective
description of dynamical systems [17]. This language relates Hamiltonian flows
with a corresponding Lie algebra action. This point of view allows to introduce
the notion of the spectral curve and use methods of algebraic geometry to con-
struct explicit solutions [18], to solve dynamical systems in algebraic terms by the
projection method [19], or by a little bit more general construction of the Sato
grassmannian and the corresponding τ -function [20].

Further, we use the term “the spectral curve method” for the method of solving
dynamical systems having Lax representation in terms of the Abel transform for
the curve defined by the characteristic polynomial of the Lax operator.

The first part of the work is dedicated to a construction of a generalization
of the Hitchin type systems in case that the base curves has singularities and
fixed points. The main example of the here proposed quantization technique, the
Gaudin model, is a particular case of a Hitchin system of generalized nature.

Quantization.

The examples of quantum integrable models discussed here, have an inde-
pendent physical meaning as spin chain quantum-mechanical systems describing
one-dimensional magnets.

However, the main focus of these lectures is to study the structural role of
integrable systems including the quantum level, where their role as symmetries of
more complex objects is also evident. In particular, spin chains that describe one-
dimensional physical systems are associated to 2D problems of statistical physics
[9]. A principal method of quantum systems called quantum inverse scattering
method (QISM) was established in the 70s of the 20th century by the school of
L. D. Faddeev [21]. In many aspects this method relies on the classical inverse
problem method, in particular with respect to the Hamiltonian description. Using
QISM, several examples of quantum integrable systems were constructed: quan-
tum nonlinear Schroedinger equation, the Heisenberg magnet and the sine-Gordon
model (it is equivalent to the massive Thirring model). The asymptotic correla-
tion functions for these models were found in [47]. Many of the results regarding
QISM were aware of the earlier framework of the Bethe ansatz method discovered
in 1931 [22].

QISM was considerably generalized by the theory of quantum groups devel-
oped by Drinfeld [23]. The language of Hopf algebras is very convenient for
working with algebraic structures of the theory of quantum integrable systems,
specifically for generalizations of the ring of invariant polynomials on the group.
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One can consider the QISM as the quantum analog of the algebraic part of the
theory of integrable systems. The second part of the lectures concerns the quan-
tum spectral curve method, whose central object is the quantum characteristic
polynomial for the quantum Lax operator. We propose a construction for the
sln Hitchin-type systems for base curves of genus 0 and 1 with marked points.
The elliptic spin Calogero-Moser system is a particular case of the considered
families. The quantum characteristic polynomial is a generating function for the
quantum Hamiltonians. The construction is based on quantum group methods,
in particular, the theory of Yangians and the Felder’s elliptic dynamical quantum
algebras.

As noted above QISM has not provided substantial progress in solving quan-
tum systems on the finite scale level. Despite the fact that separated variables
were found for some models, the analogue of the Abel transform as transition from
the divisor space to the Jacobian has not been found in the quantum case. In part
three a family of geometric symmetries on the set of quantum system solutions is
constructed, essentially using the quantum characteristic polynomial of the model.
The alternative formulation of the Bethe system is used to construct this family.
The formulation is given in terms of a family of special Fuchsian systems with
restricted monodromy representations. In turn, these differential operators are
scalar analogues of the quantum characteristic polynomial. This permits to re-
alize quantum symmetries in terms of well-known Schlesinger transformations in
the theory of isomonodromic deformations [24], and apply known solutions of the
differential equations of Painleve type to describe variations of the spectrum of the
quantum systems, changing the inhomogeneity parameters. In a sense to build a
family of symmetries of the spectrum is an analogue of the Abel transform.

Quantum method of the spectral curve and other areas of modern
mathematics.

The study of the quantum characteristic polynomial for the Gaudin models
was systematized and gave much more efficient methods for solving quantum
integrable systems. The constructed discrete symmetries of the spectral systems
provide generalized angle operators, meaning that one can build eigenvectors of the
model recurrently. The significance of the results in geometry and topology is the
possibility to apply this technique to field theoretic models arising in topological
quantum field theories and field theories used in the construction of Donaldson and
Seiberg-Witten invariants. In addition, the results on the solutions of quantum
systems have direct application for the description of cohomologies of moduli
spaces of holomorphic bundles, analogues of the Laumon spaces, as well as affine
Jacobians.

The method have got influences in numerous relations and application in other
areas of modern mathematics and mathematical physics. In the representation
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theory of Lie algebras the results are related to the effectivization of the multiplic-
ity formula. Applications of this type occur thanks to special limits of the Gaudin
commutative subalgebras which are interpreted as subalgebras of central elements
in U(sln)⊗N [25]. Another result of this technique is an explicit description of the
center of the universal enveloping algebra of the affine algebra at the critical level
for sln. It is also worth noting that the quantum spectral curve method is also im-
portant in the geometrical Langlands program over C [26], in the booming field of
Noncommutative Geometry, mathematical physics and condensed matter theory.
Some of the applications are presented in Section 5.

Thanks The author is very grateful to the staff of the Chair of Higher Geome-
try and Topology of the Mechanics and Mathematics Faculty of the Moscow State
University for the fruitful atmosphere and valuable observations during the prepa-
ration of the lectures. The author is grateful to the 170-th and 197-th laboratories
of the Institute for Theoretical and Experimental Physics for stimulating conversa-
tions. The author expresses special thanks to O. Babelon, V.M. Buhshtaber, A.P.
Veselov, A. M. Levin, S.A. Loktev, M.A. Olshanetsky, I.E. Panov, V.N. Rubtsov,
A.V. Silantiev, A.V. Chervov, G.I. Sharygin. This work is partially supported by
the Foundation “Dynasty”, RFBR grant 09-01-00239 and the grant for support
of scientific school 5413.2010.1.

2 The classical spectral curve method

2.1 Lax representation

This topic describes the classical spectral curve method for finite-dimensional
integrable systems. The explanation begins with the Lax representation [17],
which has led to the formulation of the inverse problem method in the theory of
integrable systems. It turns out that a very wide class of integrable systems is of
Lax type

L̇(z) = [M(z), L(z)](2.1)

where M(z), L(z) are matrix-valued functions of the formal variable z, those ma-
trix elements are, in turn, the functions on the phase space of the model. In
other words, the phase space of a system may be embedded into some space of
matrix-valued functions where the dynamics is described by the Lax equation
(2.1).

Locally, this property is fulfilled for all integrable systems due to the existence
of local “action-angle” variables ([28], 2 4 Example 1). In general, the Lax ex-
pression is known for: harmonic oscillator, integrable tops, the Newman model,
the problem of geodesics on an ellipsoid, the open and periodic Toda chains, the
Calogero-Moser systems for all types of root systems, the Gaudin model, nonlinear
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hierarchies: KdV, KP, Toda, as well as their famous matrix generalizations. The
Lax representation demonstrates that the Hamiltonian vector field L̇ = {h, L}
can be expressed in terms of the Lie algebra structure on the space of matrices.
This property is at the heart of many algebraic analytic techniques, in particular
of the r-matrix approach and the decomposition problem [29].

The Lax representation means that the characteristic polynomial of the Lax
operator is preserved by the dynamics. The spectral curve is defined by the
equation

det(L(z)− λ) = 0.(2.2)

It turns out that the solution of equations that allow the Lax representation
simplifies using the so-called linear problem

L(z)Ψ(z) = λΨ(z).(2.3)

The Lax equation is equivalent to the compatibility condition of the following
equations:

λΨ(z) = L(z)Ψ(z),

Ψ̇(z) = M(z)Ψ(z).

If we interpret this auxiliary linear problem as a way of specifying a line bundle on
a spectral curve, the system can be solved by means of linear coordinates on the
moduli space of line bundles on the spectral curve identified with the associated
Jacobian.

Further on, a Hitchin scheme and some of its generalizations sets out pretend-
ing to the classification description in the theory of finite-dimensional integrable
systems. In this section we also define the Gaudin model, and give details of
the classical method of spectral curve for the system and separation variables
technique.

2.2 The Hitchin description

Let Σ0 be an algebraic curve andM =Mr,d(Σ0) be the moduli space of holomor-
phic stable bundles over Σ0 of rank r and the determinant bundle d [30]. Let us
consider the canonical holomorphic symplectic form on the cotangent bundle to
the moduli space T ∗M.

The deformation theory [31] allows to explicitly describe fibers of the cotangent
bundle. A tangent vector to the moduli space at E corresponding to the infinites-
imal deformation in terms of the Cech cocycle can be realized by an element of
H1(End(E)), in turn the cotangent vector at E to the moduli space M through
the Serre duality is an element of the cohomology space Φ ∈ H0(End(E) ⊗ K);
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here K denotes the canonical bundle on Σ0. In this description the following family
of functions can be defined on T ∗M

hi : T ∗M→ H0(K⊗i); hi(E,Φ) =
1

i
trΦi.(2.4)

The direct sum of the collection of mappings hi

h : T ∗M−→ ⊕ri=1H
0(K⊗i)

is called the Hitchin map [14] and defines a Lagrangian fibration of the phase
space of the integrable system.

2.2.1 Spectral curve

The spectral curve method provides an explicit method of solution in terms of
some geometric objects on a certain algebraic curve. Consider the (nonlinear)
bundle map

char(Φ) : K → K⊗r,(2.5)

defined by the expression

char(Φ)(µ) = det(Φ− µ ∗ Id)(2.6)

where µ is a point of K, and Id ∈ End(E) is the unit. The spectral curve is defined
as the preimage of the zero section of K⊗r. The preimage defines an algebraic curve
Σ in the projectivization of the total space of K.

2.2.2 Line bundle

Solution to the Hitchin type system can be constructed in terms of the follow-
ing line bundle. Consider the projection map π corresponding to the canonical
bundle K

π : K → Σ0

and the inverse image map

π∗E
Φ−µ̃∗Id−→ π∗(E ⊗K),

where µ̃ is the tautological section π∗K. Let us also consider the quotient F ,
corresponding to the inclusion

0 −→ π∗E
Φ−µ∗Id−→ π∗(E ⊗K) −→ F −→ 0.(2.7)
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The support of F coincides with the spectral curve Σ defined below. Let us restrict
the exact sequence (2.7) to Σ

0 −→ L −→ π∗E|Σ Φ−µ∗Id−→ π∗(E ⊗K)|Σ −→ F|Σ −→ 0.

It turns out that L specifies a line bundle on the spectral curve associated with
eigenvectors of the Lax operator.

Let us define the Abel transform as follows: let {a1, . . . , ag, b1, . . . , bg} be a
basis in H1(Σ0,Z) with the intersection indexes (ai, bj) = δij, {ωi} be the basis of
holomorphic differentials in H0(K) normalized by the condition

∮
ai
ωj = δij, and

let Bij =
∮
bi
ωj be the matrix of b-periods. Then we define the lattice Λ in Cg

generated by the Zg and the lattice generated by the columns of the matrix B.
Fixing a point P0 ∈ Σ one can define the Abel transform by the formula

A : Σ→ JacΣ = Cg/Λ; A(P ) =


∫ P
P0
ω1

...∫ P
P0
ωg

 .(2.8)

This definition does not depend on the integrating path due to the factorization
and generalizes to the map from the space of divisor classes to the moduli space
of line bundles.

Theorem 2.1 ([14]). The linear coordinates on the Jacobian Jac(Σ) applied to
the image of the Abel transform A(L) are the ”‘angle”’ variables for the Hitchin
system.

2.3 The Hitchin systems on singular curves

2.3.1 Generalizations

The Hitchin construction can be generalized to the case of singular curves and
curves with fixed points [32], [33]. This generalization permits to give explicit
parametrization to the wide class of integrable systems preserving the geometric
analogy with the intrinsic ingredients of the original Hitchin system.

• Fixed points: It can be considered the moduli space of holomorphic bundles
on an algebraic curve with additional structures, namely with trivializations
at fixed points. This moduli space can be obtained as the quotient of the
space of gluing functions by the trivialization change group with the condi-
tion of preserving trivializations at fixed points. Let us denote this moduli
space byMr,d(z1, . . . , zk). The tangent vector to the spaceMr,d(z1, . . . , zk)
at the point E in an element of the space

TEMr,d(z1, . . . , zk) ' H1(End(E)⊗O(−
k∑
i=1

zi)).
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The cotangent vector can be identified with the following element

Φ ∈ H0(End(E)⊗K ⊗O(
k∑
i=1

zi)).

• Singular points: The moduli space of bundles can be considered on curves
with singularities of the types: double point, cusp or the so-called scheme
double point. In this situation the consistent Hitchin system formalism
can be established. This results in constructing a large class of interesting
integrable systems. The description of the dualizing sheaf and the moduli
space of bundles in this case turns out to be more explicit then in the case
of nonsingular curve of the same algebraic genus.

2.3.2 Scheme points

Let us describe in detail the Hitchin formalism on curves with double scheme
points.

The singularities class Let us consider a curve Σproj obtained by gluing 2
subschemes A(ε), B(ε) of CP 1 (i.e. a curve obtained by adding the point ∞ to
the affine curve Σaff = Spec{f ∈ C[z] : f(A(ε)) = f(B(ε))}, where εN = 0 ).
Calculating the algebraic genus (dimH1(O)) we obtain:

• Nilpotent elements: A(ε) = ε, B(ε) = 0, g = N − 1.

• Roots of unity: A(ε) = ε, B(ε) = αε, where αk = 1, g = N −1− [(N −1)/k].

• Different points:

A(ε) = a0 + a1ε+ ...+ aN−1ε
N−1, B(ε) = b0 + b1ε+ ...+ bN−1ε

N−1,

supposing a0 6= b0, g = N .

Holomorphic bundles The most convenient way to describe the moduli space
of holomorphic bundles for singular curves is an algebraic language, due to the
duality between a bundle and the sheaf of its sections, which is a sheaf of locally-
free and thus projective modules over the structure sheaf of an algebraic curve.

The geometrical characterisation of a projective module in the affine chart
without∞ of the normalized curve is made in terms of the submodule MΛ of rank
r in the trivial module of vector-functions s(z) on C satisfying the condition:

s(A(ε)) = Λ(ε)s(B(ε)),

where Λ(ε) =
∑

i=0,...,N−1 Λiε
i is a matrix-valued polynomial. The projectivity

condition of this module MΛ is expressed as follows:
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• Nilpotent elements: A(ε) = ε, B(ε) = 0, condition: Λ0 = Id.

• Roots of unity: A(ε) = ε, B(ε) = αε, where αk = 1,
condition:

Λ(ε)Λ(αε)...Λ(αk−1ε) = Id.

• Different points:

A(ε) = a0 + a1ε+ ...+ aN−1ε
N−1, B(ε) = b0 + b1ε+ ...+ bN−1ε

N−1,

condition: Λ0 is invertible.

The open cell of the moduli space of holomorphic bundles for Σproj is the quo-
tient space of the space of Λ(ε) in generic position satisfying the above condition
with respect to the adjoint action of GLr.

Dualizing sheaf and global section In smooth situation the canonical class K
is determined by the line bundle of the highest order forms on complex analytical
variety M . To reconstruct this object in the singular case we axiomatize the Serre
duality condition

Hn(F)×Hm−n(F∗ ⊗K)→ C

for a coherent sheaf F . In the present case the dualizing sheaf can be defined
by its global sections. The global sections of the dualizing sheaf on Σproj can be
described in terms of meromorphic differentials on C of the form

ωφ = Resε

(
φ(ε)dz

z − A(ε)
− φ(ε)dz

z −B(ε)

)
,(2.9)

for an element φ(ε) =
∑

i=0,...,N−1 φi
1

εi+1 . In (2.9), fractions should be understood
as geometric progression:

1

z − A(ε)
=

1

z − a0 − a1ε− a2ε2 − ... =
1

(z − a0)(1− a1ε+a2ε2+...
z−a0

)

=
1

(z − a0)
(1 +

a1ε+ a2ε
2 + ...

z − a0

+ (
a1ε+ a2ε

2 + ...

z − a0

)2 + ...).

The symbol Resε means the coefficient at 1
ε
. It turns out that for an arbitrary

φ(ε) the above expression gives a holomorphic differential on the singular curve
Σproj, and in addition any differential is obtained in this way. Let us describe
the Serre pairing for the structure sheaf. Let us consider the covering consisting
of two opens U0 = Σaff and U∞ - an open disk centered at ∞. The intersection
U0 ∩ U∞ can be identified with the punctured disk U•∞ also centered at ∞. Let
s ∈ OU•∞ be a representative of H1(O). The pairing is determined by the formula:

< ωφ, s >=

∮
δU0∩U∞

ωφs.(2.10)

It is easy to see that the pairing is correctly defined on classes of cohomology.
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The endomorphisms of the module MΛ are described by polynomial matrix-
valued functions Φ(z) satisfying the condition

Φ(A(ε)) = Λ(ε)Φ(B(ε))Λ(ε)−1.

The action of Φ(z) on a section s(z) is given by the formula : s(z) 7→ Φ(z)s(z).
The space H1(End(MΛ)) is described as the quotient of the space of matrix-valued
polynomial functions by two subspaces:

Endout = {χ(z) ∈Matn[z]|χ(z) = const}
and

Endin = {χ(z) ∈Matn[z]|χ(A(ε))) = Λ(ε)χ(B(ε))Λ(ε)−1}.
Elements of H1(End(MΛ)) are treated as tangential vectors to the moduli space
of holomorphic bundles at MΛ. The infinitesimal deformation corresponding to
an element χ(z) is defined by the formula

δχ(z)Λ(ε) = χ(A(ε))Λ(ε)− Λ(ε)χ(B(ε)).(2.11)

Global sections H0(End(MΛ)⊗K) are described by the expressions:

Φ(z) = Resε

(
Φ(ε)

z − A(ε)
dz − Λ(ε)−1Φ(ε)Λ(ε)

z −B(ε)
dz

)
,(2.12)

where
Resε(Λ(ε)Φ(ε)Λ(ε)−1 − Φ(ε)) = 0

and Φ(ε) =
∑

i Φi
1

εi+1 is a polynomial matrix-valued function. The expression
(2.12) also implies a decomposition of the denominator in the geometric progres-
sion. It turns out that all global sections of H0(End(MΛ)⊗K) are of this form.

Symplectic form on the cotangent bundle to the moduli space of holomorphic
bundles can be described in terms of Hamiltonian reduction with respect to the
adjoint action of GLn of the symplectic form on the space of pairs Λ(ε),Φ(ε), given
by the expression:

ResεTrd(Λ(ε)−1Φ(ε)) ∧ dΛ(ε).(2.13)

Integrability The Hitchin system on Σproj in now defined as a system with
phase space which is the Hamiltonian quotient of the space of pairs Λ(ε),Φ(ε).
The symplectic form is given by the formula (2.13). The reduction is considered
with respect to the adjoint action of the group GLn. The Lax operator is defined by
the formula 3.42. The Hamiltonians are defined by the coefficients of the function
Tr(Φ(z)k) subject to some basis of holomorphic k-differentials (i.e. sections of
H0(Kk)). Let us remark that ∀z, w, k, l the following commutativity condition is
fulfilled: Tr(Φ(z)k) and Tr(Φ(w)l) commute on the nonreduced space.

The integrability proof realizes the r-matrix technique.
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Example 2.2. Consider a rational curve with a double point z1 ↔ z2 (the ring of
rational functions on a curve is a subring of rational functions f on CP 1 satisfying
the condition f(z1) = f(z2)) with one marked point z3. The dualizing sheaf has
the global section dz( 1

z−z1 − 1
z−z2 ). Consider the moduli space M of holomorphic

bundles E of rank n on Σnode with fixed trivialization at z3. There is the following
isomorphism of linear spaces

TEM = H1(End(E)⊗O(−p)).

Let us restrict ourself to the open sell of the moduli space of equivalence classes
of matrices Λ with different eigenvalues. The cotangent space is isomorphic to the
space of holomorphic sections of End∗(E)⊗K⊗O(p). This space can be realized
by the space of rational matrix-valued functions on z of the following type

Φ(z) =

(
Φ1

z − z1

− Φ2

z − z2

+
Φ3

z − z3

)
dz,

with the following conditions on residues

Φ1Λ = ΛΦ2 ??? Φ1 − Φ2 + Φ3 = 0.

The phase space of the system is parameterized by elements of U ∈ GL(n) giving
a trivialization at z3, matrix Λ describing the projective module over O(Σmode),
residues of the Higgs field Φi. In these coordinates the canonical symplectic form
on T ∗M can be expressed as follows

ω = Tr(d(Λ−1Φ1) ∧ dΛ) + Tr(d(U−1Φ3) ∧ dU).

After Hamiltonian reduction with respect to the group GL(n) action (the right
action on U and the adjoint action on Φi, Λ) one obtains the space parameterized
by the matrix elements (Φ3)ij = fij, i 6= j; eigenvalues e2xi of the matrix Λ and the
diagonal elements of the matrix (Φ1)ii = pi with the following Poisson structure

{xi, pj} = δij, {fij, fkl} = δjkfil − δilfkj.

The Hamiltonian of the trigonometric spin Calogero-Moser system related with
the finite-zone solutions of the matrix generalization for the KP equation [34] can
be obtained as the coefficient of TrΦ2(z) at 1/(z − z1)2

H = TrΦ2
1 =

n∑
i=1

p2
i − 4

∑
i 6=j

fijfji

sinh2(xi − xj)
.
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2.4 The Gaudin model

2.4.1 The Lax operator

The Gaudin model was proposed in [9] (section 13.2.2) as a limit of the XXX
Heisenberg magnet. It describes a one-dimensional chain of interacting particles
with spin. The Gaudin model can be considered as a generalization of the Hitchin
system for the rational curve Σ = CP 1 with N marked points z1, . . . , zN . The
Higgs field (the Lax operator) can be represented by a rational section Φ = L(z)dz
where

L(z) =
∑
i=1...N

Φi

z − zi .(2.14)

The residues of the Lax operator Φi are matrices n×n whose matrix elements lie
in gln⊕ . . .⊕ gln. (Φi)kl coincides with the kl-th generator of the i-th copy of gln.
The generators of the Lie algebra are interpreted as functions on the dual space
gl∗n. The symmetric algebra S(gln)⊗N ' C[gl∗n ⊕ . . . ⊕ gl∗n] is equipped with the
Poisson structure given by the Kirillov-Kostant bracket:

{(Φi)kl, (Φj)mn} = δij(δlm(Φi)kn − δnk(Φi)ml).

2.4.2 R-matrix bracket

R- matrix representations of Poisson structures turned out to be a key element
of the theory of quantum groups. In some sense the existence of an R-matrix
structure is equivalent to integrability. It should be noted that in the theory of
quantum groups [35] an important concept of quasitriangular or braided bialgebra
arises. Let us introduce the notation:

• {ei} - the standard basis in Cn;

• {Eij} - the standard basis in End(Cn), (Eijek = δjkei);

• e(s)
ij - generators of the s-th copy gln ⊂ ⊕Ngln.

The Lax operator can be represented as

L(z) =
∑
ij

Eij ⊗
N∑
s=1

e
(s)
ij

z − zs .

The Poisson structure can be described in terms of generating functions:

{L(z)⊗ L(u)} = [R12(z − u), L(z)⊗ 1 + 1⊗ L(u)] ∈ End(Cn)⊗2 ⊗ S(gln)⊗N ,

with the classical Yang R-matrix

R(z) =
P12

z
, P12v1 ⊗ v2 = v2 ⊗ v1, P12 =

∑
ij

Eij ⊗ Eji.
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2.4.3 The integrals

The integrals of motion can be retrieved as the characteristic polynomial coeffi-
cients

det(L(z)− λ) =
n∑
k=0

Ik(z)λn−k.(2.15)

It is often used the alternative basis of symmetric functions of eigenvalues of the
Lax operators

Jk(z) = TrLk(z), k = 1, . . . , n.

Traditional quadratic Hamiltonians can be obtained as follows

H2,k = Resz=zkTrL
2(z) =

∑
j 6=k

2TrΦkΦj

(zk − zj) = 2
∑
j 6=k

∑
lm e

(k)
lme

(j)
ml

zk − zj .

They describe the magnet model that consists of a set of pairs of interacting
particles. It is known that

Proposition 2.3. The coefficients of the characteristic polynomial of L(z) com-
mute with respect to the Kirillov-Kostant bracket

{Ik(z), Im(u)} = 0.

Let us present here the baseline of the proof.
Proof
Let L1(z) = L(z)⊗ 1 and L2(u) = 1⊗ L(u).

{Jk(z), Jm(u)} = Tr12{Lk(z)⊗ Lm(u)}
= Tr12

∑
ij

Li1(z)Lj2(u){L(z)⊗ L(u)}Lk−i−1
1 (z)Lm−j−1

2 (u)

= Tr12

∑
ij

Li1(z)Lj2(u)R12(z − u)Lk−i1 (z)Lm−j−1
2 (u)(2.16)

+ Tr12

∑
ij

Li1(z)Lj2(u)R12(z − u)Lk−i−1
1 (z)Lm−j2 (u)

− Tr12

∑
ij

Li+1
1 (z)Lj2(u)R12(z − u)Lk−i−1

1 (z)Lm−j−1
2 (u)(2.17)

− Tr12

∑
ij

Li1(z)Lj+1
2 (u)R12(z − u)Lk−i−1

1 (z)Lm−j−1
2 (u).

In particular,

(2.16) + (2.17) = Tr12[
∑
ij

Li1(z)Lj2(u)R12(z − u)Lk−i−1
1 (z)Lm−j−1

2 (u), L1(z)].

The last expression is zero because it is trace of a commutator.
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2.4.4 Algebraic-geometric description

This section describes the basic algebraic-geometrical components of the gener-
alized Hitchin system for curves with marked points. Namely it is constructed
a pair {Σ,L} — the spectral curve and the line bundle on it, which makes it
possible to resolve the classical Gaudin model.

Spectral curve The spectral curve of the Gaudin system Σ̃ is described by
the equation

det(L(z)− λ) = 0.(2.18)

To build a nonsingular compactification of that curve one should consider the
total space of the bundle where the Lax operator takes values

Φ(z) = L(z)dz ∈ H0(CP 1,End(On)⊗ Λ)(2.19)

where Λ = K(k) = O(k − 2). We define a compactification of Σ by the equation

det(Φ(z)− λ) = 0.(2.20)

This curve is a subvariety of the rational surface Sk−2, obtained by compactifica-
tion of the total space of the line bundle O(k−2) over CP 1, or as a projectivisation
P (O(k−2)⊕O) over the rational curve. This rational surface contains three types
of divisors: E∞ — the infinite divisor, C — the fiber of the bundle and E0 — the
base curve, with the following intersections

E0 · E0 = k − 2,

E0 · C = 1,

C · C = 0,

E∞ · C = 1.

To determine the genus of the curve Σ we use the adjunction formula. First let
us calculate the canonical class of Sk−2. It corresponds to the class of divisors

KSk−2
= −2E0 + (k − 4)C.

Let the class of Σ be equal to [Σ] = n1E0 + n2C. Σ is n-folded covering of CP 1.
Hence [Σ] · C = n and n1 = n. To calculate n2 it is sufficient to use the fact that
Σ is a spectral curve of a holomorphic section of End(On)⊗Λ and hence does not
intersect E∞. We obtain

[Σ] = nE0.

By the adjunction formula we have

2g − 2 = KSk−2
· [Σ] + [Σ] · [Σ]
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= (−2E0 + (k − 4)C) · nE0 + n2E0 · E0

= −2(k − 2)n+ (k − 4)n+ (k − 2)n2.

This allows to calculate the genus of the spectral curve

g(Σ) =
(k − 2)n(n− 1)

2
− (n− 1).(2.21)

Line bundle Let us recall the sequence defining the line bundle on the spectral
curve

0→ L → OnΣ → OnS((k − 2)C + E∞)|Σ → FΣ → 0,(2.22)

where L and FΣ are line bundles. We also obtain the following

χ(L) = χ(OnΣ)− χ(OnS((k − 2)C + E∞)|Σ) + χ(FΣ)

Let us denote the divisor (k − 2)C + E∞ ⊂ S as D. Then

χ(OnΣ) = n(1− g),

χ(OnS(D)|Σ) = nD · [Σ] + n(1− g)

= n2(k − 2) + n(1− g),

χ(FΣ) = χ(π∗On(k − 2)⊗OS(E∞))− χ(OnS)

= n
1

2
(D ·D −D · KS) = n(k − 1).(2.23)

Hence χ(L) = −n2(k− 2) +n(k− 1). Calculating the number of branching points
ν = 2(g + n− 1) = (k − 2)(n2 − n) we obtain

Lemma 2.4.

deg(L) = g + n− 1− ν.

The dimension of the commutative family On the affine chart without {zi}
and ∞ the spectral curve is given by the equation

R(z, λ) = 0, R(z, λ) = (−1)nλn +
n−1∑
m=0

λmRm(z),(2.24)

where

Rm(z) =
k∑
i=1

n−m∑
l=1

R
(l)
m,i

(z − zi)l .

The number of free coefficients is equal
∑n−1

m=0 k(n − m) = k n(n+1)
2

. The central
functions (the symmetric polynomials of eigenvalues for corresponding orbits) are
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the highest coefficients of Rm(z) of the total number kn − 1. The Lax operator
has double zero at infinity

L(z) =
1

z2

∑
i

Φizi +O(
1

z3
).

It follows that Rm(z) has zero of order 2(n−m) at infinity. This observation, in
turn, imposes additional conditions

n−1∑
m=0

(2(n−m)− 1) = n2

on the values of Hamiltonians. Thus, the dimension of the commutative family is

k
n(n+ 1)

2
− kn+ 1− n2 = k

n(n− 1)

2
− n2 + 1 = g.

2.5 Separated variables

For the wide class of integrable systems the separated variables are associated with
the divisor of the line bundle L on the spectral curve. Namely pairs of coordinates
of the divisor points are separated. Typically, the divisor is the divisor for the
Baker function. A construction of separated variables for some class of integrable
systems is given in [36]. In the case of sl2-Gaudin model separated variables were
known before [37], and can be found even more explicitly.

2.5.1 sl2-Gaudin model

Let us remind that sl2-Gaudin model is obtained from the gl2 model (2.14) choos-
ing orbits with tr = 0. The Lax operator in this case is:

L =

(
A(z) B(z)
C(z) −A(z)

)
.

We will consider the characteristic polynomial as a function of parameters z, λ
and values of the Hamiltonians:

det(L(z)− λ) = R(z, λ, h1, . . . , hd).

Let us define the variables yj as zeroes of C(z). For dual variables we take

wj = A(yj).

This set of variables defines the Darboux coordinates of the phase space:

{yi, wj} = δij.
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Let us consider the generating function S(I, y) of the canonical transformation
from the variables yj, wj to the ”‘action-angle”’ variables Ij, φj

wj = ∂yjS, φj = ∂IjS.

The point with coordinates (yj, wj) is a point of the spectral curve by definition.
The fact that ”‘action”’ variables are functions of Hamiltonians allows to separate
variables in the problem of finding the canonical transformation S

S(I, y1, . . . , yd) =
∏
i

s(I, yi),

where each factor s(I, z) solves the equation

R(z, ∂zs, h1, . . . , hd) = 0.

3 The quantization problem

The quantization problem has physical motivation, it is related to the quantum
paradigm in modern physics. In mathematical context this problem can be for-
mulated in different ways: in [38] it was considered the problem of deformation of
an algebra of functions on a symplectic manifold satisfying the so-called ”‘corre-
spondence principle”’. The particular case of the deformation quantization for the
cotangent bundle to a Lie group used in these lectures was considered in [39]. Fur-
ther on, the methods of deformation quantization, ∗-product, the Moyal product
and the geometric quantization were generalized to wider class of examples. One
of the structure results in this field was the formality theorem by M. Kontsevich
[40] which demonstrates the existence of the quantization. Another ensemble of
important results in this domain are due to Fedosov [41].

In this work it is proposed radically more strong quantization problem, de-
manding not only the deformation of an algebra of functions but of a pair: Pois-
son algebra + Poisson commutative subalgebra, representing an integrable sys-
tem. Let us refer to this problem as to the algebraic part of integrable system
quantization. Moreover it is stated a problem of constructing quantum analogs
of the essential geometric objects from the point of view of algebraic-geometric
methods in integrable systems. In general the problem is to find an associative
deformation of a Poisson algebra such that the Poisson-commutative subalgebra
remains commutative, and moreover the deformation of the spectral curve pro-
vides quantum separated variables. The last part of the quantization problem is
called ”‘algebraic-geometric”’ quantization.
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3.1 The deformation quantization

3.1.1 Correspondence

The traditional scheme of deformation quantization supposes a construction of
an associative algebra starting with a Poisson algebra. A Poisson algebra is a
commutative algebra Acl with multiplication denoted by ·, furnished by an anti-
symmetric bilinear operation called the Poisson bracket {◦, ◦}, such that Acl is a
Lie algebra and both structures are compatible by the Leibniz rule:

{f, g · h} = {f, g} · h+ g · {f, h}.
A Poisson algebra is an infinitesimal version of an associative algebra. Due to the
so-called Drinfeld ε-construction it is not hard to note that the space Acl[ε]/ε2

with multiplication

f ∗ g = f · g + ε{f, g}
is an associative algebra. The quantization of the Poisson algebra Acl with the
structure defined by operations (·,{◦, ◦}) which is called the algebra of classical
observables is an associative algebra A with multiplication (∗), satisfying the
following conditions:

A ' Acl[[h]] as linear spaces.

Moreover, if the algebra of classical observables and the space of constants in A
are identified, the following structure compatibility is required:

a ∗ b = a · b+O(h),

a ∗ b− b ∗ a = h{a, b}+O(h2).

The map

lim : A −→ Acl : h 7→ 0

is called the classical limit.

Example 3.1. Let us consider the Poisson algebra S(gln) on the space of symmet-
ric algebra of the Lie algebra gln defined by the Kirillov-Kostant bracket. This has
a canonical quantization, realizing the concept of the deformation quantization:
let Uh(gln) be the deformed universal enveloping algebra

Uh(gln) = T ∗(gln)[[h]]/{x⊗ y − y ⊗ x− h[x, y]}.
The classical limit is defined as the limit h → 0 which is correctly defined on
the family of algebras Uh(gln). The existence of a limit follows from the common
Poincare-Birkhoff-Witt basis for this family.
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3.1.2 Quantization of an integrable system

An integrable system is a pair: a Poisson algebra Acl and a Poisson commuta-
tive subalgebra Hcl of the dimension dim(Spec(Hcl)) = 1/2dim(Spec(Acl)). An
algebraic problem of quantization is the following correspondence

Hcl ⊂ Acl ⇔ H ⊂ A

satisfying the conditions

• A ' Acl[[h]] as linear spaces, the map lim : A → Acl is called the classical
limit;

• H is commutative;

• lim : H = Hcl

Remark 3.2. In the case of quantization for the symmetric algebra of the Lie
algebra gln the correspondence can be simplified. Let us consider U(gln), which
is a filtered algebra (the filtration is given by degree) {Fi}. The projection map
to the associated graded algebra induces a Poisson structure:

U(gln)→ Gr(U(gln)) = ⊕iFi/Fi−1 = S(gln).(3.1)

We will associate this map with the classical limit operation. On generators a ∈ Fi
and b ∈ Fj the induced commutative multiplication and the Poisson bracket are
given by the following expressions:

a · b = a ∗ b mod Fi+j−1, {a, b} = a ∗ b− b ∗ a mod Fi+j−2.

3.1.3 The Gaudin model quantization problem

The classical part is defined by the following objects

Acl = S(gln)⊗N ' C[gl∗n ⊕ . . .⊕ gl∗n],

Hcl − the subalgebra generated by the Gaudin Hamiltonians(2.15).

The algebraic part of the quantization problem is reduced to constructing a
pair with the quantum observables algebra coinciding with the tensor power of
the universal enveloping algebra:

A = U(gln)⊗N ,

such that the commutative subalgebra H is a deformation of the subalgebra gen-
erated by the classical Gaudin Hamiltonians.
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3.2 Quantum spectral curve

3.2.1 Noncommutative determinant

Let us consider a matrix B =
∑

ij Eij ⊗Bij whose elements are elements of some
generally speaking not commutative associative algebra Bij ∈ A. We will use the
following definition for the noncommutative determinant in this case

det(B) =
1

n!

∑
τ,σ∈Σn

(−1)τσBτ(1),σ(1) . . . Bτ(n),σ(n).

This definition is the same as the classical one for matrices with commuting ele-
ments. There is an equivalent definition. Let us introduce the operator An of the
antisymmetrization in (Cn)⊗n

Anv1 ⊗ . . .⊗ vn =
1

n!

∑
σ∈Sn

(−1)σvσ(1) ⊗ . . .⊗ vσ(n).

The definition above is equivalent to the following

det(B) = Tr1...nAnB1 . . . Bn,

where Bk denotes an operator in End(Cn)⊗n ⊗ A given by the inclusion

Bk =
∑
ij

1⊗ . . .⊗ Eij︸︷︷︸
k

⊗ . . .⊗ 1⊗Bij,

the trace is taken on End(Cn)⊗n.

3.2.2 Quantum spectral curve

Let us call a quantum Lax operator for the Gaudin system the following expres-
sion:

L(z) =
∑
ij

Eij ⊗
N∑
s=1

e
(s)
ij

z − zs .

L(z) is a rational function in the variable z with values in End(Cn) ⊗ U(gln)⊗N .
Let us define a quantum characteristic polynomial of the quantum Lax operator
by the formula

det(L(z)− ∂z) =
n∑
k=0

QIk(z)∂n−kz .(3.2)

The following theorem says that this generalization of the classic characteristic
polynomial (2.15) makes it possible to construct quantum Hamiltonians.
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Theorem 3.3 ([42]). The coefficients QIk(z) commute

[QIk(z), QIm(u)] = 0

and quantize the classical Gaudin Hamiltonians in the following sense

lim(QIk) = Ik.

The proof of this fact uses significant results of the theory of quantum groups
such as the construction of the Yangian, the Bethe subalgebras and generally fits
into the concept of quantum inverse scattering method. The following sections
introduce the necessary definitions and provide an outline of the proof of the
theorem of quantization of the Gaudin model.

3.2.3 Yangian

This Hopf algebra was constructed in [23] and plays an important role in the
problem of description of rational solutions to the Yang-Baxter equation. Y (gln)

first and foremost is an associative algebra generated by the elements t
(k)
ij (in this

section i = 1, . . . , n; j = 1, . . . , n; k = 1, . . . ,∞). Let us introduce the generating
function

T (u, h) ∈ Y (gln)⊗ End(Cn)[[u−1, h]],

which takes the form

T (u, h) =
∑
i,j

Eij ⊗ tij(u, h), tij(u, h) = δij +
∑
k

t
(k)
ij hku−k,

where Eij are the matrix units in End(Cn). The relations can be written with the
help of the Yang R-matrix

R(u) = 1− h

u

∑
i,j

Eij ⊗ Eji

and take the form

R(z − u, h)T1(z, h)T2(u, h) = T2(u, h)T1(z, h)R(z − u, h).(3.3)

Both parts are regarded as elements of

End(Cn)⊗2 ⊗ Y (gln)[[z−1, z, u−1, u, h]],

the rational function 1
z−u in the R-matrix formula has an expansion

1

z − u =
∞∑
l=0

ul

zl+1
.
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We use the following notation

T1(z, h) =
∑
i,j

Eij ⊗ 1⊗ tij(z, h), T2(u, h) =
∑
i,j

1⊗ Eij ⊗ tij(u, h).

The Yangian is a Hopf algebra whose comultiplication is given in terms of the
generating function by the following formula

(id⊗∆)T (z, h) = T 1(z, h)T 2(z, h),

where we use the notation

T 1(z, h) =
∑
i,j

Eij ⊗ tij(z, h)⊗ 1, T 2(z, h) =
∑
i,j

Eij ⊗ 1⊗ tij(z, h).

The evaluation representation Let us remind the construction of the so-
called evaluation homomorphism ρ : Y (gln) → U(gln). To do this we consider a
rational function on u, h with values in End(Cn)⊗ U(gln) given by the formula

(3.4) Tev(u, h) = 1 +
h

u

∑
i,j

Eij ⊗ eij def= : 1 +
hΦ

u
,

where eij are the generators of gln. Tev(u, h) satisfy RTT relations (3.3), hence the

map {t(1)
ij 7→ eij; t

(k)
ij 7→ 0 with k > 1} determines an algebra homomorphism.

Let us consider the tensor product U(gln)⊗N [[h, h−1]] and the generating func-
tion (3.4) for the evaluation representation to the l-th component of the product
T lev(u−zl, h). It turns out that for an arbitrary set of complex numbers (z1, . . . , zN),
the expression

Tα(u, h) = T 1
ev(u− z1, h)T 2

ev(u− z2, h) . . . T kev(u− zN , h),(3.5)

which is a rational function on u and h with values in End(Cn) ⊗ U(gln)⊗N ,
determines a homomorphism ρα : Y (gln) → U(gln)⊗N [[h, h−1]]. More precisely,
the following lemma is true.

Lemma 3.4. The map, defined on the Yangian generators t
(k)
ij as the ij-th matrix

element of the expansion coefficient of Tα(u, h)h−k at u−k in u = ∞ gives an
algebra homomorphism

ρα : Y (gln)→ U(gln)⊗N [[h, h−1]].

This lemma follows from the properties of the comultiplication homomorphism
and the evaluation homomorphism.
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3.2.4 The Bethe subalgebra

This subalgebra is closely related with Quantum Inverse Scattering Method (QISM)
[21, 44, 45], namely its generators are quantum integrals of the Heisenberg XXX
model [44, 43]. Here we use the description from [46] (section 2.14): let us consider
an n×n-matrix C and T (u, h) - a generating function for the Yangian generators
Y (gln). Let us also use the notation An for the antisymmetrization operator in
(Cn)⊗n and the following elements of End(Cn)⊗n ⊗ Y (gln)[[u, u−1, h]]

Tm(u, h) =
∑
ij

1⊗ . . .⊗ 1⊗
m

Eij ⊗1⊗ . . .⊗ 1⊗ tij(u, h).

It turns out [46] (section 2.14), that the expressions of the form

τk(u, h) = TrAnT1(u, h)T2(u− h, h) . . . Tk(u− h(k − 1), h)Ck+1 . . . Cn(3.6)

for k = 1, . . . n, which are called the Bethe generators, constitute a commutative
family in Y (gln)[[u, u−1, h]] in the following sense:

[τi(u, h), τj(v, h)] = 0.

In addition, this family is maximal if the matrix C has simple spectrum. The
trace in the formula (3.6) is meant over matrix components End(Cn)⊗n, the series
expansion of Tm(u− h(m− 1), h) is realized at u =∞, for example

1

u− h
=

∞∑
m=0

hm

um+1
,

Next we will consider an identity matrix C and images of the Bethe generators
with the evaluation homomorphism. For simplicity, we refer to the same letters

(3.7) τk(u, h) = TrAnT
α
1 (u, h)Tα2 (u− h, h) . . . Tαk (u− h(k − 1), h) k = 1, . . . n.

3.2.5 The commutativity proof

The presence of the comultiplication structure in the theory of quantum groups
allows to use the so-called ”‘fusion”’ method to construct non-trivial integrable
systems. Literally, the method is as follows: let us consider the image T (z) by
the evaluation homomorphism in composition with comultiplication operations
ρz1 ⊗ . . .⊗ ρzN∆N−1

T ℵ(z) = T 1
z1

(z) . . . TNzN (z) ∈ End(Cn)⊗ U(gln)⊗N .

The image of the Bethe subalgebra raises to some commutative subalgebra which
can be described by the generating function:

Q(z, h) = TrAn(e−h∂zT ℵ1 (z, h)− 1) . . . (e−h∂zT ℵn (z, h)− 1)
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=
n∑
j=0

τj(z − h, h)(−1)n−jCj
ne
−jh∂z

= det(e−h∂zT ℵ(z, h)− 1).(3.8)

The expression (3.8) can be represented as a series of ∂z. From the commutativity
of the Bethe generators it follows that the coefficients of this series which are
rational functions on u with values in U(gln)⊗N [[h]] also commute at different
values of the parameter u. Hence the lowest coefficients on h also commute. These
are exactly the coefficients of the characteristic polynomial of the Gaudin model.
It turns out that the highest coefficient of the expression (3.8) on h has the form

det(e−h∂zT ℵ(z, h)− 1) = hndet(L(z)− ∂z) +O(hn+1)

in virtue of the expansion:

e−h∂zT ℵ(z)− 1 = h(L(z)− ∂z) +O(h2).

Remark 3.5. It should be noted that the independence of the quantum Hamil-
tonians directly follows from the independence of their classic limits, since the
algebraic relations on the constructed operators in U(gln)⊗N induces a nontrivial
relation on their symbols. The maximality follows from the maximality on the
classical level.

3.3 Traditional solution methods

The traditional methods solving a quantum integrable system on finite scale are
reduced to the Bethe ansatz method or the method of separated variables which
in turn allow to express the condition on the quantum model spectrum in terms of
the solutions of some system of algebraic equations or the monodromy properties
of some Fuchsian system. Those methods do not suppose any way of solving the
substituting problems. However there is quite rich material in solving quantum
integrable systems in various limits.

Further we explain two basic methods in the case of the simplest Gaudin
model.

3.3.1 Bethe ansatz

Let us consider the quantum sl2 Gaudin model. The Lax operator in this case
takes the form

L =

(
A(z) B(z)
C(z) −A(z)

)
=
∑
i

Φi

z − zi ,

where

Φi =

(
hi/2 ei
fi −hi/2

)
.
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The quantum characteristic polynomial is a differential operator of the second
order with values in the algebra of quantum observables:

det(L(z)− ∂z) = ∂2
z −

1

2

∑
i

c
(2)
i

(z − zi)2
−
∑
i

Hi

z − zi .

The Gaudin Hamiltonians are the residues

Hi =
∑
i 6=j

hihj/2 + eifj + ejfi
zi − zj .

The coefficients at the poles of second order are also elements of the commutative
subalgebra but of trivial nature - they are central in the quantum algebra.

The Bethe ansatz method was firstly proposed for the Heisenberg model but
fits well for a wide class of systems. The Bethe ansatz method for the Gaudin
model was realized in [9]. Let us outline the construction. We consider the sl2
Gaudin model in fixed representation Vλ = Vλ1⊗ . . .⊗VλN where Vλi are the finite
dimensional irreducible representations of highest weights λi.

Lemma 3.6. The vector

Ω =
M∏
j=1

C(µj)|vac >

is the common eigenvector for the ensemble of Gaudin Hamiltonians if the set of
parameters µj (called the Bethe roots) satisfies the system of Bethe equations

−1

2

∑
i

λi
µj − zi +

∑
k 6=j

1

µj − µk = 0, j = 1, . . . ,M.(3.9)

The eigenvalues of Hi on the vector Ω are expressed as follows

HΩ
i = −λi

(∑
j

1

zi − µj −
1

2

∑
j 6=i

λj
zi − zj

)
.

Proof
In this case the quantum characteristic polynomial takes the form:

det(L(z)− ∂z) = ∂2
z − A2(z)− C(z)B(z) + A′(z) = ∂2

z −H(z).

The following commutation relations on the matrix elements of the Lax operator
are also true:

[A(z), B(z)] = −B′(z), [A(z), C(u)] =
1

z − u(C(z)− C(u)),

[A(z), C(z)] = C ′(z), [B(z), C(u)] =
2

u− z (A(z)− A(u)).
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Using this relation and the condition:

H(z)|vac >=

(
1

4
(
∑
i

λi
z − zi )

2 − 1

2

∑
i

λi
(z − zi)2

)
|vac >= h0(z)|vac >

we obtain:

H(z)Ω =

(
h0(z) + 2

M∑
j=1

1

µj − zA(z) +
∑
j 6=k

1

(µj − z)(µk − z)

)
Ω

+ 2C(z)
M∑
j=1

1

z − µj
∏
l 6=j

C(µl)

(∑
k 6=j

1

µk − µj + A(µj)

)
.

Let us remark that the Bethe equations can be rephrased in the form:∑
k 6=j

1

µk − µj + A(µj) = 0.

This proves the lemma.

3.3.2 Quantum separated variables

Let us consider the quantum sl2 Gaudin model as in the previous section. An
irreducible representation of this type can be realized as the quotient of the Verma
module C[ti]/t

λi+1
i , such that the generators of sl2 act as differential operators:

h(s) = −2ts
∂

∂ts
+ λs, e

(s) = −ts ∂
2

∂t2s
+ λs

∂

∂ts
, f (s) = ts.

Let us explore the problem in the tensor product of the Verma modules which is
realized in this case on the space of polynomials on N variables C[t1, . . . , tN ]. Let
us introduce the set of variables yj, defined by the formula:

C(z) = C0

∏
j(z − yj)∏
i(z − zi)

.

They are elements of some algebraic extension of the ring C[t1, . . . , tN ]. Let us
denote by the same symbols functions and operators of multiplication by those
functions.

Let Ω be a common eigenvector for the Gaudin Hamiltonians in ??? C[t1, . . . , tN ]

H(z)Ω = h(z)Ω.(3.10)

Considering both parts of (3.10) as rational functions on z and substituting z = yj
from the left we obtain:

H(yj) = A2(yj)− A′(yj)
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=
1

4

∑
i,k

1

(yj − zi)(yj − zk)hihk +
1

2

∑
k

1

(yj − zk)2
hk.(3.11)

Using the definition of the separated variables let us express the partial derivatives:

∂yj =
∑
k

∂tk
∂yj

∂tk =
∑
k

tk
yj − zk ∂tk .(3.12)

Substituting 3.12 in 3.11 we obtain:(
−∂yj +

1

2

∑
k

λk
yj − zk

)2

Ω = h(yj)Ω.

Hence the common eigenfunction for the Gaudin Hamiltonians factorizes, its de-
pendence on yj is separated:

Ω =
∏
j

ω(yj).

Each of the factors ω(z) is related to the solution to the Sturm-Liouville equation

(∂2
z − h(z))ω̃(z) = 0

as follows:

ω̃(z) =
∏
i

(z − zi)−λi/2ω(z).

3.3.3 The monodromy of Fuchsian systems

The results of traditional separation of variables in quantum integrable systems
discussed above demonstrate that the spectrum description is closely related with
the families of Fuchsian equations obeying special monodromy properties. These
properties are quite natural in the Heisenberg approach explained in [47], and
correspond to existence of globally defined wave-functions.

In the considered sl2 Gaudin model it was obtained that if Ω is a common
Bethe eigenvector with values HΩ

i then the equation(
∂2 − 1

4

∑
i

λi(λi + 2)

(z − zi)2
−
∑
i

HΩ
i

z − zi

)
Ψ(z) = 0(3.13)

has a solution of the form

Ψ(z) =
∏
i

(z − zi)−λi/2
∏
j

(z − µj),
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where the set of parameters µj satisfy the system of Bethe equations.
This observation was generalized in [48]. Let us consider the quantum charac-

teristic polynomial:

det(L(z)− ∂z) = ∂2
z −

∑
i

C
(2)
i

(z − zi)2
−
∑
i

Hi

z − zi .

Let H be the algebra generated by the coefficients of the quantum characteristic
polynomial. A character χ of the algebra H is called ???admissible??? if it takes
values χ(C

(2)
i ) = 1

4
(λi + 2)λi on central elements.

Theorem 3.7 ([48]). There is a one-to-one correspondence between the set of
”‘admissible”’ characters χ for which the differential equation

χ(det(L(z)− ∂z))Ψ(z) = 0

has monodromy ±1, and the set of common eigenvectors of the Gaudin model in
the representation Vλ.

In contrast with the traditional Bethe ansatz and separation of variables meth-
ods this spectrum characterization can be generalized to the sln case.

3.4 Elliptic case

It turns out that the elements of the algebraic-geometric part of the quantization
problem can the constructed also in the case of the Elliptic Gaudin model: the
quantum spectral curve and the quantum separated variables. Let us remark that
the elliptic Gaudin model can be obtained in generalized Hitchin system frame-
work. This corresponds to the moduli space of holomorphic semistable bundles
with the trivial determinant bundle over an elliptic curve with a set of marked
points. A modified algebraic structure is applicable for this problem, namely
the dynamical gln RLL equation corresponding to the ”‘elliptic quantum group”’
Eτ,~(gln), defined in [50].

The commutativity in this case is meant modulo the Cartan subalgebra. To
obtain an integrable system one should restrict the constructed family to the zero
weight subspace with respect to the diagonal action of the Lie algebra.

3.4.1 The notation

Let us define the so-called odd Riemann θ-functions on an elliptic curve. Let
τ ∈ C, Im τ > 0 be the parameter of elliptic curve C/Γ, where Γ = Z + τZ - is
the periods lattice. The odd θ-function θ(u) = −θ(−u) is defined by the relations

θ(u+ 1) = −θ(u), θ(u+ τ) = −e−2πiu−πiτθ(u), θ′(0) = 1.(3.14)
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Let us also introduce some matrix notation. Let

T =
∑
j

tj · a1,j ⊗ . . .⊗ aN,j

be a tensor over an algebra R, where tj ∈ R and ai,j are elements of the space
End Cn. Then the notation T (k1,...,kN ) corresponds to the following element of
R⊗ (EndCn)⊗M for numbers M > N :

T (k1,...,kN ) =
∑
j

tj · 1⊗ . . .⊗ a1,j ⊗ . . .⊗ aN,j ⊗ . . .⊗ 1.

Here each element ai,j is placed in the ki-th tensor component, the numbers ki are
pairwise different and the following condition fulfills 1 6 ki 6M .

Let F (λ) = F (λ1, . . . , λn) be a function on n parameters λk, taking values in
an algebra R: i.e. F : Cn → R. In this case we define special shifts

F (λ+ P ) = F (λ1 + P1, . . . , λn + Pn)

=
∞∑

i1,...,in=0

1

i1! · · · in!

∂i1+...+inF (λ1, . . . , λn)

∂λi11 · · · ∂λinn
P i1

1 · · ·P in
n(3.15)

for some set P = (P1, . . . , Pn), Pk ∈ R. We do not discuss here the convergency
questions, in our context all such expressions will be well defined.

3.4.2 Felder algebra

Let us introduce the notion of the elliptic L-operator, corresponding to the Felder
R-matrix.

We use the notations {ei}, {Eij} from the section 2.4.2. Let h be a commu-
tative algebra of dimension n. In [50] it was constructed an element of End Cn ⊗
End Cn, meromorphically depending on the parameter u and n dynamical param-
eters λ1, . . . , λn:

(3.16) R(u;λ) = R(u;λ1, . . . , λn) =
θ(u+ ~)

θ(u)

n∑
i=1

Eii ⊗ Eii+

+
∑
i 6=j

(θ(λij + ~)

θ(λij)
Eii ⊗ Ejj +

θ(u− λij)θ(~)

θ(u)θ(−λij) Eij ⊗ Eji
)
,

where λij = λi − λj. This element is called the dynamical Felder R-matrix. It
satisfies the dynamical Yang-Baxter equation

R(12)(u1 − u2;λ)R(13)(u1 − u3;λ+ ~E(2))R(23)(u2 − u3;λ) =

= R(23)(u2 − u3;λ+ ~E(1))R(13)(u1 − u3;λ)R(12)(u1 − u2;λ+ ~E(3)),
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and the additional conditions

R(21)(−u;λ)R(12)(u;λ) =
θ(u+ ~)θ(u− ~)

θ(u)2
,

(E
(1)
ii + E

(2)
ii )R(u;λ) = R(u;λ)(E

(1)
ii + E

(2)
ii ),

(D̂
(1)
λ + D̂

(2)
λ )R(u;λ) = R(u;λ)(D̂

(1)
λ + D̂

(2)
λ ),

where

D̂λ =
n∑
k=1

Ekk
∂

∂λk
, D̂

(i)
λ =

n∑
k=1

E
(i)
kk

∂

∂λk
.

We should mention that, in the above formulas, λ denotes a vector λ1, . . . , λn,
and the expression λ+~E(s) implies a shift of the type (3.15) with the parameters

values Pi = ~E(s)
ii .

Let R be a C[[~]]-algebra, L(u;λ) an invertible n×n matrix over R depending
on the spectral parameter u and n dynamical parameters λ1, . . . , λn. Let h1, . . . ,
hn be a set of pairwise commuting elements of R. L(u;λ) is called an elliptic
dynamical L-operator corresponding to the set of Cartan elements hk if L(u;λ)
satisfies the dynamical RLL relation

R(12)(u− v;λ)L(1)(u;λ+ ~E(2))L(2)(v;λ)

= L(2)(v;λ+ ~E(1))L(1)(u;λ)R(12)(u− v;λ+ ~h),(3.17)

and a condition of the form

(Eii + hi)L(u;λ) = L(u;λ)(Eii + hi).

Let us introduce an equivalent but more symmetric form of RLL relations. For
an L-operator we define the expression:

(3.18) LD(u) = e−~ bDλL(u;λ).

The equation (3.17) can be rewritten in the new notation as follows:

R(12)(u− v;λ)L
(1)
D (u)L

(2)
D (v) = L

(2)
D (v)L

(1)
D (u)R(12)(u− v;λ+ ~h).(3.19)

The next lemma plays the role analogous to the fusion method in the rational
case, namely it describes a method of elliptic L-operators construction.

Lemma 3.8. If L1(u;λ) ∈ End(Cn) ⊗ R1 and L2(u;λ) ∈ End(Cn) ⊗ R2 are
two elliptic dynamical L-operators with respect to two sets of Cartan elements:
h1 = (h1

1, . . . , h
1
n) and h2 = (h2

1, . . . , h
2
n), then the product L2(u;λ)L1(u;λ+~h2) ∈

End(Cn) ⊗ R1 ⊗ R2 is also an elliptic dynamical L-operator with respect to the
set h = h1 + h2 = (h1

1 + h2
1, . . . , h

1
n + h2

n). Hence, if L1(u;λ), . . . , Lm(u;λ) are



Quantum spectral curve method 235

elliptic dynamical L-operators with the sets of Cartan elements h1, . . . , hm, then
the matrix

←−∏
m>j>1

Lj
(
u;λ+ ~

m∑
l=j+1

hl
)

(3.20)

is also an elliptic dynamical L-operator with the following set of Cartan elements

h =
m∑
i=1

hi.

Remark 3.9. The arrow in the above product denotes the order of multipliers

with growing indexes: for example, the expression
←−∏

3>i>1Ai means A3A2A1.

The main example of elliptic dynamical L-operator is given by the Felder R-
matrix: L(u) = R(u− v;λ). In this case the second space End(Cn) takes the role
of the algebra R. Here v is a complex number and the Cartan elements coincide
with the diagonal matrices hk = E

(2)
kk . Lemma 3.8 makes it possible to generalize

this example: let v1, . . . , vm be a set of complex numbers, then the matrix

R(0)(u; {vj};λ) =
←−∏

m>j>1

R(0j)
(
u− vj;λ+ ~

m∑
l=j+1

E(l)
)

(3.21)

is a dynamical elliptic L-operator with the Cartan elements hk =
m∑
l=1

E
(l)
kk .

A more general class of dynamical elliptic L-operators is related with the so-
called small elliptic quantum group eτ,~(gln) constructed in [51]. This represents
a C[[~]]((λ1, . . . , λn))-algebra generated by t̃ij and hk with relations

t̃ijhk = (hk − δik + δjk)t̃ij,

tijλk − (λk − ~δik)tij = 0,

tijtik − tiktij = 0,(3.22)

tiktjk −
θ(λ

{1}
ij + ~)

θ(λ
{1}
ij − ~)

tjktik = 0, i 6= j,

θ(λ
{2}
jl + ~)

θ(λ
{2}
jl )

tijtkl − θ(λ
{1}
ik + ~)

θ(λ
{1}
ik )

tkltij −
θ(λ

{1}
ik + λ

{2}
jl )θ(~)

θ(λ
{1}
ik )θ(λ

{2}
jl )

tiltkj = 0,

with i 6= k, j 6= l, where tij = δij+~t̃ij, λ{1}ij = λi−λj, λ{2}ij = λi−λj−~hi+~hj, it
is also supposed that h1, . . . , hk, λ1, . . . , λk commute. One constructs a generating
function for these generators T (−u)

Tij(−u) = θ(−u+ λij − ~hi)tji.(3.23)
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Representing this matrix in the form

T (−u) = θ(−u)e−~ Pn
k=0(hk+Ekk)∂λkL0(u;λ)e~ Pn

k=0 hk∂λk(3.24)

we obtain a dynamical elliptic L-operator L0(u;λ) for the algebra T = eτ,~(gln)[[∂λ]]
with the Cartan elements h = (h1, . . . , hn), where C[[∂λ]] = C[[∂λ1 , . . . , ∂λn ]]. The
elements ∂λk = ∂

∂λk
commute with hi and do not commute with t̃ij.

3.4.3 Commutative algebra

Let us consider a dynamical elliptic L-operator L(u;λ) with a set of Cartan ele-
ments hk. This function takes values in the algebra End Cn ⊗R.

Let us introduce the operators

L[m,N ]({ui};λ) = e−~ bD(m+1)
λ L(m+1)(um+1;λ) · · · e−~ bD(N)

λ L(N)(uN ;λ),(3.25)

where m < N . Let us consider a particular case with the parameters values
ui = u+ ~(i− 1),

L[a,b](u;λ) = L[a,b]({ui = u+ ~(i− a− 1)};λ)

for a < b. Let An = C((λ1, . . . , λn)) be the completed function space. The

operators D̂λ act on the space An⊗Cn, in turn the operators L[a,b](u;λ) act from
An⊗ (Cn)⊗(b−a) to the space An⊗ (Cn)⊗(b−a)⊗R: fixing u we obtain L[a,b](u;λ) ∈
End(Cn)⊗(b−a) ⊗ An, where An = An[e±~∂λ ] ⊗ R. Let us consider a subalgebra
h ⊂ R ⊂ An generated by the elements hk and its normalizer An:

Nn = NAn(h) = {x ∈ An | hx ⊂ Anh}.(3.26)

Observe that Anh is a two-sided ideal in Nn. In [49] the following statement is
proved

Theorem 3.10. Let us define An-valued functions

tm(u) = tr
(
A[0,m]L[0,m](u;λ)

)
,(3.27)

where we suppose the trace operation over m spaces Cn. These expressions com-
mute with the Cartan elements hk:

hktm(u) = tm(u)hk.(3.28)

Hence they are elements of the subalgebra Nn. Moreover these generators commute
modulo the ideal Anh ⊂ Nn:

tm(u)ts(v) = ts(v)tm(u) mod Anh.(3.29)
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3.4.4 Characteristic polynomial

As in the rational case the generators tm(u) can be organized into a generating
function called the quantum characteristic polynomial. This generating function
is constructed as a ”‘determinant”’ of the corresponding L-operator.

Proposition 3.11. Let us consider the matrix M = e−~ bDλL(u;λ)e~ ∂
∂u . Then the

determinant of 1−M generates the family tm(u) in the following sense:

P (u, e~∂u) = det(1− e−~ bDλL(u;λ)e~ ∂
∂u ) =

n∑
m=0

(−1)mtm(u)em~ ∂
∂u ,(3.30)

where t0(u) = 1. This property induces the commutativity of the quantum charac-
teristic polynomial with elements hk, and the pairwise commutativity modulo Anh

of the generating functions:

[P (u, e~∂u), hk] = 0, [P (u, e~∂u), P (v, e~∂v)] = 0 mod Anh.(3.31)

3.4.5 The limit and the Gaudin model

Let us consider degenerated elliptic dynamical RLL relations at ~ → 0. This
limit describes the elliptic quantum Gaudin model. To do this we use a shift of
the L-operator. The limit of the generating function for the generic family gives
the generating function for the Hamiltonians of the elliptic Gaudin model. The
result obtained generalizes the works [52],[53].

Let L(u;λ) be a dynamical elliptic L-operator of the form

L(u;λ) = 1 + ~Λ(u;λ) + o(~),(3.32)

those matrix elements are elements of the algebra R0 = R/~R. The matrix
Λ(u;λ) is called a classical dynamical elliptic L-operator. It satisfies the rLL-
relations

(3.33) [Λ(1)(u;λ)− D̂(1)
λ ,Λ(2)(v;λ)− D̂(2)

λ ]−
n∑
k=1

hk
∂

∂λ
r(u− v;λ) =

= [Λ(1)(u;λ) + Λ(2)(v;λ), r(u− v;λ)]

with the classical dynamical elliptic r-matrix

r(u;λ) =
θ′(u)

θ(u)

n∑
i=1

Eii ⊗ Eii

+
∑
i 6=j

(θ′(λij)
θ(λij)

Eii ⊗ Ejj +
θ(u− λij)
θ(u)θ(−λij)Eij ⊗ Eji

)
.(3.34)

The matrix (3.34) is related with the Felder R-matrix (3.16) by the formula

R(u;λ) = 1 + ~r(u;λ) + o(~).(3.35)
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Theorem 3.12. Let An = R0 ⊗ An[∂λ] ??? Nn = NAn(h) = {x ∈ An | hx ⊂
Anh}, where An = C((λ1, . . . , λn)). Let us define a set of Nn-valued functions
sm(u) by the formula

Q(u, ∂u) = det
( ∂
∂u
− D̂λ + Λ(u;λ)

)
=

n∑
m=0

sm(u)
( ∂
∂u

)n−m
,(3.36)

where s0(u) = 1. They commute with the Cartan elements hk:

hksm(u) = sm(u)hk(3.37)

and moreover pairwise commute modulo Anh:

sm(u)sl(v) = sl(v)sm(u) mod Anh.(3.38)

The values of the functions s1(u), s2(u), . . . , sn(u) generate a commutative
subalgebra in Nn on the level hk = 0. This means that the images of these
elements with respect to the canonical homomorphism Nn → Nn/Anh pairwise
commute.

The quantum elliptic Gaudin model is defined with the help of the Lax operator

Λij(u;λ) = eji(u;λ), Λii(u;λ) = eii(u;λ) +
∑
k 6=i

θ′(λik)
θ(λik)

hk,(3.39)

with coefficients expressed by the formulas:

eii(u) =
θ′(u− z)

θ(u− z)
eii =

∑
m>0

(−1)m

m!

(θ′(u)

θ(u)

)(m)

eiiz
m,(3.40)

eij(u;λ) =
θ(u− z + λij)

θ(u− z)θ(λij)
eij =

∑
m>0

(−1)m

m!

(θ(u+ λij)

θ(u)θ(λij)

)(m)

eijz
m.(3.41)

An analog of the evaluation representation is the homomorphism to the small
elliptic quantum group defined by the generating function (3.24). Let us consider
an expansion on the parameter ~ of the dynamical L-operator corresponding to
the tensor power of the small elliptic group. It turns out that the coefficient at ~
of this expansion coincides with the elliptic Gaudin model L-operator.

3.4.6 The explicit form of the sl2 elliptic Gaudin model

The L-operator of the elliptic sl2 Gaudin model considered in [52, 53, 54] has the
form

(3.42) Λ(u;λ) =

(
h(u)/2 fλ(u)
eλ(u) −h(u)/2

)
,
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where λ = λ12 = λ1 − λ2 and the currents are expressed by the formulas

h(u) = e11(u)− e22(u) =
N∑
s=1

θ′(u− vs)
θ(u− vs) (e

(s)
11 − e(s)

22 ),

eλ(u) = e12(u;λ) =
N∑
s=1

θ(u− vs + λ)

θ(u− vs)θ(λ)
e

(s)
12 ,

fλ(u) = e21(u;λ) =
N∑
s=1

θ(u− vs − λ)

θ(u− vs)θ(−λ)
e

(s)
21 .

The fact that the L-operator depends only on the difference λ = λ1 − λ2 allows
to restrict the generating function of the commutative subalgebra Q(u, ∂u) to the
space A = {a ∈ A2 | (∂λ1 + ∂λ1)a = 0} ⊂ A2 coinciding with C((λ12)). Let
A = R0 ⊗ A[∂λ] then the values of sm(u) are elements of N = NA(h) = {x ∈ A |
hx ∈ Ah}. In virtue of the representation ρ : h1 + h2 → 0 the operator D̂λ has
the form H∂λ, where H = E11 − E22.

Let us find the quantum characteristic polynomial in this case:

Q(u, ∂u) = det
( ∂
∂u
− D̂λ + Λ̃(u;λ)− θ′(λ)

θ(λ)

h

2

)
=

= det

(
∂
∂u
− ∂λ + h+(u)/2− θ′(λ)

θ(λ)
h/2 f+

λ (u)

e+
λ (u) ∂

∂u
+ ∂λ − h+(u)/2− θ′(λ)

θ(λ)
h/2

)

=
( ∂
∂u

)2

− θ′(λ)

θ(λ)
h
∂

∂u
− Sλ(u),(3.43)

where h = h1 − h2. Sλ(u) is an N -valued function

Sλ(u) =
(
∂λ − h(u)/2

)2
+ ∂uh(u)/2 + eλ(u)fλ(u) mod Ah.

The commutativity condition can be formulated in terms of this generating func-
tion as follows:

[Sλ(u), Sλ(v)] = 0 mod Ah.
Using the commutation relations

[e+
λ (u), f+

λ (u)] = − ∂

∂u
h+(u) +

(θ′(λ)

θ(λ)

)′
h

one can simplify this generating function:

Sλ(u) =
(
∂λ − h(u)/2

)2
+
(
eλ(u)fλ(u) + fλ(u)eλ(u)

)
/2 mod Ah.(3.44)
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4 Solution for quantum integrable systems

As was mentioned above the traditional methods of solving quantum integrable
systems on the finite scale in some cases allow to solve the Hamiltonian diagonal-
ization problem in terms of solutions of a system of algebraic equations (the Bethe
system). However, the system of equations itself, in cases where it can be deduced,
turns out to be quite complicated and hypothetically admits no algebraic solu-
tion. In this section we use an equivalent formulation for quantum eigenproblem
in terms of Fuchsian systems with special monodromy representation. In turn the
construction of relevant Fuchsian systems uses the quantum characteristic poly-
nomial of a model. This observation also distinguishes the quantum characteristic
polynomial among others generating function for the commutative subalgebra.

4.1 Monodromic formulation

4.1.1 A scalar and a matrix Fuchsian equation

Consider a Fuchsian system defined by a connection in trivial bundle of rank 2 on
the disk with punctures:

A(z) =

(
a11(z) a12(z)
a21(z) a22(z)

)
=

k∑
i=1

Ai
z − zi(4.1)

with residues satisfying the conditions:

Tr(Ai) = 0; Det(Ai) = −d2
i ;

∑
i

Ai =

(
κ 0
0 −κ

)
.(4.2)

The Fuchsian system is written by the equation

(∂z − A(z))Ψ(z) = 0.(4.3)

The components of this system may be represented as follows

ψ′1 = a11ψ1 + a12ψ2,

ψ′2 = a21ψ1 + a22ψ2.

The first vector component satisfies the second order equation

ψ′′1 = (a′12/a12)ψ′1 + uψ1,

where

u = a′11 + a2
11 − a11(a′12/a12) + a12a21.
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With the following variable change: Φ = ψ1/χ, where χ =
√
a12, we obtain the

equation

Φ′′ + UΦ = 0,

with the potential defined by the formula

U = χ′′/χ− (a′12/a12)χ′/χ− u.(4.4)

Introducing the expression for χ to U we obtain:

U =
1

2

(
a′12

a12

)′
− 1

4

(
a′12

a12

)2

+ a11
a′12

a12

− a′11 − a2
11 − a12a21.(4.5)

Let us suppose that a12(z) has no multiple poles

a12(z) = c

∏k−2
j=1(z − wj)∏k
i=1(z − zi)

.

We should note that the number of zeros agrees with the normalization (4.2). The
expression for the logarithmic derivative can be simplified:

a′12

a12

=
k−2∑
j=1

1

z − wj −
k∑
i=1

1

z − zi .(4.6)

The potential U takes the form

U =
k−2∑
j=1

−3/4

(z − wj)2
+

k∑
i=1

1/4 + detAi
(z − zi)2

+
k−2∑
j=1

Hwj

z − wj +
k∑
i=1

Hzi

z − zi ,(4.7)

in which

Hwj = a11(wj) +
1

2

(∑
i 6=j

1

wj − wi −
∑
i

1

wj − zi

)
;

Hzi =

(
1

2
+ ai11

)∑
j

1

zi − wj −
∑
j 6=i

Tr(AiAj) + ai11 + aj11 + 1/2

zi − zj .

Let us remark that the coefficients at (z − zi)−2 take values

1/4 + detAi = (1/2− di)(1/2 + di).(4.8)

In what follows we identify these factors with the values of the quadratic Casimir
elements of the Lie algebras sl2 in the representations of highest weights λi (λi =
2di − 1 in our case).
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4.1.2 Dual equation

As was shown in previous calculations, the matrix form of the connection leads to
the Sturm-Liouville operator with additional poles at points wj. A consideration
of the second vector component of a solution of the matrix equation Ψ2 leads to
another scalar differential operator with poles at points zi and additional points
w̃j, determined by the formula

a21(z) = c̃

∏k−2
j=1(z − w̃j)∏k
i=1(z − zi)

.

Let us call the corresponding Sturm-Liouville operator

∂2
z − Ũ

the dual sl2-oper. In this case, the potential is expressed by the formula

Ũ =
k−2∑
j=1

−3/4

(z − w̃j)2
+

k∑
i=1

1/4 + detAi
(z − zi)2

+
k−2∑
j=1

H ewj
z − w̃j +

k∑
i=1

H̃zi

z − zi .(4.9)

4.1.3 Backup

In this section we construct an inverse map, namely for a Sturm-Liouville operator
that has trivial monodromy we construct a rank 2 connection of the form (4.3)
with the monodromy representation in the subgroup Z/2Z ⊂ GL(2) of scalar
matrices ±1.

Let us consider an ansatz for the solution of the matrix linear equation (4.3)

(∂z − A(z))Ψ = 0

of the type

ψl =
k∏
i=1

(z − zi)−siφl(z), l = 1, 2;(4.10)

which satisfy

φ1 =
M∏
j=1

(z − γj),

φ2/φ1 =
M∑
j=1

αj
z − γj .(4.11)

Let us rewrite the system (4.3) taking into account the new parameterization
(4.11)

∂zψ1/ψ1 = a11 + a12φ2/φ1,(4.12)
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(∂zψ1/ψ1)(φ2/φ1) + ∂z(φ2/φ1) = a21 + a22φ2/φ1.(4.13)

Let us represent these equations more precisely:

−
∑
i

si
z − zi +

∑
j

1

z − γj =
∑
i

ai11

z − zi +
∑
i

ai12

z − zi
∑
j

αj
z − γj ,(4.14) (

−
∑
i

si
z − zi +

∑
j

1

z − γj

)∑
j

αj
z − γj −

∑
j

αj
(z − γj)2

=

∑
i

ai21

z − zi −
∑
i

ai11

z − zi
∑
j

αj
z − γj .(4.15)

The comparison of residues in both parts of (4.14), (4.15) at the points z = zi
gives:

−si = ai11 + ai12

∑
j

αj
zi − γj ,(4.16)

−
∑
j

αj
zi − γj si = ai21 − ai11

∑
j

αj
zi − γj .(4.17)

These equations coupled with the condition of zero trace ai11 + ai22 = 0 lead to
a condition that si must be one of the eigenvalues of Ai, in particular, can be
adopted as si = di. Let us consider the behavior at the poles z = γj. Let us
note that the second order poles of the equation (4.15) at these points cancel.
Calculating residues of both sides of the equations (4.14) and (4.15) we obtain

1 = αj
∑
i

ai12

γj − zi ,(4.18)

αj

(
−
∑
i

si
γj − zi +

∑
i 6=j

1

γj − γi

)
+
∑
i 6=j

αi
γj − γi = −αj

∑
i

ai11

γj − zi .(4.19)

Let us recall that one of the normalization condition controls the diagonal form
of the residue at ∞

k∑
i=1

ai12 = 0,(4.20)

k∑
i=1

ai21 = 0.(4.21)

We also note that the choice of the Sturm-Liouville operator poles involves zeros
of the rational function a12(z), which is determined up to a constant:

a12(z) = c

∏k−2
j=1(z − wj)∏k
i=1(z − zi)

.
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Then the condition (4.20) will be satisfied automatically. The coefficients ai12 are
expressed by the formula

ai12 = c

∏
j(zi − wj)∏
j 6=i(zi − zj)

.(4.22)

The coefficients ai11 are expressed by the following formula in virtue of (4.16)

ai11 = −si − c
∏

j=1(zi − wj)∏
j 6=i(zi − zj)

∑
l

αl
zi − γl .(4.23)

Let us substitute the expressions for ai12 and ai11 to the equations (4.18), (4.19).
Then expressing αj from the first and substituting to the second we obtain:

−
∑
k

2sk
γj − zk +

∑
k 6=j

1

γj − γk +
∑
k,m

∏
l(zk − wl)

∏
s 6=k(γm − zs)∏

l 6=k(zk − zl)
∏

s(γm − ws)(γj − zk)

+

∏
i(γj − wi)∏
i(γj − zi)

∑
k 6=j

∏
i(γk − zi)∏

i(γk − wi)(γj − γk)
= 0.

An equivalent form can be obtained if one divides both sides by
Q
i(γj−zi)Q
i(γj−wi)

−
∑
k

2sk
γj − zk +

∑
k 6=j

1

γj − γk +
∑
k,m

∏
l(zk − wl)

∏
s 6=k(γm − zs)∏

l 6=k(zk − zl)
∏

s(γm − ws)(γj − zk)

+
∑
k 6=j

∏
i(γk − zi)∏

i(γk − wi)(γj − γk)
∏

m(γj − wm)∏
m(γj − zm)

= 0.

Let us consider the left-hand side of equality as a rational function F (γj) and
calculate its primitive fractions decomposition at poles zk, wk, γk and ∞. It
turns out that this decomposition will look like:

F (γj) = −
∑
k

2sk − 1

γj − zk −
∑
k

1

γj − wk + 2
∑
i 6=j

1

γj − γi .(4.24)

Thus, the equality is equivalent to an equation of the Bethe system. Let us
demonstrate, for example, the residue calculating at the point γj = wi

Resγj=wiF (γj) =
∑
k

∏
l(zk − wl)

∏
s 6=k(wi − zs)∏

l 6=k(zk − zl)
∏

s 6=i(wi − ws)(wi − zk)

=

∏
s(wi − zs)∏

s 6=i(wi − ws)
∑
k

∏
l(zk − wl)∏

l 6=k(zk − zl)(wi − zk)2
.(4.25)
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Let us write down the expression on the right side of the equality

(Resz=wiΦ(z))−1
∑
k

Resz=zkΦ(z),

where

Φ(z) =

∏
l(z − wl)∏

l(z − zl)(z − wi)2
,

and therefore is −1.
The sufficiency condition was proved in [55].

Theorem 4.1. If the set of numbers γi, where i = 1, . . . ,M , satisfies the system
of Bethe equations (3.9) with the set of poles z1, . . . , zk and w1, . . . , wk−2, and the
set of highest weights 2s1 − 1, . . . , 2sk − 1 and 1, . . . , 1 as parameters, then the
vector

Ψ =
k∏
i=1

(z − zi)−si
(
φ1(z)
φ2(z)

)
,(4.26)

where

φ1 =
M∏
j=1

(z − γj),

φ2/φ1 =
M∑
j=1

αj
z − γj ,(4.27)

and the coefficients αj are given by the expressions

αj =

∏
i(γj − zi)∏
i(γj − wi)

,(4.28)

solves the matrix linear problem (4.3), where the connection coefficients are given
by

ai12 =

∏
j(zi − wj)∏
j 6=i(zi − zj)

,(4.29)

and the coefficients ai11 and ai21 are determined form (4.16), (4.17). The conditions
of normalization (4.2) are fulfilled.

Proof. Actually, we should prove just that normalization condition (4.21) does
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not depend on the choice of the parameter c, in particular, it may be taken equal
to 1. Indeed, on the basis of (4.16), (4.17) we obtain:

ai21 = −
2si

∑
j

αj
zi − γj +

∏
j(zi − wj)∏
j 6=i(zi − zj)

(∑
j

αj
zi − γj

)2
 .(4.30)

We need to prove that

∑
i

2si
∑
j

αj
zi − γj +

∑
i

∏
j(zi − wj)∏
j 6=i(zi − zj)

(∑
j

αj
zi − γj

)2

= 0.(4.31)

Then the first summand of (4.31) using the Bethe equations can be converted to
the following: ∑

i

2si
∑
j

αj
zi − γj =

∑
j

αj
∑
i

2si
zi − γj

=
∑
j

αj

(
−
∑
i

1

γj − zi +
∑
i

1

γj − wi − 2
∑
i 6=j

1

γj − γi

)
.(4.32)

Now we will simplify the second summand (4.31) changing the order

∑
m 6=l

αmαl
∑
i

∏
j(zi − wj)∏

j 6=i(zi − zj)(zi − γm)(zi − γl)

+
∑
m

(αm)2
∑
i

∏
j(zi − wj)∏

j 6=i(zi − zj)(zi − γm)2
.(4.33)

Considering the second summand (4.33) let us note that

∑
i

∏
j(zi − wj)∏

j 6=i(zi − zj)(zi − γm)2
= −∂γmΦ1(γm),(4.34)

where

Φ1(γm) =
∑
i

∏
j(zi − wj)∏

j 6=i(zi − zj)(zi − γm)
=

∏
j(γm − wj)∏
j(γm − zj)

.(4.35)

Therefore, the expression (4.34) becomes:

−
∏

j(γm − wj)∏
j(γm − zj)

(∑
s

1

γm − ws −
∑
s

1

γm − zs

)
,(4.36)
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which is reduced with the relevant part of (4.32). Let us consider the first sum-
mand (4.33), this also can be simplified:∑

i

∏
j(zi − wj)∏

j 6=i(zi − zj)(zi − γm)(zi − γl)

=

∏
j(γl − wj)∏

j(γl − zj)(γm − γl)
−

∏
j(γm − wj)∏

j(γm − zj)(γm − γl)
.(4.37)

Substituting the expression in (4.33) we finish the proof �

4.2 Schlesinger transformations

There is a discrete group of transformations that preserve the connection form
(4.3) and, moreover, do not change the class of monodromy representation. How-
ever, these changes shift characteristic exponents at fixed points by half-integer
values. Such transformations are called Schlesinger, Hecke or Backlund transfor-
mations depending on the context. They have simple geometric interpretation
explained in the beginning of this section.

4.2.1 Action on bundles

Let us consider a curve C, a holomorphic bundle F on it, the corresponding sheaf
of sections F , the additional set of data x ∈ C and a point of the dual space to the
fiber l ∈ F ∗x . Then the lower Hecke transform T(x,l)E is defined by the subsheaf
F ′ = {s ∈ F : (s(x), l) = 0}, which in turn corresponds to a certain holomorphic
bundle on the curve C.

The equivalent definition can be defined in terms of gluing functions. Let us
consider the action on holomorphic bundles on CP 1. In virtue of the Birkhoff-
Grothendieck theorem [56] any holomorphic bundle on CP 1 of rank n is isomor-
phic to the sum of line bundles O(k1) ⊕ . . . ⊕ O(kn) for a specific set of integers
(k1, . . . , kn) called the type of a bundle and determined up to the symmetric group
action. Let us consider the open covering of CP 1 consisting in: U∞ - a disk around
∞ which does not contain z = zi, i = 1, . . . , N and the domain U0 = CP 1\{∞}.
We consider holomorphic rank 2 bundles and parameterize them by gluing func-
tion G(z) which is a holomorphically invertible function on U0 ∩ U∞ with values
in GL(2). Let us say that a pair S∞(z) ∈ O(2)(U∞) and S0(z) ∈ O(2)(U0) defines
a global section if S0(z) = G(z)S∞(z).

We describe the transformation on bundles in terms of actions on correspond-
ing gluing functions defined as a multiplication on the left by an element

Gs(z) = Gs

(
z − zs 0

0 1

)
G−1
s(4.38)

for some constant matrix Gs and some point zs ∈ U0
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Remark 4.2. The action on the space of gluing functions can be reduced to
the action on the isomorphism classes of holomorphic bundles if one chooses Gs

appropriately. If changing a trivialization in U0 by T (z) we change also the matrix
Gs as follows: T (zs)Gs. This is obviously referring to the invariant definition above.

We will investigate the composition of these changes applied at two points.

Lemma 4.3. A composition of two transformations specified by an expression
Gi(z)G−1

j (z), for a generic choice of matrices Gi, Gj preserves the trivial bundle.

Proof It is sufficient to find a decomposition for G(z) = Gi(z)G−1
j (z) with

G(z) = Gij(z)G∞(z), where Gij(z), G∞(z) are invertible at U0, U∞, respectively.
The thought-consideration for this evidence is the cohomological dimension count
in families at a generic point. Indeed, for a particular choice G−1

i Gj = 1 we
get a trivial bundle which is semistable and hence minimizes the dimension of
H0(End(V )) for V of degree 0. In this context, the trivial bundle is generic in the
family of bundles for different G.

Despite the general argument here we propose a proof in spirit of the decom-
position lemma in [56]. Let us introduce the notation

Gi =

(
1 xi
yi 1

)
.(4.39)

We can decompose the product

G(z) = Gi

(
z 0
0 1

)
G−1
i Gj

(
(z − 1)−1 0

0 1

)
G−1
j(4.40)

into the alternative product

G(z) = Gij(z)G∞(z),

where Gij(z), G∞(z) are holomorphically invertible functions on U0, U∞ respec-
tively. The conventional calculations enable us to present the second factor in the
form

G∞(z) =

(
z(1−xjyi)(1−xjyj)−xj(yi−2yj−xjyiyj)
(1−2xjyi+xjyj)(1−xjyi)(1−xjyj)(z−1)

− xj
(1−xjyi)(1−xjyj)(z−1)

yi−2yj+xjyiyj
(1−xjyi)(1−2xjyi+xjyj)

1
1−xjyi

)
.

4.2.2 The action on connections

The action of Hecke transformations on classes of holomorphic bundles can be
extended to the space of pairs: (bundle, connection) when certain conditions are
satisfied. Let us describe in detail the induced action. A connection is a sheave
map satisfying Leibniz rule with respect to the action of the structure sheaf:

∆ : F → F ⊗ Ω1.
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Hecke transformations can be defined on the space of connections preserving the
space Annl = {v ∈ Fx :< l, v >= 0}

∆x : Annl → Annl ⊗ Ω1
x.

In our case we consider the composition of pairs of Hecke transformations
localized at zi, zj, preserving the trivial rank 2 bundle.

As is mentioned above, the action can be defined by using the gluing functions
language. Let us consider the trivial bundle specified by the gluing function 1.
Hecke transformation change the bundle structure, the global section is defined
by the pair S0, S∞, such that S0 = GS∞, where G = GijG∞. One can define the
action on connections as follows: let ∂z −A be a connection in the trivial bundle,
determined by this expression on both opens, the transformed object is the pair
of connection forms:

∂z − A over U∞,

G(∂z − A)G−1 over U0.

After the basis change in U∞ of the type S̃∞ = G∞S∞ we obtain the connection
of the form

∂z − A → G∞(∂z − A)G−1
∞ .(4.41)

The trivialization change in U0 of the kind S̃0 = G−1
ij S0 gives the following

G(∂z − A)G−1 → G−1
ij G(∂z − A)G−1Gij = G∞(∂z − A)G−1

∞ .(4.42)

Therefore, the transformed connection is of the same type as the initial one. The
analytic properties at ∞ are preserved in virtue of the fact that G∞ is holomor-
phically invertible in U∞.

Using the results of the previous sections we calculate explicitly the Hecke
action. To preserve the normalization condition A(z) at ∞ it is necessary to
consider transformations of the kind

G̃(z) = G−1
∞ (∞)G∞(z)

=
1

z − 1

(
z −

(
x1(y0−2y1+x1y0y1)
(1−x1y0)(1−x1y1)

x1(1−2x1y0+x1y1)
(1−x1y0)(1−x1y1)

y0−2y1+x1y0y1
(1−x1y0)(1−x1y1)

1−2x1y0+x1y1
(1−x1y0)(1−x1y1)

))
.(4.43)

Then one just needs to apply the gauge transformation G̃(z) to the connection

A 7→ G̃(z)AG̃−1(z) + ∂zG̃(z)G̃−1(z).

The complete family of Hecke transformations in the case of 3 points associated
with the analysis of the Painleve VI equation was described in [57].



250 Talalaev D.V.

Remark 4.4. The choice of the highest weights 1 in moving poles wi is not
obligatory, but in certain respect, the most general. One can consider a potential
of the form

U =
m∑
j=1

−1/4(ηj + 2)ηj
(z − wj)2

+
k∑
i=1

1/4 + detAi
(z − zi)2

+
k−2∑
j=1

Hwj

z − wj +
k∑
i=1

Hzi

z − zi(4.44)

with the higher values of weights. It can be implemented if one requires that a12(z)
have zeroes wj with multiplicities ηj satisfying the condition

∑m
j=1 ηj = k − 2.

The local analysis at the poles shows that the eigenvalues of residues Ai trans-
form according to the 4 following rules depending on the choice of the low and
upper Hecke transformations subspaces:

(. . . , λi, . . . , λj, . . .) 7−→ (. . . , λi + 1, . . . , λj − 1, . . .),

(. . . , λi, . . . , λj, . . .) 7−→ (. . . , λi + 1, . . . , λj + 1, . . .),

(. . . , λi, . . . , λj, . . .) 7−→ (. . . , λi − 1, . . . , λj − 1, . . .),

(. . . , λi, . . . , λj, . . .) 7−→ (. . . , λi − 1, . . . , λj + 1, . . .).

The result obtained makes it possible to treat recurrent relations on the space
of solutions for the Bethe equation system. The most interesting in the pro-
gram of explicit solving of quantum systems is the set of transformations lowering
the highest weight values at both points. The consecutive application of these
transformations could reduce the highest weight to zero, which corresponds to
the trivial representation of the quantum algebra and hence the trivial quantum
problem.

4.3 Elliptic case

The elliptic sl2 Gaudin model is provided by a similar technique of quantum model
solution including the quantum spectral curve, quantum separated variables and
Hecke symmetries on the spectrum.

4.3.1 Separated variables

Let us recall a conventional method of separation of variables for this system
[53], [59]. As in the rational case we consider the sl2 Gaudin model with fixed
representation V = V1⊗ . . .⊗Vk of the quantum algebra U(sl2)⊗k, where Vi is the
finite dimensional irreducible representation of the highest weight Λi. Vi can be
realized as the quotient of the Verma module C[ti]/t

Λi+1
i , such that the generators

of sl2 act by differential operators:

h(s) = −2ts
∂

∂ts
+ Λs, e(s) = −ts ∂

2

∂t2s
+ Λs

∂

∂ts
, f (s) = ts.
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Let us start with study of the quantum problem on the tensor product of Verma
modules W = C[t1, . . . , tk]. We introduce the variables C, {yj} defined by:

k∑
s=1

θ(u− us − λ)

θ(u− us)θ(−λ)
ts = C

k∏
s=1

θ(u− ys)
θ(u− us) .

Let us now represent the elliptic Gaudin model eigenvector as a function of intro-
duced variables:

Sλ(u)Ω(C, y1, . . . , yk) = sλ(u)Ω(C, y1, . . . , yk).(4.45)

In this formula sλ(u) is a scalar-valued function on u of the form

sλ(u) =
∑

ci℘(u− ui) +
∑

di
θ′(u− ui)
θ(u− ui) ; ci = Λ2

i /4 + Λi/2.(4.46)

Setting u = yj in (4.45) we obtain:

( ∂

∂yj
− 1

2

k∑
s=1

θ′(yj − us)
θ(yj − us) Λs

)2

Ω(C, y1, . . . , yk) = sλ(yj)Ω(C, y1, . . . , yk).

This equation induces a factorization of an eigenvector:

Ω(C, y1, . . . , yk) = Ca
∏
j

ω(yj),

moreover it may be argued that the expression w(u) =
∏k

s=1 θ(u − us)−Λs/2ω(u)
associated with the component of the eigenvector satisfies the equation(

∂2
u − sλ(u)

)
w(u) = 0(4.47)

Therefore, each equation (4.47) of the form (4.46) having solution sλ(u) with half-
integer exponents at {u1, . . . , uk} and meromorphic outsides these points, corre-
sponds to an eigenvector for the elliptic Gaudin Hamiltonians in representation
V, obtained by projecting the vector Ω.

Conjecture 4.5. There is a one-to-one correspondence between this kind of dif-
ferential operators and the eigenvectors of the model in the representation V.

Through the following sections we will consider only such eigenvectors for
the Gaudin model that correspond to elliptic Sturm-Liouville operators with the
described analytic properties.



252 Talalaev D.V.

4.3.2 Bethe ansatz

The traditional Bethe ansatz method in the elliptic case [59] can be obtained
considering the following particular solution with simple zeroes

ψ(u) =
∏
i

θ−Λi/2(u− ui)
∏
j

θ(u− γj)(4.48)

for the elliptic Sturm-Liouville equation(
∂2
u −

∑
i

ci℘(u− ui)−
∑
i

di
θ′(u− ui)
θ(u− ui)

)
ψ(u) = 0.(4.49)

This condition is equivalent to the following system of equations:

ci = Λ2
i /4 + Λi/2,

di = Λi

(∑
j

θ′(ui − γj)
θ(ui − γj) −

∑
j 6=i

Λjθ
′(ui − uj)

2θ(ui − uj)

)
,

0 =
∑
i

Λi/2
θ′(γj − ui)
θ(γj − ui) −

∑
i 6=j

θ′(γj − γi)
θ(γj − γi) ,(4.50)

the latter is called the elliptic Bethe system.

4.3.3 Matrix form of the Bethe equations

In this section we find a matrix Fuchsian system equivalent to the elliptic Sturm-
Liouville equation (4.49),

(∂u − A(u))Ψ(u) = 0,(4.51)

where

Ψ(u) =

(
ψ1(u)
ψ2(u)

)
,

A(u) =

(
a11(u) a12(u)
a21(u) a22(u)

)
=

( ∑
ai11

θ′(u−zi)
θ(u−zi)

∑
ai12

θ(u−zi−λ)
θ(u−zi)θ(−λ)∑

ai21
θ(u−zi+λ)
θ(u−zi)θ(λ)

∑
ai11

θ′(u−zi)
θ(u−zi) .

)

The equivalence relation of the matrix and scalar systems is the following: the
function w = ψ1/

√
a12 solves the equation w′′ − Uw = 0, of the same form as

(4.47), with the potential whose highest term is given by the formula:

U(u) = −
∑

(1/4 + det(Ai))℘(u− zi) +
∑

3/4℘(u− wi) + ...
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Here the points wj are defined by the condition

a12(u) = c

∏
θ(u− wi)∏
θ(u− zi) .

In turn, Ai are defined as residues of A(u) at zi.

Remark 4.6. Note that the sets of poles of the Sturm-Liouville operator and of
the matrix problem do not match, the first one is compiled from two subsets

{u1, . . . , u2l} = {z1, . . . , zl, w1, . . . , wl}.
It turns out that the method of construction of the solution to the ma-

trix problem given a solution to the Sturm-Liouville equation is also explicit.
Let us consider a scalar problem that corresponds to the set of marked points
{z1, . . . , zl, w1, . . . , wl}, the set of highest weights 2s1 − 1, . . . , 2sk − 1, 1, . . . , 1}
and the set of Bethe roots {γ1, . . . , γρ}. Then the 2-vector function Ψ with com-
ponents:

ψ1 =
k∏
i=1

θ(u− ui)si
ρ∏
j=1

θ(u− γj)

ψ2 =

ρ∑
j=1

αjθ(u− γj + λ)

θ(u− γj) ψ1,(4.52)

where coefficients αj are given by the formula

αj =

∏
i θ(γj − wi)∏
i θ(γj − ui)

,

satisfies the matrix equation (4.51).
An explicit calculation shows that the equation (4.51) for Ψ given by the

expression (4.52) is equivalent to the following system of equations:

det

(
ai11 − si ai12

ai21 ai22 − si
)

= 0,

−
∑
k

(2sk − 1)
θ′(γj − uk)
θ(γj − uk) −

∑
k

θ′(γj − wk)
θ(γj − wk) + 2

∑
i 6=j

θ′(γj − γi)
θ(γj − γi) = 0,∏

i θ(γj − wi)∏
i θ(γj − ui)

= αj.

The system of equations means that exponents are eigenvalues of the residues of
the connection and the set of γj satisfy the elliptic Bethe system (4.50) corre-
sponding to the set of marked points

{u1, . . . , uk, w1, . . . , wk}
and the set of highest weights {2s1 − 1, . . . , 2sk − 1, 1, . . . , 1}.
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4.3.4 Hecke transformations

Let us describe in more details how the Hecke transformations are calculated
over an elliptic curve. The most suitable way of parameterization of holomorphic
bundles for an elliptic curve Σ is the lift of a bundle to the universal covering C
([58] (2,6)). The monodromy group Z2 acts by homomorphisms on the sheaf of
sections π∗E corresponding to the bundle E. In case of the degree 0 line bundle
the only multiplier set, up to equivalence, is the set of quasiperiodic factors of the
expression:

f(z) =
θ(z − λ)

θ(z)

for λ ∈ Σ. Let us denote the corresponding line bundle byOλ. The Hecke transform
at a point w supposes considering the subsheaf of Oλ taking values 0 at w. This
sheaf is isomorphic to the sheaf of sections of some line bundle of degree 1

s(z) 7→ s(z)

θ(z − w)
.

This map is an isomorphism due to the property that θ(z) has a unique zero at z =
0. The Hecke transformations on connections on the rank 2 bundle Oλ/2 ⊕O−λ/2
construct connections on a bundle Oµ/2 ⊕ O−µ/2 as follows. Let the residues of
the connection have the decomposition:

Ai =

(
a

(i)
11 a

(i)
12

a
(i)
21 −a(i)

11

)
= Gi

(
di 0
0 −di

)
G−1
i

where Gi are constant matrices. Then the connection is transformed by the gauge
transformation with the group element

Gij(z) = G̃i

(
1 0
0 θ(z − zi)

)
G̃−1
i Gj

(
θ−1(z − zj) 0

0 1

)
G−1
j ,

where

G̃i = Gj

(
θ−1(zi − zj) 0

0 1

)
G−1
j Gi.

As well as in the rational case we consider a pair of Hecke transformations at
different points ui, uj with different signs Tij = T−1

(ui,li)
T(uj ,lj) acting on rank 2

bundles with trivial determinant. Depending on the choice of subspaces of upper
and lower transformations we get the following action of Tij on the variety of
highest weights of the Gaudin model

(. . . , λi, . . . , λj, . . .) 7−→ (. . . , λi + 1, . . . , λj − 1, . . .),
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(. . . , λi, . . . , λj, . . .) 7−→ (. . . , λi + 1, . . . , λj + 1, . . .),

(. . . , λi, . . . , λj, . . .) 7−→ (. . . , λi − 1, . . . , λj − 1, . . .),

(. . . , λi, . . . , λj, . . .) 7−→ (. . . , λi − 1, . . . , λj + 1, . . .).

As in the rational case, the family of transformations that lower the weights of
all representations, thus simplifying the diagonalization problem, is of particular
interest.

5 Applications

This section is devoted to the two main applications of the quantum spectral curve
method. The first application is related to the geometric Langlands correspon-
dence, and mainly consists of an effective description of the center Ucrit(ĝln) which
in turn plays a key role in the Beilinson-Drinfeld quantization of the Hitchin sys-
tem. Let us note that this problem is closely related to the representation theory
of affine Lie algebras.

5.1 Geometric Langlands correspondence

5.1.1 The center of U(ĝln) on the critical level

We introduce the following notation Ucrit(ĝln) for the local completion U(ĝln)/{C−
crit}, where C is a central element and crit = −h∨ = −n is the critical level
inverse to the dual Coxeter number of the Lie algebra sln. It was proved in [61]

that Ucrit(ĝln) has a center isomorphic to the polynomial ring of the Cartan alge-
bra as a linear space. Despite the geometric description of the center there was
no explicit construction for the generators of this commutative algebra. For this
purpose we use the Adler-Kostant-Symes scheme [60]. This approach plays an im-
portant role in the theory of integrable systems: it can be exploited to construct
a wide family of commutative algebras, makes it possible to establish a relation of
integrable systems to decomposition problems and provides an algebraic interpre-
tation for the Lax representation, and r-matrix structures. The AKS scheme can
be generalized to the quantum level and plays an important role in description,
solution and classification of quantum integrable models. The most simple case is
that of finite dimensional Lie algebra allowing a decomposition g = g+ ⊕ g− into
the sum of two Lie subalgebras. To each choice of normal ordering one can attach
an isomorphism of linear spaces

φ : U(g)→ U(g+)⊗ U(g−).

Let us introduce a notation gop− for the inverse Lie algebra structure to the space
g− defining by the formula −{◦, ◦}. Let us denote the Lie algebra g+ ⊕ gop− by
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the symbol gr. The corresponding enveloping algebras can be identified as linear
spaces with the help of the Poincare-Birkhoff-Witt basis:

U(gop− ) ' U(g−).

Lemma 5.1. The center z(U(g)) is mapped by φ to a commutative subalgebra in
U(g+)⊗ U(gop− ).

Proof Let is denote the commutator in U(g+) ⊗ U(gop− ) as follows [∗, ∗]R. Let
c1, c2 be two central elements in U(g) represented as follows

ci =
∑
j

x
(i)
j y

(i)
j x

(i)
j ∈ U(g+), y

(i)
j ∈ U(g−).

The result of calculating the modified commutator is as follows

[φ(c1), φ(c2)]R = [
∑
j

x
(1)
j y

(1)
j ,
∑
k

x
(2)
k y

(2)
k ]R

=
∑
j,k

[x
(1)
j , x

(2)
k ]Ry

(1)
j y

(2)
k + x

(1)
j x

(2)
k [y

(1)
j , y

(2)
k ]R.

In virtue of the definition above we have

[x
(1)
j , x

(2)
k ]R = [x

(1)
j , x

(2)
k ] [y

(1)
j , y

(2)
k ]R = −[y

(1)
j , y

(2)
k ]

[φ(c1), φ(c2)]R =
∑
k

[c1, x
(2)
k ]y

(2)
k −

∑
j

x
(1)
j [y

(1)
j , c2]

The last expression is equal to zero since c1, c2 are central elements. �

Remark 5.2. In what follows we will be interested in applying this scheme to
Ucrit(ĝln). To use the result of the AKS lemma in the infinite dimensional case one
should choose an appropriate completion of the algebra. In our case we use the
completion corresponding to the bigrading deg(gtk) = (k, 0), deg(gt−k) = (0, k)
for k ≥ 0. One needs to prove that the considered central elements belong to this
completion U ·crit(ĝln). This is a matter of fact due to the classical limit argument.

In what follows we omit the completion in notation Ucrit(ĝln), U(gr) and the
tensor products for the sake of simplicity.

One considers also the linear space map

ς : U(g)→ U(g+)⊕ U(g)g−

defined by the direct sum decomposition for the Lie algebra. Let us denote by ϕ
the projector to the first subspace U(g+).
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Lemma 5.3. The image of z(U(g)) with respect to ϕ is a commutative subalgebra
of U(g+).

Proof Let c1, c2 ∈ Z.

[c1 − ϕ(c1), c2 − ϕ(c2)] = [ϕ(c1), ϕ(c2)]

The r.h.s. belongs to U(g+); the l.h.s in an element of U(g)g−; this takes issue in
vanishing of both sides �

We will identify Ucrit(ĝln) with the loop algebra as linear spaces. Let us list
several important facts about the loop algebra.

Proposition 5.4. Let us consider g = gln[t, t−1] = gln[t−1]⊕ tgln[t] whose gener-

ators e
(k)
ij = eijt

k can be represented by the generating series

Lfull(z) =
∑

s=−∞,∞
Φsz

−s−1(5.1)

where
Φs =

∑
ij

Eij ⊗ e(s)
ij .

Here, as above, eij are generators of the Lie algebra gln, and Eij are matrix units.
The Lie algebra structure on gr can be described by the following commutation
relations

{Lfull(z)⊗ Lfull(u)} = [
P12

z − u, Lfull(z)⊗ 1 + 1⊗ Lfull(u)](5.2)

Let us remark that these relations are the same as for the Gaudin Lax operator
(Section 2.42).

The center of (Ucrit(ĝln)) and a commutative subalgebra in U(tgln[t]) Let
us also introduce the ”‘positive”’ Lax operator:

L(z) =
∑
k>0

Φkz
−k−1,

which satisfies the following R-matrix relations:

{L(z)⊗ L(u)} = [
P12

z − u, L(z)⊗ 1 + 1⊗ L(u)].(5.3)

Theorem 5.5. The commutative subalgebra in U(tgln[t]) defined by the set of
coefficients of the quantum characteristic polynomial det(L(z)−∂z) coincides with

the image of z(Ucrit(ĝln)) by the projection ϕ : Ucrit(ĝln)→ U(tgln[t]).
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Proof The proof is based on the results of [62] where it was proved that the
centralizer of the set of quadratic Gaudin Hamiltonians H i

2 in U(tgln[t]) coincides

with the projection of U(ĝln) on the critical level.

Remark 5.6. This particular property, namely the fact that the quadratic gener-
ators determine the complete commutative subalgebra is known also in the theory
of Fomenko-Mishenko subalgebras [63] and in the theory of the Calogero-Moser
system [64].

Following the proposed logic and using the fact that the subalgebra defined
by the coefficients of det(L(z) − ∂z) commute with H i

2, one can show that this
subalgebra is a subalgebra of the algebra obtained from the center. In order to
prove their coincidence it is sufficient to consider the classical limit �

Remark 5.7. The analogous strategy is applicable in the case of projection to
U(gln[t]). One needs to take into account that both algebras are invariant with
respect with the GL(n) action.

5.1.2 Explicit description of the center of Ucrit(ĝln))

Theorem 5.8. The center of Ucrit(ĝln) is isomorphic to a subalgebra in U(gln[t−1]⊕
tglopn [t]) defined by the coefficients of th quantum characteristic polynomial det(Lfull(z)−
∂z). The isomorphism is induced by the mapping

I : U(gln[t−1])⊗ U(tglopn [t])→ Ucrit(ĝln), I : h1 ⊗ h2 → h1h2(5.4)

Proof follows the same lines as that in [62]. Let us firstly show that the algebra
generated by the coefficients of the characteristic polynomial of the Lax operator
Lfull(z) coincide with the centralizer of its quadratic elements. Further using the
Sugawara formula for the quadratic center generators we prove that their image
in U(gln[t−1]) ⊗ U(tgln[t]) coincide with the quadratic elements of the quantum
characteristic polynomial. For proving the first statement we consider a special
limit of the commutative family.

Using the commutation relations 5.2, 5.3 and the traditional r-matrix calcula-
tions we show that TrLmfull(z) are central in the symmetric algebra S(gln[t, t−1])
and moreover TrLmfull(z) generate the commutative Poisson subalgebra in S(gln[t−1]⊕
tglopn [t]).

Let us consider the family of automorphisms of the algebra U(gln[t−1]) ⊗
U(tglopn [t]) defined in terms of the Lax operator as follows: let K is a generic
diagonal n× n matrix. The Lax operator

L~
full(z) = Lfull(z) + ~K

also satisfies the r-matrix relations (5.2). This automorphism family is parame-
terized by ~.
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Let us consider the family of commutative subalgebras

M~ ⊂ U(gln[t−1])⊗ U(tglopn [t])

defined by the generating function det(L~
full(z) − ∂z). M

~ centralizes the set of

quadratic generators QI2(L~
full(z)). QIk(z, ~) has the following leading term in

expansion on ~

QIk(z, ~) = ~kTrAnK1K2 . . . Kk +O(~k−1).

Changing the basis

QIk(z, ~) 7→ Q̃Ik(z, ~) = (QIk(z, ~)− ~kTrAnK1K2 . . . Kk)~−k+1

and considering the limit ~→∞
Q̃Ik(z, ~)→ Tr(Lfull(z)Kk−1)

we obtain that these expressions generate the Cartan subalgebra

H = H− ⊗ H+ = U(h[t−1])⊗ U(th[t]).

Let us demonstrate that this subalgebra coincide with the centralizer of its quadratic
generators

H∞2 (z) = lim~→∞Q̃I2(z, ~) =
∑

i=−∞,∞
Tr(ΦiK)z−i−1.

Obviously H ⊂ Z(H∞2 (z)). Let us introduce the notations (k1, . . . , kn) for the
diagonal elements of K. Let us also denote by hi ∈ H the sum of the form

hi =
n∑
s=1

(Φi)ssks,

then H∞2 (z) =
∑

i=−∞,∞ hiz
−i−1. The centralizer elements should commute with

h1 and h−1. Let
∑∞

i=−∞ xiyi be the infinite series such that xi ∈ U(g[t−1]), yi ∈
U(tg[t]). We also suppose that this series is an element of the considered comple-
tion, i.e. such that it contains only finite number of elements of each bigrading.
The operators [h1, ∗] and [h−1, ∗] are homogeneous of bigrading (0, 1) and (1, 0).
Hence the centralizer description question is reduced to the analogous question in
the polynomial algebra. The answer is given by the formulas

Z(h1) = U(gln[t−1])⊗ H+, Z(h−1) = H− ⊗ U(tglopn [t]).

An intersection of these subspaces in a completed sense coincides with the Cartan
subalgebra H.
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Summarizing we obtain that in the generic point ~ of the family the commu-
tative subalgebra M~ belongs to the centralizer of the set QI2 and in the limit
~ → ∞ generates the centralizer. From the arguments analogous to those of
[62] at the generic point M~ should coincide with the centralizer of the quadratic

generators. To finish the proof let us remind the Sugawara formula Ucrit(ĝln)

c2(z) =: Tr(L2
full(z)) :

This uses the normal ordering symbol : : for currents in sl2. These elements
project to QI2(z) up to a central elements in U(gln[t−1])⊗ U(tgln[t]) �

5.1.3 The Beilinson-Drinfeld scheme

In [65] it was proposed a universal construction for the Hitchin system quantiza-
tion. Let Σ be the connected smooth projective curve over C of genus g > 1, G
- a semisimple Lie group, g - the corresponding Lie algebra, BunG - the moduli
stack of principal G-bundles on Σ. Let us also define the Langlands dual group
LG as a group determined by the dual root data, namely such that its root lattice
coincides with the dual lattice for G.
The main result of [65] can be reduced to the following:

• There exists a commutative ring of differential operators on z(Σ, G), act-
ing on sections of the canonical bundle KBunG such that the symbol map
produces the commutative subalgebra of classical Hitchin Hamiltonians on
T ∗BunG.

• The spectrum of the ring z(Σ, G) is canonically isomorphic to the moduli
space of Lg-opers (for the G = SL2 case an Lg-oper is just the Sturm-
Liouville operator on S; in general case this is a flat connection in a principal
LG bundle with a parabolic structure).

• To each Lg-???per one can correspond a D-module on BunG by fixing eigen-
values of the Hitchin Hamiltonians. This D-module is an eigensheaf for the
Hecke action defined naturally on the moduli stack of bundles. Moreover
the eigenvalue in this case coincide with the corresponding Lg-oper.

The basement of this construction is the natural action of the center of Ucrit(ĝ)
on the loop group of the corresponding Lie group. This action can induce an action
by differential operators on BunG(Σ) in virtue of one of the realizations of the
moduli stack of principal bundles

BunG(Σ) ' G(F )\G(AF )/G(OF ) ' Gin\G[[z, z−1]/Gout

where Gin and Gout denote the subgroups of function converging in Uin and Uout,
where Uin and Uout determine a covering of Σ of the type: Uin is an open disk
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centered in P with the local parameter z, Uout = Σ\P. The middle part of the
equality represents the so-called adelic realization of the moduli stack of principal
G-bundles for an algebraic group G. The construction uses the adell group G(AF )
for the field F of rational functions on Σ, the group of entire adèles G(OF ) and
the group of principal adèles G(F ). This realization is convenient for describing
the complex geometry analogy between the arithmetic Langlands correspondence
and the quantum Gaudin model.

5.1.4 Correspondence

Historically, the Langlands hypothesis generalizes the field-class theory [66, 67],
one of whose principal results is the following statement in the case of a number
field. Namely let F be a number field (this means a finite extension of Q), F̄ -
its maximal algebraic extension, F ab - its maximal abelian extension. The Galois
group of an extension F ⊂ F ′ is

Gal(F ′, F ) = {σ ∈ Aut(F ′) : σ(x) = x ∀x ∈ F}.
The abelian reciprocity law
There exists a group isomorphism

Gal(F ab, F ) ' The group of connectivity components of F×\A×F
where A×F is the idèle group of the ring F, F× is the group of invertible elements
of F. The topology of of the completion product is considered.

The Langlands hypothesis is formulated as an n-dimensional (non-commutative)
generalization of the abelian reciprocity law. Namely it is assumed the isomor-
phism between the category of the Galois group representations of the maximal
algebraic extension of a ring and the category of automorphic representations for
the corresponding idèle group. By an automorphic representation we mean a
GLn(AF ) - representation realized on the space of functions on

GLn(F )\GLn(AF ),

meet some additional conditions [68, 69]. The right part is traditionally called
automorphic for the following reason. For n = 2 these representations are re-
lated with the theory of modular functions. It should be reminded that modular
functions are functions on the upper-half Siegel plain matching the condition

f((az + b)/(cz + d)) = χ(a)(cz + d)kf(z)

(
a b
c d

)
∈ SL2(Z).

In particular, the modular functions can be represented as functions on the fol-
lowing quotient space

SL2(R)/SL2(Z) ' K\GL2(AQ)/GL2(Q)

The Langlands program covers the following types of fields F :
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• A number field.

• Field of functions on an algebraic curve over the finite field Fq (In this case,
the hypothesis was proven in [70]).

• Field of functions on an algebraic curve over C. This is called the geometrical
case over C. The following papers are on the subject [71].

The correspondence over C:
In this case on the Galois side one considers classes of representations of the
fundamental group or classes of flat connections in a holomorphic bundle of rank
n. The automorphic side deals with the Hitchin D-module on

GL(F )\GL(AF )/GL(OF ) ' Bunn(Σ).

The results of [65] and [61] ensures the correspondence between HitchinD-modules
and flat connections related to Lg-opers. Due to the construction of the quantum
characteristic polynomial for the loop algebra, as well as an explicit construction
for the center of Ucrit(ĝln) in theorem 5.8 the correspondence for the Lie algebra
gln can be realized in a more effective way. The following scheme demonstrates
the correspondence

Hitchin D-module
FF, BD⇔ Character χ on z(Ucrit(ĝln))

CT⇔ χdet(Lfull − ∂z).

Remark 5.9. The construction of a character on z(Ucrit(ĝln)) by a Hitchin D-
module is a corollary of the Feigin and Frenkel theorem on existence of the center
and the Beilinson and Drinfeld quantization. To obtain the explicit description
for the corresponding flat connection [26] one should exploit the identification
of commutative algebras: the commutative subalgebra in U(gln[t−1])⊗ U(tgln[t])
defined by the coefficients of the quantum characteristic polynomial on one side
and the image of the center of z(Ucrit(ĝ)) by the AKS map on another side.

5.2 Non-commutative geometry

The main plot of these lectures is relevant to the emerging field of Noncommutative
Geometry, substantive issues of which consist in geometric interpretation of alge-
braic structures in which the commutativity property is weakened. In this context
the quantum characteristic polynomial is a natural generalization of classical one.
Some properties of this object, in particular the role played by quantum charac-
teristic polynomial in the program of effective solution of the quantum integrable
models, suggest it to be a natural noncommutative generalization of an algebraic
curve, the spectral curve of an integrable system. This section describes some
linear algebraic properties of the quantum characteristic polynomial obtained in
[27].
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5.2.1 The Drinfeld-Sokolov form of the quantum Lax operator

Let L(z) ∈ Matn ⊗ U(gln)⊗N ⊗ Fun(z) be the quantum Lax operator for the
Gaudin model (2.14), here and further Fun(z) means the space of rational func-
tions on a parameter z. Let us denote by L[i](z) quantum powers of the Lax
operator defined by the formula:

L[0] = Id,

L[i] = L[i−1]L+ ∂zL
[i−1].

Theorem 5.10. The expression C(z) ∈ Matn ⊗ U(gln)⊗N ⊗ Fun(z) defined by
the formula

C(z) =


v
vL
. . .

vL[n−1]

 ,(5.5)

where v ∈ Cn is a generic vector defines a gauge transformation

(5.6) C(z)(L(z)− ∂z) =




0 1 0 ... 0
0 0 1 ... 0
... ... ... ... ...
0 0 ... 0 1

QHn QHn−1 ... QH2 QH1

− ∂z
C(z),

where the r.h.s. lower line coefficients are determined by the coefficients of the
quantum characteristic polynomial

det(L(z)− ∂z) = TrAn(L1(z)− ∂z) . . . (Ln(z)− ∂z)
= (−1)n(∂nz −

∑
i

QHn−i∂iz).(5.7)

Knizhnik-Zamolodchikov equation Here and below we denote by V a finite-
dimensional representation of U(gln)⊗N . It was shown in [72] that there exists a
relation between solutions of the Knizhnik-Zamolodchikov (KZ) equation [73]

(L(z)− ∂z)S(z) = 0,

where S(z) is a function with values in Cn ⊗ V, solutions of the Baxter equation

det(L(z)− ∂z)Ψ(z) = 0(5.8)

where Ψ(z) is a function with values in V. To make this relation clear it is sufficient
to take the antisymmetric projection of U(z) = v1⊗ . . .⊗vn−1⊗S(z) where vi are
some vectors in Cn. In particular, for a special choice of such vectors one obtains
that vector components of S(z) solve the equation (5.8).



264 Talalaev D.V.

Proof of theorem 5.10 Let us consider both sides of (5.6) applied to a function
S(z) ∈ Cn ⊗ V ⊗ Fun(z),

L.H.S = C(L− ∂z)S =


< v,LS − ∂zS >

< v, L[1](LS − ∂zS >
. . .

< v, L[n−1](LS − ∂zS) >

 ,(5.9)

(5.10) R.H.S = (LDS − ∂z)CS =


< v,LS − ∂zS >

. . .
< v, L[n−1]S − ∂z(L[n−2]S) >

< v,
∑n−1

i=0 QHn−iL[i]S − ∂z(L[n−1]S) >

 .

Using the definition for quantum powers we obtain

L[k]S − ∂z(L[k−1]S) = L[k−1](LS − ∂zS).

The difference (5.10) - (5.9) takes the form
0
. . .
0

< v,
∑n−1

i=0 QHn−iL[i]S − L[n]S >

 .(5.11)

Let us now consider this expression if S(z) is a solution for the KZ equation

L(z)S(z) = ∂zS(z).

Let Φ(z) = C(z)S(z), where C(z) is given by the formula (5.5). Then

Φ1(z) = < v, S(z) >

Φ2(z) = < vL(z), S(z) >=< v, ∂zS(z) >

. . .

Φk(z) = < v(L[k−1]L(z) + ∂zL
[k−1]), S(z) >

= < vL[k−1], ∂zS(z) > + < v∂zL
[k−1], S(z) >= ∂zΦk−1(z)

One of the consequences of [72] is that Φ1(z) =< v, S(z) > solves the Baxter
equation

n−1∑
i=0

QHn−i∂izΦ1(z)− ∂nz Φ1(z) = 0(5.12)

for each solution S(z) of the KZ equation and each vector v ∈ Cn. The general
position argument allows to claim that the n-th element of (5.11) vanishes iden-
tically on S(z) ∈ Cn ⊗ V ⊗ Fun(z). Theorem 2.5.7 [74] induces the equality of
universal differential operators with values in the quantum algebra. �
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5.2.2 Caley-Hamilton identity

Corollary 5.11. The quantum powers of the Lax operator satisfy the quantum
version of the Caley-Hamilton identity

L[n](z) =
n∑
i=1

QHi(z)L[n−i](z).(5.13)

Proof Let us consider the last line of the equation (5.6)

vL[n−1](z)(L(z)− ∂z) =
n∑
i=1

vQHi(z)L[n−i](z)− ∂zvL[n−1](z).

The result follows from the general choice of the vector v ∈ Cn. �
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