Boolean and pseudo-Boolean functions play a central role in various areas of applied mathematics. We will focus here on their use in decision making, cooperative game theory, and engineering reliability theory.

A discrete fuzzy measure on the finite set $X = \{1, \ldots, n\}$ is a nondecreasing set function $\mu : 2^X \to [0, 1]$ satisfying the boundary conditions $\mu(\emptyset) = 0$ and $\mu(X) = 1$. For any subset $S \subseteq X$, the number $\mu(S)$ can be interpreted as the certitude that we have that a variable will take on its value in the set $S \subseteq X$.

A cooperative game on a finite set of players $N = \{1, \ldots, n\}$ is a set function $v : 2^N \to \mathbb{R}$ which assigns to each coalition $S$ of players a real number $v(S)$. This number represents the worth of $S$. (Even though the condition $v(\emptyset) = 0$ is often required for $v$ to define a game, here we do not need this restriction.)

A system is defined by a finite set of components $C = \{1, \ldots, n\}$ that are interconnected according to a certain structure. The components are either in function or in a failed state, and the same holds for the whole system. It is common to associate the Boolean value 0 with a failed state and the value 1 with a component that is in function. Therefore the structure function of a system is the function $\phi$ from $2^C$ to $\mathbb{B} = \{0, 1\}$ which associates with any set $A$ of components that are in function the corresponding state of the system. The system is semicoherent if the structure function is nondecreasing and satisfies the conditions $\phi(\emptyset) = 0$ and $\phi(C) = 1$. It is coherent if in addition all the components are essential.

We identify any subset $S$ of $\{1, \ldots, n\}$ with its characteristic vector $1_S \in \{0, 1\}^n$ (defined by $(1_S)_k = 1$ if and only if $k$ is in $S$). This identification allows us to identify set functions and pseudo-Boolean functions, i.e., functions from $\mathbb{B}^n$ to $\mathbb{R}$. Therefore discrete fuzzy measures, cooperative games, and structure functions of coherent systems are all described by pseudo-Boolean functions.

The use of discrete fuzzy measures allows us to model real situations where additivity is not suitable since the set of such measures is richer than the set of classical additive measures. In the same way, cooperative games allow us to take into account possible interactions between the players and need not be additive. Finally, the set of all increasing pseudo-Boolean functions is necessary to describe all the possible semicoherent systems. However, the variousness of this set of functions also has the drawback
that a general set function (fuzzy measure, cooperative game, or structure function of a system) might be difficult to interpret or analyze.

Various kinds of power indexes, or values, are used in cooperative game theory to overcome this problem. They measure the influence that a given player has on the outcome of the game or define a way of sharing the benefits of the game among the players. The best known values, due to Shapley [10] and Banzhaf [1], are defined in the following way. The Shapley value of player \( k \) in a game \( v \) on the set of players \([n] = \{1,\ldots,n\}\) is defined by

\[
\phi_{Sh}(v,k) = \sum_{S \subseteq [n]\setminus \{k\}} \frac{(n-s-1)!s!}{n!} (v(S \cup \{k\}) - v(S)),
\]

while the Banzhaf value is given by

\[
\phi_B(v,k) = \frac{1}{2^{n-1}} \sum_{S \subseteq [n]\setminus \{k\}} (v(S \cup \{k\}) - v(S)) = \frac{1}{2^{n-1}} \sum_{S \ni k} v(S) - \frac{1}{2^{n-1}} \sum_{S \not\ni k} v(S).
\]

There are several axiomatic characterizations of these values. They are also used to analyze fuzzy measures and were generalized by the concepts of Shapley or Banzhaf interaction indexes; see, e.g., [5].

In reliability theory of coherent systems, the importance of component \( k \) for system \( S \) can also be measured in various ways. Assuming that the components of the system have continuous i.i.d. lifetimes \( T_1,\ldots,T_n \), Barlow and Proschan [2] introduced in 1975 the \( n \)-tuple \( I_{BP} \) (the Barlow-Proschan index) whose \( k \)th coordinate \( (k \in [n]) \) is the probability that the failure of component \( k \) causes the system to fail; that is,

\[
I_{BP}^{(k)} = \Pr(T_S = T_k),
\]

where \( T_S \) denotes the system lifetime. It turns out that for continuous i.i.d. component lifetimes, this index reduces to the Shapley value of the system structure function.

In this note we consider slightly different importance indexes that do not measure the influence of a given variable over a function but rather the influence of adding a variable to a given subset of variables. These indexes are the cardinality index introduced in 2002 by Yager [11] in the context of fuzzy measures and the signature of coherent systems introduced in 1985 by Samaniego [8, 9].

The cardinality index associated with a fuzzy measure \( \mu \) on \( X = \{1,\ldots,n\} \) is the \( n \)-tuple \( (C_0,\ldots,C_{n-1}) \), where \( C_k \) is the average gain in certitude that we obtain by adding an arbitrary element to an arbitrary \( k \)-element subset, that is,

\[
C_k = \frac{1}{(n-k)\binom{n}{k}} \sum_{|S|=k} \sum_{x \in S} (\mu(S \cup \{x\}) - \mu(S)).
\]

We observe that this expression, which resembles the Banzhaf value (2), could be used in cooperative game theory to measure the marginal contribution of an additional player to a \( k \)-element coalition. It is also clear that this index can be written as

\[
C_k = \frac{n}{\binom{n}{k+1}} \sum_{|S|=k+1} \mu(S) - \frac{1}{\binom{n}{k}} \sum_{|S|=k} \mu(S).
\]
The signature of a system consisting of $n$ interconnected components having continuous and i.i.d. lifetimes $T_1, \ldots, T_n$ is defined as the $n$-tuple $(s_1, \ldots, s_n) \in [0,1]^n$ with $s_k = \Pr(T_5 = T_k)$, where $T_5$ denotes the system lifetime and $T_k$ is the $k$th order statistic derived from $T_1, \ldots, T_n$, i.e., the $k$th smallest lifetime. Thus, $s_k$ is the probability that the $k$th failure causes the system to fail. It was proved [3] that

$$s_k = \frac{1}{n} \sum_{|x|=n-k+1} \phi(x) - \frac{1}{(n-k)} \sum_{|x|=n-k} \phi(x),$$

(4)

where $\phi: \mathbb{B}^n \rightarrow \mathbb{B}$ is the structure function of the system.

Clearly, Equations (3) and (4) show that for a given pseudo-Boolean function, the cardinality index and the signature are related by the formula $s_k = c_{n-k}$ for $1 \leq k \leq n$.

We now show in detail some properties of the cardinality index and signatures that are similar to properties of the Banzhaf and Shapley values. First we show how this index can be computed from the multilinear extension of the pseudo-Boolean function (or set function) under consideration.

Recall that any set function $f: 2^{[n]} \rightarrow \mathbb{R}$ can be represented in a unique way as a multilinear polynomial. This representation is given by

$$f(x_1, \ldots, x_n) = \sum_{S \subseteq [n]} f(S) \prod_{i \in S} x_i \prod_{i \not\in S} (1 - x_i), \quad x_i \in \mathbb{B}. $$

The multilinear extension $\hat{f}$ of $f$ is then given by the same polynomial expression but for variables in $[0,1]$. For a function $g: [0,1]^n \rightarrow \mathbb{R}$, we simply denote by $g(x)$ the polynomial function $g(x_1, \ldots, x_n)$. The Banzhaf and Shapley indexes for $f$ can be computed easily from the multilinear extension of $f$. In fact, the Shapley index of player $k$ in $f$ is given by

$$\phi_{\text{Sh}}(f,k) = \int_0^1 \left( \frac{\partial}{\partial x_k} \hat{f} \right)(x) \, dx.$$

The Banzhaf index of player $k$ in $f$ is given by $\phi_B(f,k) = (\frac{\partial}{\partial x_k} \hat{f})(\frac{1}{2})$.

It is possible to obtain a similar formula for the tail signature, or the cumulative cardinality index that we now introduce. These are the $(n+1)$-tuples $\mathbf{S} = (s_0, \ldots, s_n)$ and $\mathbf{C} = (c_0, \ldots, c_n)$, respectively, defined by (see (4) and (3))

$$s_k = \sum_{i=k+1}^n s_i = \frac{1}{n} \sum_{|A|=n-k} \phi(A) = c_{n-k}.$$

(5)

With any pseudo-Boolean function $f$ on $\{0,1\}^n$, we associate the polynomial function $p_f$ defined by $p_f(x) = x^k \hat{f}(1/x)$.

**Theorem 1.** The cumulative cardinality index and the tail signature are obtain from $p_f$ by

$$p_f(x) = \sum_{k=0}^n \binom{n}{k} c_{n-k} (x-1)^k = \sum_{k=0}^n \binom{n}{k} s_k (x-1)^k.$$
The Banzhaf and Shapley values can be obtained via (weighted) least squares approximations of the pseudo-Boolean function by a pseudo-Boolean function of degree 1; see, e.g., [4, 6]. A similar property holds for the cardinality index and signature: they can be obtained via least squares approximations of the given pseudo-Boolean function by a symmetric pseudo-Boolean function. Recall that for \( k \in \{1, \ldots, n\} \) the \( k \)th order statistic function is the function \( \text{os}_k: B^n \to \mathbb{R} \), defined by the condition \( \text{os}_k(x) = 1 \), if \( |x| = \sum_{i=1}^{n} x_i \geq n - k + 1 \), and 0, otherwise. We also formally define \( \text{os}_{n+1} \equiv 1 \). Then it can be showed that the space of symmetric pseudo-Boolean functions is spanned by the order statistic functions. The best symmetric approximation of a pseudo-Boolean function \( f \) is the unique symmetric pseudo-Boolean function \( f_S \) that minimizes the weighted squared distance
\[
\|f - g\|^2 = \sum_{x \in B^n} \frac{1}{n^k} (f(x) - g(x))^2
\]
from among all symmetric functions pseudo-Boolean functions \( g \).

**Theorem 2.** The best symmetric approximation of a pseudo-Boolean function \( f \) such that \( f(0, \ldots, 0) = 0 \) is given by
\[
f_S = \sum_{k=1}^{n} s_k \text{os}_k = \sum_{k=1}^{n} C_{n-k} \text{os}_k
\]
where \( s_k \) and \( C_k \) are derived from \( f \) by using (4) and (3), respectively.
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