ABSTRACT

In this work, we ask if Machine Learning (ML) can provide a viable alternative to conventional schedulability analysis to determine whether a real-time Ethernet network meets a set of timing constraints. Otherwise said, can an algorithm learn what makes it difficult for a system to be feasible and predict whether a configuration will be feasible without executing a schedulability analysis? To get insights into this question, we apply a standard supervised ML technique, k-nearest neighbors (k-NN), and compare its accuracy and running times against precise and approximate schedulability analyses developed in Network-Calculus. The experiments consider different TSN scheduling solutions based on priority levels combined for one of them with traffic shaping. The results obtained on an automotive network topology suggest that k-NN is efficient at predicting the feasibility of realistic TSN networks, with an accuracy ranging from 91.8% to 95.9% depending on the exact TSN scheduling mechanism and a speedup of 190 over schedulability analysis for 10^6 configurations. Unlike schedulability analysis, ML leads however to a certain rate “false positives” (i.e., configurations deemed feasible while they are not). Nonetheless ML-based feasibility assessment techniques offer new trade-offs between accuracy and computation time that are especially interesting in contexts such as design-space exploration where false positives can be tolerated during the exploration process.

1 INTRODUCTION

Context: Ethernet TSN for high-speed real-time communication. Ethernet is becoming the prominent layer 2 protocol for high-speed communication in real-time systems. However, many of such systems, be it in the industrial, automotive or telecom domains, have strong Quality of Service (QoS) requirements including performance (e.g., latency, synchronization and throughput requirements), reliability (e.g., spatial redundancy) and security (e.g., integrity) that cannot be met with the standard Ethernet technology. The IEEE802.1 TSN TG (Time Sensitive Networking Technical Group), started in 2012, develops technologies to address these QoS requirements. TSN TG has developed more than 10 individual standards, which, after their adoption as amendments to the current IEEE802.1Q specification, are integrated into the newest edition of IEEE802.1Q ([17] at the time of writing). The reader interested in a survey of the TSN standards related to low-latency communication, and the ongoing works within TSN TG, can consult [29].

Verification of timing constraints. The two main model-based approaches to assess whether a real-time system meets its temporal constraints are schedulability analysis and simulation. Schedulability analysis, also called feasibility analysis, worst-case analysis, response time analysis or worst-case traversal time analysis (WCTT) in the case of networks, is a mathematical model of the system used to derive upper bounds on the performance metrics (communication latencies, buffer usage, etc). A simulation model on the other hand captures the behaviour of the real system through a set of rules, which, along with the sequence of values provided by the random generator, dictate the evolution of the model. To be timing-accurate the model must capture all activities having an impact on the performance metrics, like for example the waiting time of a packet in a network device. The main drawback of simulation is that, even if the coverage of the verification can be adjusted to the requirements (see [30]), it only provides statistical guarantees and not firm guarantees. In the remainder of this work, we focus on schedulability analysis as the verification technique.

Design-space exploration for further automating the design of embedded architectures. The complexity of designing and configuring complex embedded systems, like the Electrical and Electronic (E/E) architecture of a vehicle platform, calls for Design-Space Exploration (DSE) algorithms, that is design decisions based on the systematic exploration of the search space. Regarding network design, a first step in that direction is the ZeroConfig-TSN (ZCT) algorithm [28, 33], implemented in the RTaW-Pegase commercial tool [38], that assists designers in the selection and configuration of...
would facilitate the adoption of DSE algorithms in the design of TSN network used in the experiments of this study with 350 flows. Beyond protocol selection and configuration, several domains, where most design choices pertaining to the topology of networks and the technologies are made early in the design cycle at a time when the communication needs are not entirely known. Indeed, many functions become available later in the development cycle or are added at later evolutions of the platform.

### 2.1 Designing and configuring TSN networks

In the following, a possible configuration, or candidate solution, refers to a TSN network that has been configured, while a feasible configuration is a configured TSN network that meets all the application’s constraints. The configuration of a TSN network involves a number of sub-problems:

- Group traffic streams into traffic classes and set the relative priorities of the traffic classes: up to 8 priority levels are permitted with TSN [17].
- Beyond the priorities of the traffic classes, optionally select for each traffic class an additional QoS protocol: shaping using the Credit-Based Shaper (CBS, defined in IEEE802.1Qav), time-triggered transmission with the Time-Aware Shaper (TAS, defined in IEEE802.1Qbv), etc.
- Configure each traffic class: parameters for CBS (i.e., class measurement interval (CMI), values of the “idle slopes” per traffic class and per egress port), Gate Control List (i.e., the transmission schedule) for TAS, etc.
- If frame pre-emption (IEEE802.1Qbu) is used, decide the subset of traffic classes that can be pre-empted by the rest of the traffic classes.

In this study, we consider the following scheduling solutions corresponding to distinct trade-offs in terms of their complexity and their ability to meet diverse timing constraints:

1. FIFO scheduling (FIFO): all streams belong to the same traffic class and thus have the same level of priority. This is the simplest possible solution.
2. Priority with manual classification (Manual): the streams are grouped into the three classes shown in Table 1 and their priority is as follows: command and control (C&C), data transfer (DnC), and real-time (RT). Class above video class. This can be seen as the baseline solution that a designer would try based on the relative criticality of the streams.
3. “Concise priorities” with eight priority levels (CP8): “concise priorities” is the name of the priority assignment algorithm in RTaW-Pegasus, which relies on the same principles as the Optimal Priority Assignment algorithm for multi-processor system [4] that has been shown to be optimal with an analysis developed with “the trajectory approach” for the transmission of periodic/sporadic streams in switched Ethernet network [15]. With concise priorities, unlike with manual classification, flows of the same type can be assigned to different traffic classes and more than three priority levels will be used if required by the timing constraints.
4. Manual classification with “pre-shaping” (Preshaping): we re-use the manual classification with three priority levels.

**Contribution of the paper.** This work explores the extent to which supervised ML techniques can be used to determine whether a real-time Ethernet configuration is schedulable or not. The prediction accuracy and computation time that can be expected from ML are quantified by comparison with a precise and an approximate schedulability analysis. Intentionally, to ensure the practicality of our proposals, we study these questions using standard ML techniques that can run on desktop computers with relatively small amounts of training data. Although ML has been applied to diverse related areas including performance evaluation (see Section 5 for a review of the state-of-the-art), this is to the best of our knowledge the first study to apply ML to determine the feasibility of a real-time system. To facilitate further research, the data and the R code used in this study are available as open-source (AGPL V3.0) at https://github.com/ctie-long/TSN-Shedulability.

**Organisation.** The remainder of this document is organised as follows. In Section 2, we introduce the TSN network model and define the design problem. In Section 3 we apply a supervised learning algorithm to predict feasibility. Section 4 provides a recap of the results obtained and a comparison with the performances of conventional schedulability analysis. In Section 5, we give an overview of the applications of ML techniques in related domains. Finally, Section 6 provides first insights gained about the use of ML techniques for timing analysis and identifies a number of possible improvements and research directions.

### 2 ETHERNET TSN MODEL AND DESIGN PROBLEM

In this work, we consider that the network topology (layout, link data rates, etc) has been set as well as the TSN protocols that the network devices must support. The supported TSN protocols determine the space of scheduling solutions that are feasible (e.g., FIFO, priority levels plus traffic shaping, etc). This is realistic with respect to industrial contexts, like the automotive and aeronautical domains, where most design choices pertaining to the topology of
but apply a traffic shaping strategy called “pre-shaping in transmission” to all video-streams. This traffic shaping strategy, combines static standard priority scheduling with traffic shaping introduced by inserting idle times, pauses, between the times at which the successive frames of segmented messages (e.g., camera frames) are enqueued for transmission. All the other characteristics of the traffic remain unchanged. The principles of the algorithm used to set the idle times, available under the name of “Presh” algorithm in RTaW-Pegase, are described in [32].

These scheduling solutions have been selected to include two main QoS strategies, namely static priority scheduling and traffic shaping, while they can be implemented with basic TSN networking devices offering only the eight priority levels. In addition, those four solutions are compatible with the standard static priority scheduling analysis. Two schedulability analyses in Network-Calculus (NC), based on results published in [8, 9, 37], are used in the experiments:

- The “approximate analysis” which computes WCTTs in linear time with respect to the number of streams.
- The “precise analysis”: WCTT computations execute in a time that depends on the least common multiple (LCM) of the frame periods, which can lead to an exponential computation time if periods are coprime.

The reader can refer to [31] for typical computation times and information about the class of (min,+)-functions used in each analysis. Importantly, the lower bounds proposed in [6, 7] and used in [10] suggest that the existing NC schedulability analyses for static priority scheduling are precise in terms of the distance between the computed upper bounds and the true worst-case latencies.

### 2.2 TSN model

We consider a standard switched Ethernet network supporting unicast and multicast communications between a set of software components distributed over a number of stations. In the following, the term “traffic flow” or “traffic stream” refers to the data sent to the receiver of an unicast transmission or the data sent to a certain receiver of a multicast transmission (i.e., a multicast connection with \( n \) receivers are counted as \( n \) distinct traffic flows). A number of assumptions are placed:

- All packets, also called frames, of the same traffic flow are delivered over the same path: the routing is static as it is today the norm in critical systems.
- It is assumed that there are no transmission errors and no buffer overflows leading to packet losses. If the amount of memory in switches is known, the latter property can be checked with schedulability analysis as it returns both upper bounds on stream latencies and maximum memory usage at switch ports.
- Streams are either periodic, sporadic (i.e., two successive frames become ready for transmission at least \( x \) ms apart) or sporadic with bursts (i.e., two successive burst of \( n \) frames become ready for transmission at least \( x \) ms apart). The latter type of traffic corresponds for instance to video streams from cameras that cannot fit into a single Ethernet frame and must be segmented into several frames.

- The maximum size of the successive frames belonging to a stream is known, as required by schedulability analysis.
- The packet switching delay is assumed to be 1.3us at most. This value, which of course varies from one switch model to another, is in line with the typical latencies of modern switches [35].

### 2.3 Traffic characteristics and network topology

The traffic is made up of three classes whose characteristics are summarized in Table 1. The characteristic of the streams and their proportion is inspired from the case-study provided by an automotive OEM in [27, 34].

<table>
<thead>
<tr>
<th>Traffic Type</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio Streams</td>
<td>128 or 256 byte frames</td>
</tr>
<tr>
<td></td>
<td>periods: one frame each 1.25ms</td>
</tr>
<tr>
<td></td>
<td>deadline constraints either 5 or 10ms</td>
</tr>
<tr>
<td></td>
<td>proportion: 7/46</td>
</tr>
<tr>
<td>Video Streams</td>
<td>ADAS + Vision streams</td>
</tr>
<tr>
<td></td>
<td>30*1500 byte frame each 33ms (30FPS camera for vision)</td>
</tr>
<tr>
<td></td>
<td>15*1000 byte frame each 33ms (30FPS camera for ADAS)</td>
</tr>
<tr>
<td></td>
<td>10ms (ADAS) or 30ms (Vision) deadlines</td>
</tr>
<tr>
<td></td>
<td>proportion: 7/46</td>
</tr>
<tr>
<td>Command &amp; Control</td>
<td>from 53 to 300 byte frames</td>
</tr>
<tr>
<td></td>
<td>periods from 5 to 80ms</td>
</tr>
<tr>
<td></td>
<td>deadlines equal to periods</td>
</tr>
<tr>
<td></td>
<td>proportion: 32/46</td>
</tr>
</tbody>
</table>

In the experiments, the number of streams varies but the proportion of each stream (indicated in Table 1) is a fixed parameter of the stream generation procedure. Each stream is either unicast or multicast with a probability \( 0.5 \). The number of receivers for a multicast stream is chosen at random between two and five. The sender and receiver(s) of a stream are set at random. In this study, we consider deadline constraints: the WCTT of each stream, computed by schedulability analysis, must be less than the stream’s deadline.

The topology considered in this study is the one provided by an automotive OEM in [27]. As shown in Figure 1, the network comprises 5 switches and 16 nodes, with a data transmission rate equal to 100Mbps on all links, except for the 1Gbps link from ECU12 to Switch3.

### 3 PREDICTING FEASIBILITY WITH SUPERVISED LEARNING

In this section, we apply a supervised ML algorithm, namely k-Nearest Neighbours (k-NN), to predict whether TSN configurations are feasible or not. k-NN is a simple though powerful machine...
Defining features to be used in a ML algorithm is called “feature engineering”. This is a crucial step as the features, which are raw data, capture the domain-specific knowledge needed for the learning to take place. Once a set of candidate features has been identified, we have to select the ones that will be the most predictive and remove extraneous ones, as features with little or without predictive power will reduce the efficiency of an ML algorithm (this is called the “peaking” effect, see [12]). Feature engineering and feature selection have given rise to hundreds of studies over the past two decades (see [12, 20] for good starting points). Feature engineering is typically done with expert knowledge, or it can be automated with feature learning techniques and techniques belonging to deep learning.

In our context, the raw data available to us are relatively limited in number: number of streams of each type, characteristics of the streams, topology of the network, etc. There are also characteristics that we know will tend to make it difficult for a network to be feasible. For instance, if there is a bottleneck link in the network (i.e., the maximum load over all links is close to 1), or if the load is very unbalanced over the links, then it is more likely that the network will not be feasible than a network with perfectly balanced link loads with the same total number of flows. In a similar manner, with prior domain knowledge, it is possible to discard some features that will not be important factors for feasibility. In this study, we selected by iterative experiments the features among the raw data so as to maximize the prediction accuracy. We created a new feature from the raw data, the Gini index [13] of the load of the links, which evaluates the unbalancedness of link loads and thus the likelihood that there is one or several bottleneck links. This feature proves to increase noticeably the classification accuracy. From empirical experiments, we identified a set of five features with the most predictive power: the number of critical flows, the number of audio flows, the number of video flows, the maximum load of the network (over all links) and the Gini index of the loads of the links.

3.3 The k-NN classification algorithm

Given a training set made up of data characterized by a vector of $d$ features, k-NN works as follows:

1. It stores all data belonging to the training set.
2. Given an unlabelled data point $p$, the distance from $p$ to each training set data point $q$ is calculated by the Euclidean distance between the $d$ features of the two data in a $d$-dimensional space: $dist(p, q) = \sqrt{(p_1 - q_1)^2 + (p_2 - q_2)^2 + \ldots + (p_d - q_d)^2}$.
3. Based on the Euclidean distances, the algorithm identifies the $k$ data in the training set that are the “nearest” to the unlabelled data point $p$.
4. K-NN classifies the data in the category that is the most represented among its $k$ nearest neighbours. Here we are solving a binary classification problem: if the majority of the $k$ nearest neighbours is feasible, the unlabelled data is predicted to be feasible, otherwise, it is predicted to be non-feasible.

The best value for $k$ cannot be known beforehand, it has to be determined by iterative search (see §3.5). An advantage of k-NN is its reduced algorithmic complexity, which allows the use of large training sets. Actually, k-NN does not have a true training phase, it just stores the training data and postpone computation until classification. In terms of complexity, given $n$ the number of data in the training set, the complexity of prediction for each unlabelled data with k-NN is $O(n)$. For a comparison, the prediction time of two other popular ML classification algorithms, Decision Trees and Support Vector Machines [16], is constant but the worst-case complexity of their training phase is polynomial in the size of the training set.

Visual exploratory data analysis shows that feasible and non-feasible configurations in the training set tend to occupy distinct areas in the feature space (see Figure 4 in [31]). In other words,
whether a new configuration is feasible or not can usually be predicted by a majority voting among the closest data points in the feature space. As k-NN relies on the very same classification mechanism, this suggests that it is a technique well suited to our problem. However, they are also small areas in the feature space where feasible and non-feasible configurations are mixed, where k-NN, or any methods trying to draw boundaries between groups like Support Vector Machines (SVM, see [16]), will not be able to make the right decision.\footnote{Experiments with SVMs not shown here have led to very similar performances as the ones obtained with k-NN.}

3.4 Performance criteria and evaluation technique

The following six metrics are retained to evaluate the performance of the techniques considered in this study:

- The overall Accuracy ($Acc$) is the proportion of correct predictions over all predictions. The accuracy is the primary performance criterion in the following but it should be complemented with metrics making distinctions about the type of errors being made and that consider class imbalance.
- The True Positive Rate ($TPR$), also called the sensitivity of the model, is the percentage of correct predictions among all configurations that are feasible.
- The True Negative Rate ($TNR$), also called the specificity of the model, is the percentage of correct predictions among all configurations that are not feasible.
- The False Positive Rate ($FPR$) is the percentage of configurations falsely predicted as feasible among all non-feasible configurations.
- The False Negative Rate ($FNR$) is the percentage of configurations falsely predicted as non feasible among all feasible configurations.
- The Kappa statistic is an alternative measure of accuracy that takes into account the accuracy that would come from chance alone (e.g., suppose an event occurring with a rate of 1 in 1000, always predicting non-event will lead to an accuracy of 99.9%).

To combat model overfitting, that is a model being too specific to the training data and not generalizing well outside, we use cross-validation with the standard k-fold technique. With k-fold, the data set is divided into k equal-size subset. A single subset is retained as testing set to determine the prediction accuracy while the remaining subsets are used all together as training set. The process is repeated k times until all subsets have served as testing set, then the accuracy of prediction is computed as the average over all testing sets. k-fold evaluation guarantees that all configurations in the data set are used for prediction, i.e., there is no bias due to the prediction accuracy variability across testing sets. In this study, we perform 5-fold evaluation, i.e., there are 5200 labelled configurations in the training set (see §3.5) and 1300 unlabelled configurations in the testing set. With testing sets of size 1300, applying Theorem 2.4 in [19], the margin of error of the prediction accuracy is less than 2.72\% at a 95\% confidence level.

3.5 Experimental setup

The approach described in §3.1 requires to make certain experimental choices:

3.5.1 Networks in the training set. The training set is comprised of random TSN configurations based on the topology and traffic characteristics described in §2.3 with a total number of flows in the set $[50, 75, 100, 125, 150, 175, 200, 225, 250, 275, 300, 325, 350]$. The latter interval for the training set is chosen to be sufficiently wide to cover the needs of many applications. The type of each flow and the parameters of each flow are chosen at random with the characteristics described in §2.3. When the maximum link load exceeds 1 then the generated configuration is discarded as we know for certain that no feasible scheduling solution exists. With the aforementioned settings, the proportion of feasible and non-feasible configurations with respect to the maximum load over all links is as shown in Figure 3. On average, over the entire training set, the proportion of feasible configurations is 8.85\% for FIFO, 22.04\% for Manual, 52.77\% for CP8 and 55.96\% for Preshaping.

3.5.2 Size of the training set. A crucial issue is to choose the size of the training set; the larger the training set, the better the performance of ML but the higher the computation time. To estimate how many labelled configurations are needed for k-NN to be accurate,
we increase the size of the training set until the prediction accuracy of k-NN does not show significant improvements. As can be seen in Figure 4, the accuracy plateaus past 3250. In the rest of the study, we integrate a safety margin and use training sets of size 5200. This value is set based on the prediction accuracy for Preshaping since, as the experiments will show, it is the scheduling solution whose feasibility is the most difficult to predict and requires the largest training set.

3.5.3 Min-max normalization. Like usually done in ML, the five features retained (see §3.2) are rescaled into the range [0,1] based on the minimum and maximum possible value taken by a feature. This normalization allows that all features possess a similar weight in the Euclidean distance calculation.

3.5.4 Parameter $k$ of k-NN. Since the number of nearest neighbours $k$ leading to the best k-NN performance is unknown, we tested on the data making up the training set the values of $k$ in the range $[10,100]$ by step 10 and retained for each scheduling solution the best value of $k$ (see column 1 in Table 2). The difference between the best possible accuracy and the one obtained with a value of $k$ either 10 above or below the best $k$ value is always less than 1.17%. This suggests that in our problem k-NN is robust with respect to its parameter $k$.

3.6 Experimental results

3.6.1 Prediction accuracy. As can be seen in Table 2 the prediction accuracy of k-NN with the best $k$ values ranges from 91.84% to 95.94%. We note that it tends to decrease when the complexity of the scheduling mechanism increases. The more powerful the scheduling mechanism in terms of feasibility, we have here FIFO < Manual < CP8 < Preshaping (see last column of Table 2), the harder it is to predict its outcome on a given configuration, except for the accuracy of CP8, which is marginally better than Manual.

A prediction is wrong either due to a false positive or false negative. As Table 2 shows, there are differences between TPR and TNR across scheduling solutions. With FIFO, the TNR is much higher than the TPR. The reason may be due to the imbalance between feasible and non-feasible configurations in the training set. Indeed, with FIFO, non-feasible configurations largely outnumber feasible configurations with a proportion of 91.46% (versus 45.38% non-feasible solutions with Preshaping). Since there are much more “negative” training data, i.e., non-feasible configurations, the machine learning algorithm may be more likely to conclude to non-feasibility even when the configuration is actually feasible. We may also be concerned that with the imbalances in the testing set, a high

Figure 3: The solid green, dashed orange, dotted red and dash-dotted blue curves resp. represent the percentage of non-feasible configurations in the training set for FIFO, Manual, CP8, Preshaping scheduling versus the maximum load over all links. Logically, the higher the maximum link load, the more likely a configuration will not be feasible whatever the scheduling solution.

Figure 4: Prediction accuracy of k-NN (y-axis) versus size of the training set (x-axis). The accuracy increases when the training set grows, however there is a plateau when the training set size reaches 3250. The small fluctuation of the accuracy between 3250 and 5200 (less than 0.11%), can be explained by the non-deterministic characteristics of the TSN configurations evaluated. Results shown for Preshaping scheduling with parameter $k$ for k-NN equal to 20.

Table 2: Performance of k-NN for the different scheduling solutions with the best $k$ values ($k^*$). Accuracy (Acc), True Positive, True Negative Rates and Kappa statistics ($K$) obtained by 5-fold evaluation with testing sets of size 1300 each. Experiments done with R package class v7.3-14. The last column (F) is the percentage of feasible configurations for each scheduling solution in the training set of 5200 configurations.

<table>
<thead>
<tr>
<th></th>
<th>$k^*$</th>
<th>Acc(%)</th>
<th>TPR(%)</th>
<th>TNR(%)</th>
<th>$K$</th>
<th>F(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIFO</td>
<td>40</td>
<td>95.94</td>
<td>72.82</td>
<td>98.16</td>
<td>67.32</td>
<td>8.54</td>
</tr>
<tr>
<td>Manual</td>
<td>30</td>
<td>94.23</td>
<td>84.42</td>
<td>97.0</td>
<td>82.74</td>
<td>22.08</td>
</tr>
<tr>
<td>CP8</td>
<td>30</td>
<td>94.65</td>
<td>94.88</td>
<td>94.39</td>
<td>89.84</td>
<td>51.38</td>
</tr>
<tr>
<td>Preshaping</td>
<td>60</td>
<td>91.84</td>
<td>92.23</td>
<td>91.36</td>
<td>83.38</td>
<td>54.62</td>
</tr>
</tbody>
</table>

Add the following sentence to the above text: A prediction is wrong either due to a false positive or false negative. As Table 2 shows, there are differences between TPR and TNR across scheduling solutions. With FIFO, the TNR is much higher than the TPR. The reason may be due to the imbalance between feasible and non-feasible configurations in the training set. Indeed, with FIFO, non-feasible configurations largely outnumber feasible configurations with a proportion of 91.46% (versus 45.38% non-feasible solutions with Preshaping). Since there are much more “negative” training data, i.e., non-feasible configurations, the machine learning algorithm may be more likely to conclude to non-feasibility even when the configuration is actually feasible. We may also be concerned that with the imbalances in the testing set, a high
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Prediction accuracy can be obtained by chance alone. For instance, prediction accuracy for FIFO could be high just by consistently predicting non-feasible simple because the large majority of configurations are non-feasible. In order to answer this question, we calculate the Kappa statistic, or Kappa coefficient, which measures an “agreement” between correct prediction and true labels. If the Kappa coefficient is low, it is likely that true labels and predicted labels just match by chance. On the other hand, a Kappa coefficient higher than 60% is usually considered significant [26]. Table 2 includes the Kappa coefficients of k-NN prediction for the best value of k. Since the coefficients range from 67.32% to 83.38%, this suggests that the high accuracy of k-NN prediction is not obtained by chance alone.

3.6.2 Robustness of prediction. An important practical consideration is that a ML algorithm is able to perform well even if the unseen data does not meet perfectly the assumptions used in the training of the algorithm, that is during the learning phase. If the ML algorithm possesses some generalization ability to adapt to departure from the training assumptions, the model does not have to be retrained, and training sets re-generated in our context, each time the characteristics of the network change. We studied the extent to which changes in the traffic characteristics would influence the prediction accuracy of k-NN. We study this by keeping the training set unchanged, while changing some of the characteristics of the testing set. Precisely, the data payload size (denoted by s) of each critical flow in the testing set is set to a value randomly chosen in the range \([1−x)·s, (1+x)·s\]. The average network load remains similar whatever the value of x though, as the variations are both positive and negative with the same intensity in both cases.

In nine successive experiments with testing set of size 1300, the value of x is set from 0.1 to 0.9 by step of 0.1. Figure 5 summarizes the results obtained with the best k values, using boxplots, with the horizontal lines being the baseline prediction accuracies without changes in the training set. Although, the performance of k-NN tends to decrease with these changes, the deterioration is limited: less than 2.2% whatever the scheduling solution and the value of x. A first explanation is that some of the selected features, namely the maximum link load and the Gini index, are able to capture the variations of the data payloads and therefore remain predictive.

4 COMPARISON WITH SCHEDULABILITY ANALYSIS

It should be pointed out that the results of the precise schedulability analysis are considered in this study as 100% accurate, as this is the most accurate technique we have, and as we know for certain that it does not lead to false positive. In reality, the precise schedulability analysis is conservative, it returns upper bounds and not the exact worst-case values. Even if prior works [7, 10] suggest that the precise analysis for static priority is tight, its pessimism will create a certain amount of configurations deemed unfeasible while they are. This phenomenon introduces a bias in the accuracy results presented here, which leads to the FPR to be overestimated and the TNR to be underestimated. As our main concern are false positives, the actual risk with supervised learning may be less than in the results shown hereafter, though it cannot be precisely quantified.

In certain contexts, especially in design-space exploration, the choice of the verification technique should also consider computation time besides accuracy. Figure 6 shows the trade-offs between

Table 3: Summary of accuracy results. The worst accuracy (86.31% for CP8) is obtained with the approximate schedulability analysis, however, unlike with ML algorithms, none of the two schedulability analysis lead to false positive. Results are not available for the approximate analysis with Preshaping scheduling as the toolset does not support it.
accuracy and running times obtained with each of the techniques for Manual scheduling with computation on a single CPU core. Considering Manual scheduling provides the fairer picture of the different trade-offs. Indeed, the FIFO analysis is much simpler than the others, while for CP8 and Preshaping the time needed to assess the feasibility of a configuration includes computation that is not purely related to schedulability analysis but parameters setting (resp. priorities and shaping parameters). They both require the execution of several, usually many schedulability analyses each of the same complexity as the one for Manual scheduling (i.e., static priority scheduling).

The experiments done in this study lead to the insights summarized below:

- For a small number of configurations ($10^3$ here) the machine learning algorithm experimented is not competitive with precise and approximate schedulability analysis as it is both slower and less accurate. Approximate analysis and precise analysis offer Pareto optimal trade-offs between accuracy and running times. For a medium number of configurations ($10^4$ here), k-NN is still dominated by the approximate analysis. In many contexts however, like for Preshaping in this study, an efficient approximate analysis will not be available and then k-NN becomes competitive for a relatively small number of configurations. As k-NN execution time is negligible compared to schedulability analysis, this is basically the case as soon as the number of configurations tested is larger than the size of the training set (5200 in this study).
- For a large number of configurations ($10^6$ here), all techniques are meaningful as none is dominated by another for both the accuracy and running times. However precise analysis may not be practical because of the large execution times. For instance, with Manual scheduling, the precise analysis would take about 132 hours compared to less than 3 hours for the approximate analysis and 42 minutes for supervised learning, which corresponds to a speedup of 190 in favor of ML over precise analysis. Once the training time has been amortized, machine learning techniques are very fast even for very large number of configurations.

It should be borne in mind that both the approximate and precise TSN schedulability analyses are very fast on the TSN configurations tested (resp. 14.77ms and 804.52ms on average for 350 flows). The areas of maximal efficiency of the different techniques will thus be different for other schedulability analyses and types of configurations. For instance, with the simpler network topology used in the technical report [31], k-NN is already Pareto optimal for $10^5$ configurations.

5 RELATED WORK

Over the last two decades, ML techniques have been successfully applied to very diverse areas such as bioinformatics, computer vision, natural language processing, autonomous driving and software engineering [1, 2]. In recent years, deep learning algorithms, that perform feature extraction in an automated manner unlike with traditional ML techniques, have been an especially active field of research (see [36] for a survey). The two application domains of ML directly relevant to this work are networking and real-time systems. Between the two, ML in networking (see [41] for an overview), especially networking for the Internet, has been by far the most active area. ML has been applied to solve problems such as intrusion detection, on-line decision making (parameters and routes adaptation), protocol design, traffic and performance prediction. For instance, in [3] an ML algorithm, based on the “expert framework” technique, is used to predict on-line the round-trip time (RTT) of TCP connections. This algorithm allows TCP to adapt more quickly to changing congestion conditions, decreasing thus on average the difference between the estimated RTT and the true RTT, which results in better overall TCP performance. In [24] an algorithm belonging to Deep Belief Networks computes the packet routes dynamically instead of using conventional solutions based on OSPF (Open Shortest Path First). Another impressive application of ML is to be found in [42] where the authors implement a “synthesis-by-simulation” approach to generate better congestion control protocols for TCP comprising more than 150 control rules. ML has also found applications in real-time systems, although the results appear to be more disparate and less numerous. As early as 2006, [18] proposes the use of ML for the problem of automatically deriving loop bounds in WCET estimation. Later, researchers from the same group use a Bayesian network created from a training set made up of program executions to predict the presence of instructions in the cache [5]. Then [14] proposes the use of Deep Learning Neural Networks to predict the rate of interference suffered by a task in a multicore systems. Recently, a line of work has been devoted to ML algorithms for Dynamic Voltage and Frequency Scaling (DVFS) in battery-powered devices. For instance, [21] presents a learning-based framework relying on reinforcement learning for DVFS of real-time tasks on multi-core systems. ML techniques are also applied to decide the order of execution of tasks on-line. This has been done in various contexts. For instance [22] implements a neural network trained by reinforcement learning with evolutionary strategies to schedule real-time tasks in fog computing infrastructures, while in [25] multi-core task schedules are decided with Deep Neural networks trained by reinforcement learning using standard policy gradient control. Very relevant to this work is [39] that presents a framework based on the MAST tool suite for real-time systems to generate massive amount of synthetic test problems, configure them and perform schedulability analyses. This open-source framework dedicated to the study of task scheduling algorithms is similar in the spirit to the RTaW-Pegase tool [38] used in this study, that can be operated through a JAVA API and that includes a synthetic problem generation module named “Netairbench”. Such frameworks are key to facilitate and speed-up the development and performance assessment of ML algorithms, which requires extensive experiments, be they based on real or artificial data.

6 DISCUSSION AND PERSPECTIVES

This study shows that standard supervised ML techniques can be efficient at predicting the feasibility of realistic TSN network configurations in terms of computation time and accuracy. In particular our experiments show that ML techniques outperform in some contexts a coarse grained schedulability analysis with respect to those two performance metrics. Importantly, the ML algorithms experimented in this work neither require huge amount of data...
Figure 6: Accuracy (%) versus total running time (seconds in log scale) on a single computational core for $10^3$ (yellow), $10^5$ (blue) and $10^6$ (red) TSN configurations with Manual scheduling. Running times are averages over sets of configurations with the number of flows ranging from 50 to 350. Squares, points and triangles identify results with k-NN, Approximate and Precise analysis respectively. Running times of ML algorithms only increase marginally when the number of configurations grows, whereas the running time of the analyses increases linearly with size of the testing set. Experiments conducted on one core of an Intel I7-8700 processor with k-NN algorithm from the \texttt{class v7.3-14} R package and schedulability analysis from RTaW-Pegase v3.4.3 Java library [38].

nor important computing power, they can be part of the toolbox of the network designers and run on standard desktop computers. Further work is however clearly needed to assess the capabilities and limits of this approach in other contexts.

A key difference of ML-based feasibility verification with conventional schedulability analysis is the possibility of having a certain amount of “false positives”, from 1.84% to 8.64% in our experiments. This may not be a problem in a design-space exploration process as long as the few retained solutions at the end, the ones proposed to the designer, are verified by an analysis that is not prone to false positives. If ML techniques are to be used to predict feasibility in contexts where no schedulability analysis is available, then the execution environment should provide runtime mechanisms (e.g., task and message dropping) to mitigate the risk of not meeting timing constraints and ensure that the system is fail-safe.

A well-known pitfall of supervised ML is to rely on training data that are not representative of the unseen data on which the ML algorithm will be applied. This may cause ML to fail silently, that is without ways for the user to know it. For instance, k-NN is more likely to return a wrong prediction when, in the feature space, the neighbourhood of the unseen data is sparse (see experiments in [23]). In our experiments, k-NN proved to be robust to departure from the data payload assumptions. In this work the network topology of the configurations in the training set and the testing set are identical. Changes in the topology was outside the scope of the study, as, in the design of critical embedded networks, the topology is usually decided early in the design phases, before the traffic is entirely known. The problem will probably be more difficult for ML if the unseen configurations may have different topologies, much larger training sets with a diversity of topologies will be required and the overall prediction accuracy might be reduced.

This study can be extended in several other directions:

- In order to minimize the rate of false positives, a measure of the uncertainty of prediction can be used to decide to drop a prediction if the uncertainty is too high and rely instead on a conventional schedulability analysis. This leads to envision hybrid feasibility verification algorithms where the clear-cut decisions are taken by ML algorithms, while the more difficult ones are taken by conventional schedulability analysis. This approach is explored in [23].
- We intentionally applied standard ML techniques using the kind of computing power for building the training sets that can be provided by standard desktop computers in a few hours. A better prediction accuracy may be achievable with 1) larger training sets, 2) additional features such as the priorities of the flows to capture additional domain-specific
knowledge, and 3) more sophisticated ML algorithms like XGBoost [11]. Also promising are "ensemble methods" which combine the results of several ML algorithms, for instance by majority voting.

- Semi-supervised learning, making use for the training set of a small amount of labelled data together with a large amount of unlabelled data, may prove to be more efficient that supervised learning for the problem of predicting feasibility. Indeed, as the CPU time needed to create synthetic TSN configurations is negligible compared to the CPU time needed to label the data by schedulability analysis, semi-supervised learning would allow the ML algorithms to rely on training sets several orders of magnitude larger than with supervised learning.

- To perform well, the k-NN algorithm used in this work requires to be provided with "hand-crafted" features capturing domain knowledge, such as the Gini index of the link loads in this study. Most likely not all relevant features have been identified. A future work is to apply on the same problem deep learning techniques that automate feature extraction. However, to do so, deep learning algorithms may require much larger training set.

In this work, ML is applied to predict the feasibility with respect to deadline constraints verified by schedulability analysis. There are other timing constraints that can only be verified by simulation, such as throughput constraints with complex protocols like TCP. ML could also be efficient in such contexts as a simulation, for its results to be sufficiently robust in terms of sample size, typically takes at least one order of magnitude longer to execute than a schedulability analysis.

The approach investigated in this work can be applied for verifying the feasibility in other areas of real-time computing, for instance it could be used for end-to-end timing chains across several resources whose schedulability analyses are typically very compute intensive. Besides the feasibility problem, ML has the potential to offer solutions to other difficult problems in the area of real-time networking. In our view, it could be especially helpful for admission control in real-time, an emerging need in real-time networks with the increasing dynamics of the applications for both the industrial and the automotive domains. Another domain of application of ML, like exemplified in [25], is resource allocation. In the context of TSN, ML is a good candidate to help build bandwidth-effective time-triggered communication schedules for IEEE802.1Qbv.
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