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Abstract In order to derive high-precision static Gravity Recovery and Climate Experiment (GRACE)-only gravity field solutions, the following strategies were implemented in this study: (1) a refined accelerometer calibration model that treats monthly accelerometer scales as a third-order polynomial and daily accelerometer biases as a fifth-order polynomial was developed to calibrate accelerometer measurements; (2) the errors of the acceleration and attitude data were estimated together with the geopotential coefficients and accelerometer parameters on the basis of the weighted least squares adjustments; (3) a nearly complete observation series of GRACE mission was used to decrease the condition number of normal equation; and (4) the gravity data collected in lower orbit altitude were also included to decrease the condition number. Our results show that (1) the refined accelerometer calibration model with much less parameters performs as well as previous methods (i.e., solving daily scales and hourly biases or estimating biases along with bias rates every 2 hr). However, it provides a system of more stable normal equation and less high-frequency noise in gravity field solutions; (2) high-frequency noise in the gravity field solution is reduced by modeling the errors of the acceleration and attitude data; (3) the geopotential coefficients at all degrees is greatly enhanced by using longer GRACE time series (especially the data by the end of 2010); and (4) due to lower orbit altitude, the GRACE data collected since 2014 lead to a significant improvement of the gravity field solution as the satellites are more sensitive to higher-frequency signal. Using the refined strategies, an unconstrained static solution (named Tongji-Grace02s) up to degree and order 180 was derived. For further suppressing the high-frequency noise, a regularization strategy based on the Kaula rule is applied to the degrees and orders beyond 80, leading to a regularized model Tongji-Grace02k. To validate the quality of the derived models, both Tongji-Grace02s and Tongji-Grace02k were compared to the latest GRACE-only models (i.e., GGM05S, ITU_GRACE16, ITSG-Grace2014s, and ITSG-Grace2014k) and validated using independent data (i.e., Global Navigation Satellite Systems (GNSS)/Leveling data and DTU13 oceanic gravity data). Compared to other models, much less spatial noise in terms of global gravity anomalies with respect to the state-of-the-art model EIGEN6C4 and far higher accuracy at high degrees are achieved by Tongji-Grace02s. The same conclusions can be drawn for Tongji-Grace02k when the same analyses were applied to the regularized solutions ITSG-Grace2014k and Tongji-Grace02k. Validations with independent data confirm that Tongji-Grace02s has the least noise among the unconstrained GRACE-only models and Tongji-Grace02k is the one with the best accuracy among the regularized GRACE-only solutions. For the tests up to degree and order 180 using GNSS/Leveling data, the improvements of Tongji-Grace02s with respect to ITSG-Grace2014s reach 13% over Canada and 23% in Mexico. Even better, no less than 58% of improvement is achieved by both Tongji-Grace02s relative to ITSG-Grace2014s and Tongji-Grace02k with respect to ITSG-Grace2014k in the validation based on DTU13 data.

1. Introduction

The Gravity Recovery and Climate Experiment (GRACE) mission jointly developed by the National Aeronautics and Space Administration (NASA) and the German Aerospace Center offered scientific information on both static and time-variable gravity fields of the Earth for almost 15 years (Kusche et al., 2012; Schmidt et al., 2006; Tapley et al., 2004). The GRACE mission consists of a pair of satellites separated about 200 km, tracking each other in a near-circular orbit of about 500-km altitude and 89.5° inclination. Both
saturates are equipped with accurate GNSS receivers for continuously measuring the satellites’ orbits with a precision of a few centimeters and microwave ranging sensors for observing the intersatellite range rate with a higher accuracy of around 2 μm/s and SuperSTAR accelerometer sensors applied to observe the nongravitational acceleration with the accuracy level of 10⁻¹⁰ m/s² (Flury et al., 2008). The success of the GRACE mission basically depends on the orbit, intersatellite range rate, and accelerometer measurements. Based on the collected observations, a number of static GRACE-only gravity field models (e.g., ITG-GRACE2010 [Mayer-Gürr et al., 2010], AIUB-GRACE03S [Jäggi et al., 2010], GGM05S [Tapley et al., 2013], Tongji-GRACE01 [Chen, Shen, Zhang, Hsu, Chen, 2015; Chen, Shen, Zhang, Hsu, Chen, Ju, et al., 2015], ITS-G-Grace2014s [Mayer-Gürr et al., 2014], ITSG-Grace2014k [Mayer-Gürr et al., 2014], ITU-GRACE16 [Guo et al., 2015], and HUST-Grace2016s [Zhou et al., 2017]) have been successfully derived by different data processing centers.

For static gravity field modeling, error sources originating from instrument errors (Chen et al., 2016; Klinger & Mayer-Gürr, 2016) and imperfect background force models (especially aliasing errors from ocean models and oceanic and atmospheric nontidal variation models; Kurtenbach et al., 2009; Seo et al., 2008) and orbit configuration (Dobslaw et al., 2016; Flechtner et al., 2016; Liu et al., 2010; Save, 2009) are generally recognized as the crucial factors affecting the quality of the estimated geopotential coefficients. As one of the most important error sources, the instrument errors caused by limited sensitivities of the sensors directly contaminate the primary GRACE observations (i.e., orbits, range rates, attitudes, and accelerations). The errors of the orbit measurements have a direct relation to the gravity field estimates (Ditmar et al., 2012; Zehentner & Mayer-Gürr, 2016), which can be suppressed by downweighting the orbit data during gravity field modeling (Bettadpur, 2012; Bruinsma et al., 2014; Dahl et al., 2012; Jäggi et al., 2010; Mayer-Gürr, 2006; Shen et al., 2015; Watkins & Yuan, 2014; Xu et al., 2017). Recently, low-frequency noise in the intersatellite range or range rate measurements has been demonstrated to contaminate the gravity field estimates; thus, either empirical parameters or covariance matrices are introduced to the intersatellite range or range rate data in various gravity field recovery methods (Behzadpour et al., 2016; Ditmar et al., 2012; Farahani et al., 2013; Liu et al., 2010; Zhao et al., 2011; Zhou et al., 2017).

In addition to the orbit and K-band ranging data errors, the errors of the accelerometer observations in the Scientific Reference Frame (SRF) measured by the accelerometers and the attitude data collected by the star cameras are also the important error sources in gravity field modeling. This is because the attitude data in terms of quaternion are directly applied to transform the accelerometer measurements from the SRF to the inertial frame. The transferred accelerometer data are employed for removing effects of atmospheric drag, solar radiation pressure, and the Earth albedo. The accelerometer device achieves the accuracies of 10⁻¹⁰ m/s² for two high sensitive axes (along-track and radial directions) and 10⁻⁹ m/s² for one less sensitive axis (Flury et al., 2008). The star camera has one boresight axis in Z direction and two cross-boresight axes in both X and Y directions (Bandikova & Flury, 2014; Inácio et al., 2015). As shown in Bandikova and Flury (2014) and Wu et al. (2006), the accuracies of the rotation across the boresight axes are almost 1 order of magnitude better than that along with the boresight one. Because of imperfectness of the sensors, both attitude and acceleration data are inevitably contaminated by measurement errors, which eventually degrade the derived gravity field models (Bandikova et al., 2014; Harvey, 2016). Bandikova et al. (2014) slightly improved the monthly gravity field solutions based on the attitude measurements reprocessed by combining the official SCA1B data and angular acceleration observations. As gravity field modeling directly relies on the quality of the accelerometer measurements, a data screening method for the accelerometer data was conducted by Klinger and Mayer-Gürr (2016). Other scientists (e.g., Flury et al., 2008; Inácio et al., 2015) also investigated the error behaviors of the attitude and accelerometer observations. As the quite important error sources in gravity field recovery, the errors of the attitude and acceleration data were estimated for the first time together with the geopotential coefficients and accelerometer parameters by using the weighted least squares method in Chen et al. (2016), which remarkably suppresses the high-frequency noise of the recovered monthly gravity field models. Although various stochastic models of errors in GRACE observables were employed by different research centers (Bettadpur, 2012; Dahl et al., 2012; Mayer-Gürr, 2006) in static GRACE-only gravity field modeling, both attitude and nongravitational acceleration corrections up to now are rarely estimated, which may amplify the noise at high degrees. In mathematical sense, considering the observation errors of the attitude and acceleration data in gravity field modeling is anticipated to derive a more stable normal equation.
The main objectives of this study are to identify the error sources in static GRACE-only gravity models released and to develop refined data processing strategies for computing high-precision static GRACE-only gravity field models. In order to avoid excessive parameterization during calibrating accelerometer data, the}

The accelerometer measurements must be calibrated via scale and bias parameters before employed in gravity field recovery. Poor scale and bias estimates will certainly degrade orbit integration and eventually cause decrease of the quality of the gravity field solutions. Behaviors of both scales and biases to a great extent rely on thermal control service for the accelerometers (Klinger & Mayer-Gürr, 2016), which means that an accurate determination of gravity field models should consider the case when the thermal control service is switched off. In the past years, daily scales and hourly biases were generally applied to each accelerometer by a lot of data processing centers, for example, GeoForschungsZentrum Potsdam (Dahle et al., 2012) and Jet Propulsion Laboratory (JPL; Watkins & Yuan, 2014). Recent investigation conducted by Klinger and Mayer-Gürr (2016) reveals that estimating daily biases based on uniform cubic basis splines and daily scales based on fully populated scale factor matrices will dramatically reduce the impacts of the lack of the thermal control, and it even makes the C20 coefficients derived from the GRACE data become much closer to those solved from Satellite Laser Ranging data. Analogously, a low-order polynomial (3 order) for daily biases was introduced for each accelerometer in the along-track direction by Meyer et al. (2016), while only constant biases in both radial and cross-track directions were solved daily. Furthermore, a set of piecewise constant acceleration parameters in three axes of each accelerometer was estimated per 15 min so that the temperature changes of each accelerometer can be accounted for. Though the errors of accelerometer measurements of both satellites were solved in Chen et al. (2016), the accelerometer calibration method estimates accelerometer biases hourly for each accelerometer axis. This means that too many accelerometer parameters are required to be solved, which may lead to excessive parameterization. This study aims at deriving high-precision static GRACE-only gravity field models; thus, both scales and biases are modeled by polynomials besides estimating the errors of the attitude and acceleration data. Since the refined mathematical model in this paper reduces almost triple numbers of the accelerometer calibration parameters compared to that used in Chen et al. (2016) and estimates the attitude and acceleration errors, it is anticipated to create better conditioned normal equation and even lead to considerably enhanced static gravity field models.

As mentioned above, the GRACE orbit configuration is another crucial factor to prevent the improvement of gravity field estimation apart from the error sources from instruments. The twin GRACE satellites are flying in near-polar orbits, resulting in poor ground track coverage on both medium- and low-latitude regions. Consequently, the normal equations for global gravity field solutions are ill-conditioned (Save, 2009), which of course degrades gravity field models. Some simulation analyses (e.g., Bender et al., 2008; Dobslaw et al., 2016; Wiese, 2011) proved that adding a second pair of satellites with small orbit inclination will contribute more precise gravity field models, which substantially stabilizes the normal equation by improving the ground track coverage on the medium- and low-latitude areas. To reduce the impact of the sparse ground track coverage on the medium and low latitudes, one direct option is to use much longer GRACE data span in gravity field estimation, but, currently even the high-quality model ITSG-Grace2014s only used the GRACE data in the time span February 2003 to December 2013. A sufficiently long GRACE data span, particularly including the data collected in significantly decreased orbital altitudes since 2014 (they show much stronger sensitivity to the gravity field signals), will be expected to remarkably improve the ill-conditioned normal equation and the gravity field estimates. Another option is applying regularization to the normal equation in deriving static gravity field solutions, which will markedly stabilize the ill-conditioned solutions as well. However, to our best of knowledge, until now only ITSG-Grace2014k from Graz University of Technology has been regularized based on the Kaula rule among the various static GRACE-only gravity field models released.

The main objectives of this study are to identify the error sources in static GRACE-only gravity field modeling and to develop refined data processing strategies for computing high-precision static GRACE-only gravity field models. In order to avoid excessive parameterization during calibrating accelerometer data, the
accelerometer scales and biases are modeled by polynomials. To account for the error sources from the observation errors, the errors of the orbit, intersatellite range rate, attitude, and accelerometer data are solved as well. The above strategies indeed are for deriving more stable normal equation, which is essential for the improvement of the gravity field estimates. To stabilize the recovered gravity field model, especially the high-degree coefficients, the GRACE-only data spanning the period January 2003 to July 2016 and a regularization method based on the Kaula rule are applied, leading to two high-precision static GRACE-only models (i.e., an unconstrained one called Tongji-Grace02s and a regularized one named Tongji-Grace02k). The rest of this paper is organized as follows. In section 2 a refined methodology for calibrating the accelerometer data in the SRF on the basis of Chen et al. (2016) and a regularized method based on the Kaula rule are presented. Detailed data processing for both unconstrained and regularized solutions is given in section 3. Section 4 discusses the benefit of the refined methodology and the added value of using long GRACE time series data and the contribution of the greatly decreased orbital altitudes since 2014. The analyses and verifications of the derived models are done in sections 5 and 6, respectively. Section 7 is left for concluding remarks.

2. Earth’s Gravity Field Determination

The external potential of the Earth satisfies the Laplace equation. In general, the Earth’s gravitational potential $V(r, \theta, \lambda)$ is expressed as follows (Heiskanen & Moritz, 1967):

$$V(r, \theta, \lambda) = \frac{GM_e}{r} \left[ 1 + \sum_{n=2}^{\infty} \left( \frac{a_0}{r} \right)^n \sum_{m=0}^{n} \left( \mathcal{T}_{nm} \cos \lambda + \mathcal{S}_{nm} \sin \lambda \right) P_{nm}(\cos \theta) \right]$$

where $r$, $\theta$, $\lambda$ are geocentric radius, colatitudes, and longitude at a particular location respectively; $G$ stands for the gravitational constant; the factor $M_e$ is the mass of the Earth, and $a_0$ is the semimajor radius of the Earth; $P_{nm}$ represents the normalized Legendre polynomial; and $\mathcal{T}_{nm}$ and $\mathcal{S}_{nm}$ denote geopotential coefficients to be estimated for degree $n$ and order $m$. For GRACE-based gravity field modeling, the coefficients $\mathcal{T}_{nm}$ and $\mathcal{S}_{nm}$ up to degree and order $N$ can be determined on the basis of the modified short-arc approach considering both attitude and accelerometer data errors (Chen et al., 2016). To avoid excessive parameterization in the accelerometer calibration model and reduce the impact of the ill-conditioned normal equation, this research further refines the methodology in Chen et al. (2016) via optimizing calibration model for both accelerometer biases and scales and applying regularization.

2.1. Review for the Method of Modeling Acceleration and Attitude Errors

The classical short-arc approach was applied to gravity field modeling by Mayer-Gürr (2006), while the errors of the accelerometer measurements and attitude observations were not considered. To account for these errors, Chen et al. (2016) introduced the corrections to the acceleration and attitude observations, leading to the linearized observation equations for the satellite’s position and velocity vectors below:

$$\mathbf{r}(\tau_i) + \mathbf{v}_i(\tau_i) = (\mathbf{r}_0 + \mathbf{v}_0)(1 - \tau_i) + (\mathbf{r}_N + \mathbf{v}_N)(\tau_i) - T \sum_{k=0}^{N} \alpha_k K_\tau(\tau_i, \tau_k)$$

where

$$K_\tau = \frac{r}{\tau} \left[ \begin{array}{c} a_g(r_x, u_x) + a_{ng}(a_1, q_1, r, S_0, b_0) + \frac{\partial a_g(r_x, u_x)}{\partial r} v_{r_1} + \frac{\partial a_g(r_x, u_x)}{\partial u} v_{u_1} + \frac{\partial a_{ng}(a_1, q_1, r, S_0, b_0)}{\partial q_1} v_{q_1} + \frac{\partial a_{ng}(a_1, q_1, r, S_0, b_0)}{\partial b_1} v_{b_1} \\ c a_{ng}(a_1, q_1, r, S_0, b_0) \end{array} \right]$$

$$\mathbf{r}(\tau_i) = \frac{(\mathbf{r}_N + \mathbf{v}_N) - (\mathbf{r}_0 + \mathbf{v}_0)}{T} + T \sum_{k=0}^{N} \beta_k \frac{\partial K_\tau(\tau_i, \tau_k)}{\partial \tau_k}$$

where $K_\tau$ is the integral kernel defined in Mayer-Gürr (2006); $T$ is arc length; $\alpha_k$ and $\beta_k$ are integration coefficients; $N$ is maximum index of epochs for each arc; $\mathbf{r}_k(\tau_k)(k = 0, 1, \ldots, N)$ and $\mathbf{v}_k(\tau_k)(k = 0, 1, \ldots, N)$ stand for the satellite’s position and velocity vectors at normalize time $\tau_k$; the position
measurements at two boundaries of the arc, namely, \( r_A \) and \( r_B \) are the special cases of \( r_i(t) \) when \( k = 0 \) and \( k = N \); \( \mathbf{v}_{at}^k \) \( (k = 0, 1, \ldots, N) \) and \( \mathbf{v}_{eq}^k (k = 0, 1, \ldots, N) \) are the corrections to the accelerometer measurements \( \mathbf{a}_i^k \) \( (k = 0, 1, \ldots, N) \) in the SRF and the attitude observations \( \mathbf{q}_i^k (k = 0, 1, \ldots, N) \) respectively; and the scale vector \( S \) and bias vector \( b \) are used for calibrating the accelerometer observations \( \mathbf{a}_i^k \) \( (k = 0, 1, \ldots, N) \). With the help of the attitude data \( \mathbf{q}_i^k (k = 0, 1, \ldots, N) \), the calibrated accelerometer observations \( \mathbf{a}_i^k \) \( (k = 0, 1, \ldots, N) \) are transformed from the SRF into the inertial frame according to \( \mathbf{a}_{np}^k (q, S, b) = \mathbf{C}(q)^T(Sa + b) \), in which the rotation matrix \( \mathbf{C}(q) \) (from the inertial system to the SRF) is easily constructed by using the attitude observations in terms of quaternion \( q = (q_1, q_2, q_3, q_4) \). The gravitational acceleration \( \mathbf{a}_i(k = 0, 1, \ldots, N) \) is associated with the satellite’s position vector and gravity field parameters \( u \). The satellites’ velocity vector \( \mathbf{v}(t_k) \) \( (k = 0, \ldots, N) \) is expressed as a function regarding both gravitational acceleration and accelerometer data. \( u_0 \) and \( S_0 \) and \( b_0 \) are a priori values of \( u \) and \( S \) and \( b \), respectively.

To constrain the corrections to the attitude data, a linearized observation equation for the attitude observations is given as follows:

\[
2(q_i^T) \mathbf{v}_d = 1 - (q_i^T q_i)
\] (4)

where the right-hand side may not be zero when data gaps occur and some interpolation methods are applied to interpolate every element in the missing quaternion data.

2.2. Gravity Field Modeling Based On Refined Accelerometer Calibration Method

Although the corrections to the accelerometer measurements and attitude observations in both equations (2) and (3) are applied to account for their observation errors in Chen et al. (2016), the accelerometer scales were only fixed by a priori values and the accelerometer biases were simply solved hourly, which may result in excessive parameterization. In this study, for each accelerometer axis, the biases are further modeled by using a \( K \)-order polynomial for each day and the scales are expressed as an \( M \)-order polynomial for each month:

\[
b_i(t_k) = b_0 + d_1(tk - \tau_{refb}) + d_2(tk - \tau_{refb})^2 + \ldots + d_k(tk - \tau_{refb})^K
\] (5)

\[
S_i(t_k) = S_0 + c_1(tk - \tau_{refs}) + c_2(tk - \tau_{refs})^2 + \ldots + c_M(tk - \tau_{refs})^M
\] (6)

where the scales and biases are both treated as time-dependent functions; \( \tau_{refs} \) and \( \tau_{refb} \) denote reference epochs for scales and biases, respectively; the polynomial coefficients for monthly scales \( c = (c_0, c_1, c_2, \ldots, c_M)^T \) and daily biases \( D = (d_0, d_1, d_2, \ldots, d_K)^T \) are parameters to be estimated. Implementing parameterization of monthly scales and daily biases in equations (5) and (6) and then substituting them into equations (2) and (3), the linearized observation equations (2) and (3) for the satellite’s position and velocity vectors can be refined. Since the amount of the accelerometer parameters has been greatly reduced by only estimating the polynomial coefficients for monthly scales and daily biases, the normal equation is anticipated to be less ill-conditioned, which may lead to better gravity field estimates. To utilize the high-precision range rate measurement, the observation equation for the range rate measurement \( \dot{r}(t_i) \) at the \( i \)-th epoch can be established as

\[
\dot{r}(t_i) = \mathbf{e}_{at}(t_i)(\mathbf{r}_B(t_i) - \mathbf{r}_A(t_i)) = \mathbf{f}(\mathbf{r}_A(t_i), \mathbf{r}_B(t_i), \mathbf{a}_A, \mathbf{a}_B, \mathbf{q}_A, \mathbf{q}_B, \mathbf{u}, \mathbf{C}_A, \mathbf{C}_B, \mathbf{D}_A, \mathbf{D}_B)
\] (7)

where the subscripts "A" and "B" denote the twin satellites GRACE A and GRACE B, respectively; \( \mathbf{r}_A(t_i) \) and \( \mathbf{r}_B(t_i) \) represent the position vectors for the twin satellites; and the velocity vectors for both satellites are denoted as \( \mathbf{v}_A(t_i) \) and \( \mathbf{v}_B(t_i) \) separately. Introducing a correction term \( \nu_{r}(t_i) \) to the range rate measurement at the \( i \)-th epoch and substituting the refined linearized observation equations for the satellite’s position and velocity vectors into equation (7), we further conduct a linearized observation equation for the range rate

\[
\dot{r}(t_i) + \nu_r(t_i) = \mathbf{f}(\mathbf{r}_A(t_i), \mathbf{r}_B(t_i), \mathbf{a}_A, \mathbf{a}_B, \mathbf{q}_A, \mathbf{q}_B, \mathbf{u}, \mathbf{C}_A, \mathbf{C}_B, \mathbf{D}_A, \mathbf{D}_B) + \frac{\partial f}{\partial \mathbf{C}_A} + \frac{\partial f}{\partial \mathbf{C}_B} + \frac{\partial f}{\partial \mathbf{D}_A} + \frac{\partial f}{\partial \mathbf{D}_B} + \sum_{k=0}^{N} \left( \frac{\partial f}{\partial \mathbf{r}_A^k} \mathbf{v}_{rA} + \frac{\partial f}{\partial \mathbf{r}_B^k} \mathbf{v}_{rB} + \frac{\partial f}{\partial \mathbf{a}_A^k} \mathbf{v}_{aA} + \frac{\partial f}{\partial \mathbf{a}_B^k} \mathbf{v}_{aB} + \frac{\partial f}{\partial \mathbf{q}_A^k} \mathbf{v}_{qA} + \frac{\partial f}{\partial \mathbf{q}_B^k} \mathbf{v}_{qB} \right)
\] (8)

where \( \delta \mathbf{C}_A \) and \( \delta \mathbf{C}_B \) are the corrections to the polynomial coefficients of monthly scales; \( \delta \mathbf{D}_A \) and \( \delta \mathbf{D}_B \) stand for the corrections to the polynomial coefficients of daily biases; \( \mathbf{v}_{rA} \) and \( \mathbf{v}_{rB} \) are the orbit
correction vectors; and \( \mathbf{e}_{\delta}(t) = (\mathbf{r}_a(t) - \mathbf{r}_d(t))/\rho(t) \) is the unit vector of line-of-sight direction. For each arc, we rewrite the corrections to all parameters as
\[
\mathbf{x}_i = (\delta \mathbf{u}_i^T, \delta \mathbf{C}_A^T, \delta \mathbf{C}_B^T, \delta \mathbf{D}_A^T, \delta \mathbf{D}_B^T)^T
\]
and the correction vector to all the observations as
\[
\mathbf{v}_i = \begin{pmatrix}
\mathbf{v}_a^T, \mathbf{v}_d^T, \mathbf{v}_a^T, \mathbf{v}_a^T, \mathbf{v}_a^T, \mathbf{v}_a^T
\end{pmatrix}^T.
\]
Based on the constraint equation to the attitudes and the observation equations for both the orbit positions and range rates that estimate polynomial coefficients \( \mathbf{C} \) and \( \mathbf{D} \), the partial derivative matrices \( \mathbf{B}_a \) and \( \mathbf{B}_v \) with respect to \( \mathbf{x}_i \) and \( \mathbf{v}_i \) respectively can be easily gathered along with the residual vector \( \mathbf{y}_i \). Subsequently, the observation equations at the \( j \)-th arc can be simplified as
\[
\mathbf{B}_x \mathbf{x}_j + \mathbf{B}_v \mathbf{v}_j = \mathbf{y}_j
\]  
(9)

Using a weight matrix \( \mathbf{P}_j \) for all the observations (i.e., orbits, attitudes, and accelerations for both satellites and intersatellite range rates), the normal equation regarding all the parameters for each arc can be derived by minimizing \( \mathbf{v}_j^T \mathbf{P}_j \mathbf{v}_j \) as follows:
\[
\begin{pmatrix}
\mathbf{B}_x^T \mathbf{B}_x \mathbf{P}_j^{-1} \mathbf{B}_v^T \\
\mathbf{B}_x^T \mathbf{B}_x \mathbf{P}_j^{-1} \mathbf{B}_v
\end{pmatrix}^{-1}
\begin{pmatrix}
\delta \mathbf{u}_i^T \\
\delta \mathbf{C}_A^T \\
\delta \mathbf{C}_B^T \\
\delta \mathbf{D}_A^T \\
\delta \mathbf{D}_B^T
\end{pmatrix} = \mathbf{B}_x^T \mathbf{P}_j^{-1} \mathbf{B}_v \mathbf{y}_j,
\]
(10)

In an attempt to reduce the size of the final normal equation, the subnormal equations of all the arcs after eliminating the daily accelerometer biases are first merged. Then the monthly accelerometer scales are further eliminated from the merged normal equation, and consequently, a final unconstrained normal equation for solving the gravity field coefficients is conducted as follows:
\[
\mathbf{N}_{uu} \delta \mathbf{u} = \mathbf{W}_u
\]  
(11)

where \( \mathbf{N}_{uu} \) and \( \mathbf{W}_u \) denote the normal matrix and the right-hand vector of the final normal equation. The least squares estimates of the geopotential coefficients can be directly computed with equation (11).

2.3. Regularized Gravity Field Solution

Due to the severely ill-conditioned normal equation, the coefficients of the unconstrained static gravity field model (especially at high degrees) are greatly contaminated by noise. With an attempt to reduce the noise, a regularized solution constrained by using the Kaula rule is briefly described in this section. If we define the regularization matrix based on the Kaula constraint as \( \mathbf{K} \), then the regularized solution \( \delta \mathbf{u}_a \) can be obtained as follows:
\[
\delta \mathbf{u}_a = (\mathbf{N}_{uu} + \alpha \mathbf{K})^{-1} \mathbf{W}_u
\]  
(12)

where \( \alpha \) is the regularization parameter. The regularized solution is biased, and the bias is evaluated by
\[
\mathbf{b}_a = -\alpha (\mathbf{N}_{uu} + \alpha \mathbf{K})^{-1} \mathbf{K} \overline{\delta \mathbf{u}}
\]  
(13)

where \( \overline{\delta \mathbf{u}} \) stands for the true geopotential parameter. In practice, \( \overline{\delta \mathbf{u}} \) is usually replaced by the least squares solution. To determine the optimal regularization parameter, general cross-validation (GCV) method (Golub et al., 1979) is usually employed. If there are \( n \) observables in an ill-conditioned observational equation, the optimal regularization parameter determined by using the GCV approach is for ensuring that each observable can be best predicted by using the remaining \( n - 1 \) observables. However, this study prefers to use the mean square error (MSE) method (Shen et al., 2012) to determine the optimal regularization parameter, the reason for which will be discussed in section 3. The kernel of the MSE method is to keep a balance between noise reduction and bias caused by regularization. The MSE of the regularized solution is computed by
\[
\text{MSE}(\delta \mathbf{u}_a) = \sigma_a^2 \mathbf{Q}_a \mathbf{N}_{uu} \mathbf{Q}_a + \alpha^2 \mathbf{Q}_a \mathbf{K} \overline{\delta \mathbf{u}} \overline{\delta \mathbf{u}}^T \mathbf{K} \mathbf{Q}_a
\]  
(14)
in which $\sigma_0$ is the variance of unit weight, $\mathbf{Q}_0 = (\mathbf{N}_{uu} + \alpha \mathbf{K})^{-1}$. In this investigation, the regularization parameter $\alpha$ is determined by minimizing the trace of $\text{MSE}(\mathbf{u}_k)$:

$$\min : \text{trace}[\text{MSE}(\mathbf{u}_k)] = \sigma_0^2 \text{trace}[\mathbf{Q}_0 \mathbf{N}_{uu} \mathbf{Q}_0] + \alpha^2 \text{trace}[\mathbf{Q}_0 \mathbf{K} \mathbf{u}_k \mathbf{u}_k^T \mathbf{K} \mathbf{Q}_0]$$  \quad (15)

where $\mathbf{u}_k$ denotes the least squares solution.

### 3. Computation of Tongji-Grace02s and Tongji-Grace02k

#### 3.1. Measurements

To develop high-precision static GRACE-based gravity field models, the GRACE Level-1B measurements (the acceleration and attitudes of the twin satellites and the intersatellite range rates) released by JPL for the period January 2003 to July 2016 are employed. Because the orbit data are sensitive to the geopotential coefficients at the very low degrees (Meyer et al., 2016) and the reduced-dynamic orbits from JPL are contaminated by a priori gravity field information (Jäggi et al., 2007), the reduced-dynamic orbits may lead to signal reductions of the solved gravity field models at the very low degrees. Hence, kinematic orbits (with the same data span as the applied official data) offered by Graz University of Technology are adopted instead of the reduced-dynamic ones used in Chen et al. (2016). However, the sampling rate for the kinematic orbits from Graz University of Technology is 10 s, which differs from the integration step (5 s) used in this study. Hence, the kinematic orbits are further interpolated to 5 s by using Lagrange interpolation method so as to be consistent with the integration step. The interpolated orbits, which are not directly determined by kinematic orbit determination techniques, are just for continuous orbit integration in the modified short-arc approach. To exclude the contributions from the interpolated orbits that are not directly determined by kinematic orbit determination techniques, their weights are set to zeros in forming the normal equation for gravity field solution. Since the kinematic orbits may contain outliers at some poor epochs, the outliers are detected in two steps. First, the kinematic orbits will be treated as outliers if the differences between the kinematic and reduced-dynamic orbits are larger than triple uncertainty of the kinematic orbits (about 4 cm; Zhao et al., 2011). Second, the outliers of the kinematic orbits are further identified if postfit residuals of the kinematic orbits exceed triple formal errors of the postfit residuals. In contrast to Chen et al. (2016), in order to incorporate various types of observations with different accuracies, the variance-covariance of the kinematic orbits from Graz University of Technology is applied for constructing the weight matrices together with the a priori accuracies of the intersatellite range rates, attitudes, and accelerations.

#### 3.2. Gravitational and Nongravitational Accelerations

During orbit integration, the nongravitational and gravitational accelerations are calculated separately. Unlike the classical method that calibrates the nongravitational data by estimating daily scales and hourly biases for each accelerometer axis, an improved method estimating a 3-order polynomial for monthly accelerometer scales and a 5-order polynomial for daily accelerometer biases is used in this paper, whose benefits will be investigated in section 4. With an attempt to reduce iterative cost, a priori polynomial coefficients of the scales and biases are computed in two steps. First, the a priori scales and biases are calculated according to Bettadpur (2009). Second, the calculated scales and biases are used to estimate the a priori values of the polynomial coefficients for the scales and biases on the basis of the least squares method.

Regarding the gravitational acceleration, which is composed of mean gravity field, N-Body perturbations, general relativity effects, solid Earth (pole) tides, ocean (pole) tides, and atmospheric and oceanic dealiasing, some priori background force models as shown in Table 1 are applied. As the modified short-arc approach is insensitive toward prior gravity field information, EGM96 is sufficient to act as the mean gravity field in deriving both Tongji-Grace02s and Tongji-Grace02k. The N-Body perturbations, the general relativity effects, and the solid Earth (pole) tides are removed according to the IERS 2010 conventions. Regarding the oceanic tidal impacts, an ocean tide model named EOT11a containing 18 major tidal waves (Savchenko & Bosch, 2012) is applied to compute oceanic tidal corrections in terms of geopotential coefficients complete to degree and order 120. Based on the admittance theory by Rieser et al. (2012), 238 secondary waves are interpolated for further refinement of the oceanic tidal corrections. To account for the ocean pole tides and the atmospheric and oceanic dealiasing, the Desai model and the AOD1B Release 05 dealiasing products as listed in Table 1 are employed respectively.
3.3. Coefficients to Be Solved and Regularization

For the determination of the unconstrained static gravity field model Tongji-Grace02s, both global and local parameters as summarized in Table 2 are needed to estimate. To calibrate the accelerometer measurements, accelerometer scales and biases for each accelerometer axis are modeled by the monthly and daily polynomials, respectively. Regarding the global parameters, besides estimating the geopotential coefficients up to degree and order 180, trend and annual and semiannual terms are introduced for each geopotential coefficient below degree and order 50.

With the above parameters, the variations of coefficients $\text{Var}(t)$ at low degrees are modeled as follows:

$$
\text{Var}(t) = \text{trd} \frac{\Delta t}{365.25} + a_{p1} \sin \left( \frac{2\pi \Delta t}{365.25} + ph_1 \right) + a_{p2} \sin \left( \frac{\pi \Delta t}{365.25} + ph_2 \right)
$$

where $\Delta t$ is the difference between any time $t$ (in unit of Modified Julian Day) and reference time (1 January 2005); $\text{trd}$ stands for the trend; $a_{p1}$ and $a_{p2}$ denote the amplitudes for annual (365.25 days) and semiannual (365.25/2 days) variations respectively; and $ph_1$ and $ph_2$ are their corresponding phases. Nevertheless, the time-related parameters eventually are eliminated from the normal equation for the purpose of reducing the size of the final normal equation. Using the above data processing strategies, the final normal equation has been generated from a nearly complete observation series of the GRACE mission covering the period January 2003 to July 2016 (this is so far the longest time series among all the available GRACE-only static gravity field models) on the basis of the Satellite Gravimetry Analysis Software developed by Tongji University.

Here we show the eigenvalues of the unconstrained normal matrix for Tongji-Grace02s in terms of log10 in Figure 1, which indicates that the normal matrix is severely ill-conditioned (with condition number of $8.7 \times 10^9$). Directly solving the normal equation without any constraint or regularization produces an unconstrained gravity field solution entitled Tongji-Grace02s up to degree and order 180. To stabilize the ill-conditioned normal equation system caused by poorer sensitivity of the GRACE mission to high-frequency signal (approximately above degree 80) compared to the Gravity Field and Steady State Ocean Circulation Explorer (GOCE; Pail et al., 2010), a regularization matrix constructed by using the Kaula rule for the degrees ranging 81 to 180 is further applied. Once the regularization matrix has been constructed, the optimal regularization factor for the normal matrix can be obtained on the basis of either the MSE or GCV method. Following the MSE and GCV approaches, we respectively present the traces of MSE and GCV in terms of log10 in Figures 2a and 2b for various regularization parameters. In Figures 2a and 2b, we can find that the MSE method suggests that the optimal regularization factor is $2.0 \times 10^7$ as indicated by a red dot in...
Figure 2a, while another optimal one achieved by using the GCV approach turns out to be $9.0 \times 10^6$ as marked by a black circle in Figure 2b. The difference of the optimal regularization factors between the MSE and GCV methods is relatively small, whose impact on gravity field estimates will be further discussed latter. As mentioned above, the regularized gravity field model in practice is a biased solution and the bias is a function of the regularization factor. According to the second term in the right hand of equation (14), the traces of MSEs from the regularization biases for varying regularization factors are depicted in Figure 2c. We can see from Figure 2c that the regularization bias increases with regularization factor, which means that the optimal regularization factor is for keeping a balance between noise reduction of the solved gravity field model and bias increase caused by the regularization.

In order to discuss the impact of the discrepancy between the two regularization methods, the optimal regularization factors based on both regularization methods are applied to infer regularized static gravity field models on the basis of our normal equation. To comprehensively discuss the spectrums of the estimated geopotential coefficients of the derived models, geoid degree heights of the derived models with respect to a high-quality reference gravity field model are usually computed by

$$
\sigma_n = a_e \sqrt{\sum_{m=0}^{\nu} \left( (C_{nm} - C_{nm}^{ref})^2 + (S_{nm} - S_{nm}^{ref})^2 \right)}
$$

where the coefficients $C_{nm}^{ref}$ and $S_{nm}^{ref}$ are from EIGEN6C4 (Förste et al., 2014), a high-quality combined gravity field model computed by taking terrestrial measurements and multi-LEO satellites’ data into account, consisting of GRACE, GOCE (Drinkwater et al., 2006), and Laser Geodynamics Satellite (LAGEOS) (Diedrich & Gendt, 1989); $a_e$ is the semimajor radius of the Earth. Note that the coefficients of the combined model at low degrees (especially below degree 40) are generally dominated by the GRACE data and remaining unmodeled time-variable signals. They also vary when different reference epochs are used in modeling the variations in low-degree coefficients. Therefore, the geoid degree heights at the low degrees (especially below degree 40) just reveal how well they fit between the solved gravity field models and the reference one. Nevertheless, the geoid degree heights at the high degrees relative to the state-of-the-art reference model can be regarded as noise level of the derived gravity field solution at the high degrees because that the coefficients of the combined solutions at the high degrees are dominated by the measurements of the GOCE gradients and terrestrial data, which show much stronger sensitivity to the gravity field signals at the high degrees.

According to equation (17), the geoid degree heights of the two regularized models and the unconstrained solution are presented in Figure 3. It demonstrates that both GCV and MSE techniques can achieve noise reduction at the high degrees in addition to retaining the consistent signals at the low and medium degrees as the unconstrained solution. Considering a slight reduction of noise contributed by the MSE method for the degrees over 160, we propose to use the MSE method for regularization in deriving Tongji-Grace02k.


Two of the key efforts for improving gravity field solution we have done in this research are (1) estimating the observation errors of both the accelerations and attitudes and (2) further improving the calibration model for the
accelerometer scales and biases, in which an M-order polynomial for the monthly scales and a K-order polynomial for the daily biases are estimated together with the geopotential coefficients via the weighted least squares adjustment. The contributions of these two efforts to gravity field estimates are discussed in detail here.

### 4.1. Determination of Polynomials for Accelerometer Scales and Biases

Before evaluating the improvements contributed by the refined nongravitational acceleration modeling, we first design six cases (from A to F) for gravity field recovery as shown in Table 3 to determine the reasonable orders for the polynomials of the monthly scales and daily biases. The data used in these cases are from the GRACE observations in August 2014 since the thermal control of the GRACE mission in this month was switched off. Following the cases and the given data, six gravity field models up to degree and order 80 are computed. The comparisons among the six models in terms of geoid degree height with respect to EIGEN6C4 are presented in Figures 4a and 4b. From Figures 4a and 4b we find that (a) when the order of the daily polynomial for accelerometer biases is fixed by 5, a 3-order polynomial for the monthly accelerometer scales can derive the best solution and (b) once the order of the polynomial for the monthly scales is set to 3, a polynomial with 5 order for the daily biases is the appropriate choice in Figure 4b. Hence, this paper uses 3-order and 5-order polynomials to model the monthly scales and daily biases, respectively.

To investigate the temporal variations of the scale and bias estimates, monthly mean values are subtracted from the scale and bias estimates for the month August 2014. The resulting residuals of both scales and biases are displayed in Figures 5a–5c and 5g–5i, which show that both scales and biases in Y and Z axes experience significant daily variations (especially the linear and quadratic changes), while the variations in X direction are not obvious. Similarly, we plot the discrepancies between the accelerometer estimates and the daily mean values in Figures 5d–5f for scales and Figures 5j–5l for biases, respectively. It can be well observed that the residuals of both scales and biases (in Y and Z directions) after subtracting daily mean values are also dominated by linear variations. These linear variations in daily scale differences are expected to be absorbed by the low-order terms of the polynomial used in monthly scale modeling, while the linear variations in daily bias differences are anticipated to be compensated by the linear terms of the polynomial used in daily bias estimation. To confirm the above statement, Figure 6 presents the scale residuals after removing linear and quadratic terms from the monthly scale estimates and the bias residuals after subtracting linear terms from the daily bias estimates. It clearly shows that the daily linear variations almost disappear, demonstrating that the low-order terms of the polynomials used in estimating monthly scales and daily biases can compensate most of the daily linear variations in both scales and biases. We also show the standard deviation values of the discrepancies of the accelerometer estimates with respect to the monthly and daily mean values and the dominant estimates from low-order terms of the polynomials, which are given in Table 4. It reveals that the residuals computed by subtracting the linear terms from daily biases and removing both linear and quadratic terms from monthly scales achieve the smallest standard deviations. This finding demonstrates the feasibilities of the polynomials employed in daily bias estimation and monthly scale modeling to compensate the temporal variations in accelerometer scales and biases.

### 4.2. Analyses of the Nongravitational Acceleration Modeling Method

For more comparisons, we design two more cases (i.e., G and H) in Table 5 to generate gravity field models up to degree and order 80 from the GRACE data as used in section 4.1. Case G is the classical approach, and case H is recently used by JPL to consider the possible linear variations in the accelerometer biases (Watkins & Yuan, 2014). Both cases G and H estimate the errors of acceleration and attitude data and solve the accelerometer scales per day. The difference is that the accelerometer biases are solved per hour in the case G, while the scheme H estimates accelerometer
bias rates besides solving biases each 2 hr. Subsequently, the accelerometer scales and biases solved by using
the cases B and G and H for the month August 2014 are plotted in Figure 7 and the statistics of the differences
of case B with respect to cases G and H are given in Table 6. Figure 7 and Table 6 demonstrate that both scales
and biases derived from case B generally show a good agreement with those from cases G and H. Although
the standard deviations of case B relative to the other two cases show larger differences in $Y$ direction for
both scales and biases, which are caused by the relatively larger scales and biases in $Y$ axis, the standard
deviations have a magnitude of $1 \times 10^{-9}$ m/s$^2$ for biases and a magnitude of $1 \times 10^{-3}$ for scales in both $X$
and $Z$ directions.

Figure 4. (a) Selection of accelerometer scales and (b) selection of accelerometer biases.

Figure 5. (a–c) Accelerometer scales minus monthly mean scales in $X$, $Y$, and $Z$ axes; (d–f) accelerometer scales minus daily
mean scales in $X$, $Y$, and $Z$ directions; (g–i) differences between accelerometer biases and monthly mean biases in $X$, $Y$, and $Z$
axes; and (j–l) differences between accelerometer biases and daily mean biases in $X$, $Y$, and $Z$ directions.
Figure 8 and Table 6 compare the time series of the accelerations in SRF calibrated by case B to those calibrated by other schemes for the month August 2014. Despite some differences of either scale or bias estimates among different methods, both Figure 8 and Table 6 show that the accelerations calibrated on the basis of the schemes G and H are comparable to those calibrated by our method proposed in this paper for all axes, with the standard deviations of no more than \(7.1 \times 10^{-9}\) m/s². This finding suggests that the accelerometer calibration model based on polynomials is sufficient to calibrate the accelerometer data as other cases. Nevertheless, as confirmed in Table 6, the accelerometer parameters to be solved for each month in the improved method become much less than those in other cases, which contributes more stable normal equation and will be discussed in section 4.3.

4.3. Rationality of the Refined Nongravitational Acceleration Calibration Model

In spite of the difference among various accelerometer calibration models, every calibration model is for deriving better gravity field estimates. It is worthwhile to mention that the excessive parameterization during accelerometer calibration may lead to ill-conditioned or unstable gravity field estimates. Since the nongravitational accelerometer data can be well calibrated by using our polynomial-based method with fewer parameters to be estimated, the normal equation generated by our method is anticipated to be more stable and even leads to an improved gravity field estimate. Hence, in order to verify the rationality of the method proposed in this paper, one indirect way is to compare the condition numbers of the normal equations after

Figure 6. (a–c) Accelerometer scales minus dominant terms (linear and quadratic) in X, Y, and Z axes and (d–f) accelerometer biases minus linear terms in X, Y, and Z directions.

<p>| Table 4 |
| Statistics of Accelerometer Parameters With Respect to Monthly and Daily Mean Values |</p>
<table>
<thead>
<tr>
<th>Subtracted term</th>
<th>Accelerometer parameter</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monthly mean</td>
<td>Bias ( X ), ( Y ), ( Z ) [m/s/s]</td>
<td>(1.2 \times 10^{-9}), (8.0 \times 10^{-7}), (1.7 \times 10^{-8})</td>
</tr>
<tr>
<td></td>
<td>Scale ( X ), ( Y ), ( Z ) [m/s/s]</td>
<td>(1.1 \times 10^{-8}), (6.1 \times 10^{-9}), (2.4 \times 10^{-10})</td>
</tr>
<tr>
<td>Daily mean</td>
<td>Bias ( X ), ( Y ), ( Z ) [m/s/s]</td>
<td>(1.0 \times 10^{-9}), (6.9 \times 10^{-8}), (1.4 \times 10^{-8})</td>
</tr>
<tr>
<td></td>
<td>Scale ( X ), ( Y ), ( Z ) [m/s/s]</td>
<td>(1.1 \times 10^{-9}), (5.3 \times 10^{-10}), (2.0 \times 10^{-10})</td>
</tr>
<tr>
<td>Linear</td>
<td>Bias ( X ), ( Y ), ( Z ) [m/s/s]</td>
<td>(1.1 \times 10^{-9}), (1.9 \times 10^{-10}), (9.5 \times 10^{-11})</td>
</tr>
<tr>
<td>Linear and quadratic</td>
<td>Scale ( X ), ( Y ), ( Z )</td>
<td>(3.2 \times 10^{-10}), (2.1 \times 10^{-10}), (1.7 \times 10^{-11})</td>
</tr>
</tbody>
</table>
eliminating the accelerometer parameters and the gravity field model generated by employing our method to those based on other methods. Following this way, one more scheme named case I (solving scales daily and biases hourly without estimating the errors of the accelerometer data and attitude measurements) is designed and then applied to gravity field estimation together with cases B and G, as well as H. Consequently, four gravity field models complete to degree and order 80 based on the GRACE data in August 2014 in terms of geoid degree height relative to EIGEN6C4 are presented in Figure 9. The condition number of the normal equation is $1.19 \times 10^6$ for case I, $1.52 \times 10^5$ for case B, $6.26 \times 10^5$ for case G, and $4.88 \times 10^5$ for case H. The condition numbers along with Figure 9 make us draw the conclusions as follows: (a) modeling acceleration and attitude measurement errors can lead to better conditioned normal equation and enhanced gravity field model; (b) estimating accelerometer bias rates in addition to biases is helpful for slightly stabilizing the normal equation and making gravity field estimates better; and (c) the normal equation with the smallest condition number is gathered by using our improved accelerometer calibration model (3-order polynomial for monthly scales and 5-order polynomial for daily biases), which greatly reduces high-frequency noise in the derived gravity field model.

<table>
<thead>
<tr>
<th>Case</th>
<th>Errors of accelerations and attitudes</th>
<th>Scales</th>
<th>Biases</th>
<th>Parameter amount per month (30 days)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Period</td>
<td>Polynomial</td>
<td>Period</td>
</tr>
<tr>
<td>B</td>
<td>estimated</td>
<td>One month</td>
<td>3 order</td>
<td>daily</td>
</tr>
<tr>
<td>G</td>
<td>estimated</td>
<td>One day</td>
<td>0 order</td>
<td>hourly</td>
</tr>
<tr>
<td>H</td>
<td>estimated</td>
<td>One day</td>
<td>0 order</td>
<td>per 2 hr</td>
</tr>
</tbody>
</table>

Table 5
Cases for Gravity Field Modeling

Figure 7. (a–c) Accelerometer scale time series in X, Y, and Z directions and (d–f) accelerometer bias time series in X, Y, and Z axes.
### Table 6
Statistics of the Differences Between Our Nongravitational Acceleration Modeling Methods and Others

<table>
<thead>
<tr>
<th>Case</th>
<th>Calibration</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case G versus Case B</td>
<td>Scale</td>
<td>6.7 × 10⁻³</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td>1.9 × 10⁻¹</td>
</tr>
<tr>
<td></td>
<td>Z</td>
<td>2.4 × 10⁻²</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>4.1 × 10⁻⁹</td>
</tr>
<tr>
<td></td>
<td>X [m/s/s]</td>
<td>2.3 × 10⁻⁶</td>
</tr>
<tr>
<td></td>
<td>Y [m/s/s]</td>
<td>1.9 × 10⁻⁶</td>
</tr>
<tr>
<td></td>
<td>Z [m/s/s]</td>
<td>7.1 × 10⁻⁹</td>
</tr>
<tr>
<td>Case H versus Case B</td>
<td>Scale</td>
<td>6.7 × 10⁻³</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td>1.8 × 10⁻²</td>
</tr>
<tr>
<td></td>
<td>Z</td>
<td>2.3 × 10⁻²</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>4.3 × 10⁻⁹</td>
</tr>
<tr>
<td></td>
<td>X [m/s/s]</td>
<td>2.4 × 10⁻⁶</td>
</tr>
<tr>
<td></td>
<td>Y [m/s/s]</td>
<td>2.0 × 10⁻⁶</td>
</tr>
<tr>
<td></td>
<td>Z [m/s/s]</td>
<td>7.1 × 10⁻⁹</td>
</tr>
</tbody>
</table>

In order to further confirm the improvement contributed by the refined accelerometer data modeling strategies, we combine the yearly normal equations for the period 2003 to 2007 to infer an unconstrained gravity field model up to degree and order 180. The derived model is compared to the gravity field model Tongji-GRACE01 generated on the basis of case I. To keep consistent with the amount of data used in deriving Tongji-GRACE01, the GRACE data that were not included in developing Tongji-GRACE01 (the months from January to June in 2003 and the months containing August, September, and October in 2004) are excluded. The comparison between the resulting model and Tongji-GRACE01 in terms of geoid degree height as shown in Figure 10 exactly demonstrates that the refined acceleration modeling strategies proposed in this paper bring about prominent reduction of high-frequency noise in the gravity field estimates.

#### 4.4. Added Value of Decreased Orbital Altitude and Increased Data Span

The expected lifetime of the GRACE mission before launch is approximately 5 years (https://www.nasa.gov/mission_pages/Grace/overview/index.html), while it successfully offered important scientific information on the Earth’s gravity field for about 15 years. It is worthwhile to notice in Figure 11 that the orbital altitudes of both GRACE satellites decreased gradually over the period 2003 to 2011, whereas a dramatic drop occurred in 2012. By July 2016, the orbital altitudes of both satellites were below 370 km. In principle, such a low altitude will become very sensitive to the gravity field signals (especially at high degrees). As one of the refined data processing strategies in this study, using longer time GRACE satellites’ data in gravity field modeling as possible as we can is expected to improve the ground track coverage on the medium- and low-latitude regions and eventually may stabilize the gravity field solution.

In addition to the improved ground track coverage, the effect of the remarkably decreased orbital altitudes since 2012 is worth investigating. This is theoretically believed to be a crucial factor for enhancing the gravity field estimation. As indicated in equation (1), the Earth’s gravitational potential $V(r, \theta, \lambda)$ is primarily contributed by the term $(2\ell)^n (r = a_r + H)$, which means that less attenuation of the gravity field signals (particularly the high-frequency signal) will be caused by a decreased orbital altitude $H$. To approximately investigate the contribution of the decreased orbital altitude to the gravity field signals, this paper treats the term $(2\ell)^n$ as sensitivity of orbital altitude to the gravity field signals. Following this method, the sensitivities of the orbital altitudes to the gravity field signals (for the degrees ranging 2 to 180) since 2004 relative to that in 2003 are plotted in Figure 12. It exactly shows that the decreased orbital altitude benefits increase of sensitivity to the gravity field signals, especially for the high-degree signals. Compared to the orbital altitudes before 2014, the orbital altitudes after 2014 manifest much more significant sensitivity to the high-degree gravity field signals. This means that the utilization of the GRACE data since 2014 is likely to improve the accuracy of the derived gravity field solution.

One method to assess the practical contribution of the decreased orbital altitude is to solve a set of unconstrained gravity field solutions by subtracting the yearly normal equation from the full normal equation for deriving Tongji-Grace02s, which practically reflects the contribution of the yearly GRACE observations. Following this method, the contributions of yearly GRACE data over the period 2003 to 2016 are illustrated in Figure 13a. We can find that the yearly contribution of the GRACE measurements in either 2003 or 2004 is smaller than those in other years, which may be cause by missing observations (beginning and middle of 2003) or repeat ground track (middle to late 2004). For the period spanning 2005 to 2011, the GRACE mission became stable and produced nearly comparable yearly contribution. Nevertheless, the contribution has become pronounced gradually since 2012; especially in the period 2014 to 2016 it went up significantly.
As noted above, the thermal control was switched off in 2011 (this means that the quality of the instrument data may be affected since then); hence, the lower orbital altitude is the explanation for the improvements of the gravity field solutions after the thermal control was closed. We also present the condition numbers of the normal equations that are accumulated from the yearly normal equation one by one in Figure 13b. A noticeable drop in condition number for the period spanning 2003 to 2010 can be clearly seen in Figure 13b. This finding demonstrates that only using the observations collected before 2010 is insufficient to well estimate the high-degree static gravity field model. To confirm the above statement, a set of gravity field solutions based on the normal equations accumulated year after year for the period 2005 to 2010 is given in Figure 14a in terms of geoid degree height with respect to EIGEN6C4. With the observations accumulated year after year, the resulting gravity field models tend to become better and better. This finding indeed demonstrates that the increased data span can stabilize the gravity field coefficients at all degrees; thus, we suggest utilizing much longer data span during static gravity field determination.

For the period 2011 to 2013, the condition number almost did not change, but it declined remarkably after 2014, which is very worthy to be discussed in detail. Here we further discuss the contributions of the data collected after 2011 to gravity field modeling by matching the condition numbers in Figure 13b to the gravity field solutions after 2011 in Figure 14b. One can see from Figure 13b that the condition numbers of the normal equations slightly decreased year after year over the period 2011 to 2013, which means that the property

---

**Figure 8.** The differences of the calibrated accelerometer data between our nongravitational acceleration modeling approach and others.

**Figure 9.** Gravity field solutions in terms of geoid degree height w.r.t EIGEN6C4.
of the accumulated normal equation during this period did not significantly change. Nevertheless, the condition number of the accumulated normal equation became dramatically smaller after 2014, because the GRACE orbital altitudes dropped down significantly in this time period, which eventually led to the pronounced enhancements on gravity field modeling as illustrated in Figure 14b. It also suggests that the significantly lower orbital altitudes are very sensitive to the gravity field signals at high degrees.

5. Error Analyses of Tongji-Grace02s and Tongji-Grace02k With Respect to EIGEN6C4

To assess the errors of both Tongji-Grace02s and Tongji-Grace02k models, the latest GRACE-only models (including GGM05S, AIUB-GRACE03S, Tongji-GRACE01, ITU_GRACE16, HUST-Grace2016s, ITSG-Grace2014s, and ITSG-Grace2014k) developed by different data processing centers are used for comparison. Both ITSG-Grace2014s and ITSG-Grace2014k are complete to degree and order 200, which were obtained by Graz University of Technology on the basis of the dynamic approach (Mayer-Gürr et al., 2014). Using the dynamic approach, GGM05S up to degree and order 180 and HUST-Grace2016s with a maximum degree and order of 160 were generated by Center for Space Research (CSR) and Huazhong University of Science and Technology respectively. Tongji-GRACE01 with a maximum degree and order of 160 is the first release of Tongji static gravity field solution series derived by Tongji University via the modified short-arc approach. Bern University determined the AIUB-GRACE03S model complete to degree and order 180 by applying the celestial mechanics method (Jäggi et al., 2010). Based on an improved energy balance approach (Shang et al., 2015), the ITU_GRACE16 model complete to degree and order 180 was calculated by The Ohio State University.

5.1. Geoid Degree Height Comparison

To comprehensively discuss the spectrums of the estimated geopotential coefficients, we compare the geoid degree heights of both Tongji-Grace02s and Tongji-Grace02k with respect to EIGEN6C4 to those of GGM05S, AIUB-GRACE03S, Tongji-GRACE01, ITU_GRACE16, HUST-Grace2016s, ITSG-Grace2014s, and ITSG-Grace2014k in Figure 15a. We can conclude from Figure 15a that (1) for the low degrees, the discrepancies among various models are quite obvious, which is mainly attributed to the remaining unmodeled time-variable signals and varying reference epochs used in the models; (2) ITU_GRACE16 shows the largest errors for the coefficients above degree 60; (3) less difference at high degrees (beyond degree 60) can be found among AIUB-
GRACE03S, Tongji-GRACE01, and HUST-Grace2016s, demonstrating that these models at the high degrees are comparable; (4) Tongji-Grace02s and Tongji-Grace02k show good agreement with ITSG-Grace2014s and ITSG-Grace2014k for the degrees ranging 60 to 140; (5) although both ITSG-Grace2014s and ITSG-Grace2014k are remarkably better than GGM05S, AIUB-GRACE03S, Tongji-GRACE01, ITU_GRACE16, and HUST-Grace2016s at the high degrees, they manifest much more errors for the degrees above 140 compared with either Tongji-Grace02s or Tongji-Grace02k, and even the regularized solution ITSG-Grace2014k does not perform better than the unconstrained model Tongji-Grace02s; and (6) the errors of the regularized static gravity field solutions ITSG-Grace2014k and Tongji-Grace02k at the high degrees are distinctly reduced compared to those of the corresponding unconstrained models; moreover, Tongji-Grace02k has the least error for the degrees beyond 140 among all the GRACE-only models, suggesting that the regularization method based on the Kaula rule and the determined regularization factor are capable of significantly reducing the errors of the solved gravity field models. For further comparisons, the formal errors of these models are presented in Figure 15b. It clearly demonstrates that (1) GGM05S and ITU-GRACE16 have relatively larger formal errors; (2)

Figure 12. Relative sensitivities of orbital altitudes to the Earth’s gravitational potential.

Figure 13. (a) Time series of contributions of yearly GRACE observations in terms of cumulative geoid degree height w.r.t EIGEN6C4; (b) time series of condition numbers of normal equations generated from increased data span.
Tongji-Grace02s and Tongji-Grace02k achieve much less formal errors among all the models; (3) for other models, the formal errors are generally at the same level; and (4) the formal errors are reduced via regularization to some extent.

5.2. Gravity Anomaly Comparison

With an attempt to investigate the spatial distributions of the errors of various GRACE-only models, we further compute global gravity anomaly discrepancies of the models (i.e., GGM05S, ITU_GRACE16, ITSG-Grace2014s, ITSG-Grace2014k, Tongji-Grace02s, and Tongji-Grace02k) with respect to EIGEN6C4 truncated to degree and order 180. The models (namely, AIUB-GRACE03S, Tongji-GRACE01, and HUST-Grace2016s) only complete to degree and order 160 are not selected for comparisons since this section concentrates on the high-degree errors. The global gravity anomaly discrepancies illustrated in Figure 15 clearly show that both GGM05S and ITU_GRACE16 are severely contaminated by errors, though GGM05S seems a little better than GGM05S and ITU_GRACE16 are severely contaminated by errors, though GGM05S seems a little better than GGM05S and ITU_GRACE16 are severely contaminated by errors, though GGM05S seems a little better than

Figure 14. Geoid degree heights of gravity field solutions generated from increased data span w.r.t. EIGEN6C4.

Figure 15. (a) Geoid degree heights of GRACE-only models w.r.t. EIGEN6C4 and (b) formal errors of GRACE-only models.
ITU_GRACE16 on the medium- and low-latitude regions. Although the errors of ITSG-GRACE2014s are still obvious over oceans and lands (especially in the southern hemisphere), the errors of ITSG-Grace2014s are much less than those of GGM05S and ITU_GRACE16 models. Nevertheless, the errors of Tongji-Grace02s are considerably reduced (especially over oceans) among the unconstrained modes and the regularized solutions (both ITSG-Grace2014k and Tongji-Grace02k) greatly suppress the errors in comparison to the corresponding unconstrained ones. Compared to Tongji-Grace02k, however, the errors of ITSG-Grace2014k are evident, particularly on the medium- and low-latitude regions (this is probably attributed to the uneven altitude distribution between northern and southern hemispheres of GRACE). For further analyses, the mean standard deviations of the global gravity anomaly differences are calculated, which are 22.9, 37.9, 6.8, 4.2, 4.3, and 3.0 mgals for GGM05S, ITU_GRACE16, ITSG-Grace2014s, ITSG-Grace2014k, Tongji-Grace02s, and Tongji-Grace02k, respectively, confirming the superior quality of both Tongji-Grace02s and Tongji-Grace02k. However, both Tongji-Grace02s and Tongji-Grace02k present more significant variations in the Antarctica compared to ITSG-Grace2014k, which is practically caused by different reference epochs used in these models. As noted in section 3.3, the reference epoch for our models is 1 January 2005, while both ITSG-Grace2014s and ITSG-Grace2014k use the reference epoch of 1 January 2008.

The gravity anomalies of the GRACE-only models with respect to EIGEN6C4 truncated to degree and order of 180 over the Indian Ocean, the North Atlantic, and the global oceans are anticipated to be small, since the oceanic tidal and nontidal effects have been mostly removed by the force models during gravity field determination. Hence, the gravity anomaly discrepancies are approximately treated as the errors of the GRACE-only models in this study. The mean standard deviations in Table 7 clearly demonstrate that the smallest
error is achieved by Tongji-Grace02s among the unconstrained GRACE-only models. Compared to ITSG-Grace2014s, the error reductions of Tongji-Grace02s over the Indian Ocean, the North Atlantic, and the global oceans are about 107%, 89%, and 99% separately. For the regularized GRACE-only models, both ITSG-Grace2014k and Tongji-Grace02k can suppress the errors to a great extent, whereas Tongji-Grace02k is still better than ITSG-Grace2014k, with the improvements of 50%, 80%, and 48% relative to ITSG-Grace2014k for the cases over the Indian Ocean, the North Atlantic, and the global oceans, respectively. Over the Indian Ocean, the error distributions of the GRACE-only models in terms of gravity anomalies are further presented in Figure 17. As anticipated, the spatial errors of Tongji-Grace02s have been significantly suppressed in comparison with those of the other unconstrained models. Among the six GRACE-only models, ITU_GRACE16 has the most spatial errors and Tongji-Grace02k is contaminated by the smallest spatial error. However, both Table 7 and Figure 17 prove that GRACE mission alone is insufficient for estimating marine gravity field because of the dominant spatial errors contained in the solutions.

6. Quality Assessments of Tongji-Grace02s and Tongji-Grace02k

In this section we evaluate the quality of various GRACE-only models on the basis of independent data sources, namely, the GNSS/Leveling data and DTU13 oceanic gravity measurements.

6.1. Assessment by Using DTU13 Oceanic Gravity Product

To assess the GRACE models, an independent data source, the DTU13 product (Andersen et al., 2014) with a spatial resolution of 2° × 2° derived from altimetry measurements of multisatellites by Technical University of Denmark, is applied. In this section, we compare the DTU13 oceanic gravity data over the Centric Atlantic
and the North Pacific ([30°N, 40°N], [165°E, 175°E]) with those computed from the GRACE-only models (i.e., GGM05S, ITU_GRACE16, AIUB-GRACE03S, Tongji-GRACE01, HUST-Grace2016s, ITSG-Grace2014s, ITSG-Grace2014k, Tongji-Grace02s, and Tongji-Grace02k) truncated to different degrees (i.e., 60, 90, 120, 160, and 180). In order to avoid spectrum omission, the geopotential coefficients beyond the truncated degrees are replaced with those of the EIGEN6C4 up to degree and order 2190 in computing the gravity anomalies. This is reasonable since the resolutions of the GRACE-only models are limited to a certain degree and what we mostly concern about in this study is the gravity field signals at the medium and long waves, which are greatly contributed by the GRACE mission. In view of that the spatial resolution of EIGEN6C4 is approximately $500 \times 500$, which does not match the spatial resolution of the DTU13 product, the DTU13 data are needed to compress into $500 \times 500$. Here we give out the gravity anomaly differences between DTU13 and the GRACE-only models in Table 8.

One can see from Table 8 that for the cases truncated to degrees 60, 90, and 120 over both oceans, all the unconstrained and regularized models have the similar mean standard deviations, which are probably caused by the difference between DTU13 data and EIGEN6C4, indicating that the quality of the lower degree coefficients of different models cannot be identified by DTU13 data. However, the differences become much pronounced when truncated to degree either 160 or 180. This finding suggests that (1) the GRACE mission show much stronger sensitivity to the geopotential coefficients below degree 120 and (2) the higher degree coefficients from GRACE are greatly contaminated by errors, which directly reflect the quality of the GRACE-only models. For the case truncated to degrees 160, ITU_GRACE16 has the largest difference (with 34.74 and 10.62 mgals in the Centric Atlantic and the North Pacific, respectively), but Tongji-Grace02s shows the best agreement to the DTU13 data (with 2.31 and 1.47 mgals over the Centric Atlantic and the North Pacific respectively) among all the unconstrained models. Furthermore, Tongji-Grace02s still shows the best agreement to the DTU13 data among all the unconstrained models when the coefficients up to degree and order 180 are used (with 4.83 and 4.44 mgals in the Centric Atlantic and the North Pacific, respectively, corresponding to 62% of enhancement over the Centric Atlantic and 58% of improvement over the North Pacific relative to ITSG-Grace2014s). During truncation to either 160 or 180, the regularized solution ITSG-Grace2014k remains more prominent errors than Tongji-Grace02k (with 2.42 and 2.61 mgals in the Centric Atlantic and the North Pacific respectively, corresponding to the error reductions of about 68% and 70% relative to ITSG-Grace2014k in the Centric Atlantic and the North Pacific, respectively) in spite of ITSG-Grace2014k showing much better accuracy in comparison to ITSG-Grace2014s.

Table 8 just reflects the overall noise levels of the GRACE-only models. We further show the spatial error distributions of the GRACE-only models (GGM05S, ITU_GRACE16, ITSG-Grace2014s, ITSG-Grace2014k, Tongji-Grace02s, and Tongji-Grace02k) over the North Pacific in terms of gravity anomalies relative to DTU13 data in Figure 18 to get more insights into the quality of the GRACE-only models. The patterns of the gravity anomaly differences depicted in Figure 18 allow us to draw the following conclusions: (1) both GGM05S and ITU_GRACE16 are severely contaminated by the spatial errors, while Tongji-Grace02s contains the least error among all the unconstrained models, and (2) ITSG-Grace2014s and ITSG-Grace2014k (especially the regularized solution ITSG-Grace2014k) show better performance when comparing with GGM05S and ITU_GRACE16.

<table>
<thead>
<tr>
<th>Case</th>
<th>Degree</th>
<th>GGM05S</th>
<th>ITU_GRACE16</th>
<th>AIUB-GRACE03S</th>
<th>Tongji-GRACE01</th>
<th>HUST-Grace2016s</th>
<th>ITSG-Grace2014s</th>
<th>ITSG-Grace2014k</th>
<th>Tongji-Grace02s</th>
<th>Tongji-Grace02k</th>
</tr>
</thead>
<tbody>
<tr>
<td>A 60</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>0.81</td>
<td>1.28</td>
<td>0.82</td>
<td>0.85</td>
<td>0.85</td>
<td>0.81</td>
<td>0.81</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>3.94</td>
<td>34.74</td>
<td>3.51</td>
<td>3.74</td>
<td>3.27</td>
<td>2.31</td>
<td>1.41</td>
<td>2.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>10.52</td>
<td>72.80</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>6.79</td>
<td>4.06</td>
<td>4.18</td>
<td></td>
</tr>
<tr>
<td>B 60</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>2.25</td>
<td>2.29</td>
<td>2.28</td>
<td>2.27</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>2.26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>3.17</td>
<td>10.62</td>
<td>4.84</td>
<td>4.09</td>
<td>3.29</td>
<td>2.60</td>
<td>2.57</td>
<td>1.47</td>
<td></td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>10.74</td>
<td>15.07</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>4.83</td>
<td>4.44</td>
<td>3.05</td>
<td>2.61</td>
</tr>
</tbody>
</table>
but they are worse than Tongji-Grace02k. It is not necessary to depict the patterns in the Centric Atlantic as they do not change the above conclusions.

6.2. Evaluated by GNSS/Leveling Data

As another independent data source, GNSS/Leveling observations are usually employed for evaluating static gravity field models. One of the services included in the International Center for Global Earth Models (ICGEM; Barthelmes & Köhler, 2016) is to validate the gravity field solutions available on the ICGEM based on the GNSS/Leveling data. The GRACE-only models analyzed above except for Tongji-Grace02k (will be submitted to the ICGEM shortly) are available on the ICGEM, which were assessed by the ICGEM on the basis of the GNSS/Leveling observations over the USA, Canada, Europe, Japan, Australia, and Brazil. The mean standard deviation values derived from the differences between the GNSS/Leveling data and the geoid heights from the latest GRACE-only models are given in Figure 19. Though the spectrum omissions beyond the maximum degrees of the GRACE-only models during computation were not considered in the ICGEM service, some conclusions still can be drawn from Figure 19 when comparing the models with the same spatial resolution. In Figure 19, Tongji-Grace02s is significantly better than GGM05S and ITU_GRACE16 for all the tests, which improves 57% and 446% of accuracies in the overall GNSS/Leveling data test relative to GGM05S and ITU_GRACE16, respectively. Additionally, the comparisons between the unconstrained solution ITSG-Grace2014s and the regularized model ITSG-Grace2014k for all the tests prove that the regularization method can suppress the errors of the gravity field models.

For more comprehensive comparisons, further analyses are carried out by using the GNSS/Leveling data sets in both the Canada and Mexico. When computing the geoid heights on the basis of the GRACE-only models (i.e., GGM05S, ITU_GRACE16, AIUB-GRACE03S, Tongji-GRACE01, HUST-Grace2016s, ITSG-Grace2014s, ITSG-Grace2014k, and Tongji-Grace02s and Tongji-Grace02k), they are truncated to particular degrees (i.e., 60, 90, 120, 160, and 180) and the coefficients at higher degrees are replaced with those of EIGEN6C4. As

![Figure 18. Gravity anomaly differences between the DTU13 gravity data and the GRACE-only models over the North Pacific: (a) GGM05S, (b) ITU_GRACE16, (c) ITSG-Grace2014s, (d) ITSG-Grace2014k, (e) Tongji-Grace02s, and (f) Tongji-Grace02k.](image-url)
shown in Table 9, the mean standard deviations of the differences between the GNSS/Leveling data and the computed geoid heights lead to the comparable conclusions as the validations based on the DTU13 oceanic gravity data. Although the discrepancies are not obvious for the cases below 120, Tongji-Grace02s has the best quality among all the unconstrained solutions and Tongji-Grace02k shows the best performance among all the models when truncated to degree either 160 or 180. Especially for the case truncated to degree 180, Tongji-Grace02k obtains 9% and 6% of enhancements in comparison to ITSG-Grace2014k over the tests of the Canada and Mexico separately. Even better, using the same truncation, 13% and 23% of improvements with respect to ITSG-Grace2014s are achieved by Tongji-Grace02s during the verifications over the Canada and Mexico, respectively. We also plot the spatial distributions of the geoid height differences between the GNSS/Leveling data and the six models in the Mexico when truncated to degree 180 in Figure 20. The spatial error distributions of both GGM05S and ITU_GRACE16 are more pronounced than those of the others. Overall, the regularized solution Tongji-Grace02k shows a good agreement with ITSG-Grace2014k in terms of spatial error pattern in the Mexico, and the same conclusion can be conducted when comparing the unconstrained solution Tongji-Grace02s to ITSG-Grace2014s.

7. Concluding Remarks

The successful GRACE mission measured the Earth’s gravity field for almost 15 years, offering a long time series of observations to scientists for developing the Earth’s gravity fields. On behalf of improving the accuracy of high-degree static GRACE-only gravity field models, some updated data processing strategies have been presented in this paper. In general, the main efforts can be summarized as follows: (1) adopting the methodology that models the errors of the acceleration and attitude observations to reduce the high-frequency noise, (2) refining the method to calibrate the accelerometer measurements by using a 3-order polynomial for the monthly accelerometer scales and a 5-order polynomial for the daily accelerometer biases, (3) using the currently longest time series of GRACE data (January 2003 to July 2016) to compute unconstrained static gravity field model, and (4) further stabilizing the normal equation by applying the regularization method based on the Kaula rule and the regularization factor determined by minimizing the trace of MSE.

During the discussions on the refined data processing strategies, we find that (1) modeling the acceleration and attitude data errors is beneficial for decreasing the errors of the derived gravity field model at the high degrees; (2) the improved accelerometer calibration method has the comparable ability to calibrate the non-gravitational accelerations as other methods, while it reduces almost triple amount of parameters to be solved and consequently achieves better conditioned normal equation and noticeable improvement in gravity field determination; (3) estimating the acceleration and attitude data errors also can suppress high-frequency noise in the solved gravity field solution; (4) longer GRACE data span is demonstrated to be crucial for improving geopotential coefficients at all degrees before the system of the normal equation becomes stable (mainly before 2010), while less improvement can be contributed by further increased GRACE data span (e.g., from 2011 to 2013) once it becomes stable; and (5) the GRACE data with remarkably lower orbital altitudes over the period 2014 to 2016 can greatly reduce the condition number of the normal equation and
Table 9
Mean Standard Deviation Values of the Differences (in Unit of cm) Between the GNSS/Leveling Data in the Canada and the Geoid Heights Computed From the GRACE-Only Models

<table>
<thead>
<tr>
<th>Case</th>
<th>Degree</th>
<th>GGM05S</th>
<th>ITU-Grace16</th>
<th>AIUB-Grace03S</th>
<th>Tongji-Grace01</th>
<th>HUST-Grace2016s</th>
<th>ITSG-Grace2014s</th>
<th>ITSG-Grace2014k</th>
<th>Tongji-Grace02s</th>
<th>Tongji-Grace02k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>60</td>
<td>24.6</td>
<td>24.5</td>
<td>24.5</td>
<td>24.6</td>
<td>24.5</td>
<td>24.5</td>
<td>24.5</td>
<td>24.5</td>
<td>24.5</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>24.5</td>
<td>24.5</td>
<td>24.5</td>
<td>24.6</td>
<td>24.6</td>
<td>24.5</td>
<td>24.5</td>
<td>24.5</td>
<td>24.5</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>24.6</td>
<td>25.0</td>
<td>24.4</td>
<td>24.8</td>
<td>24.5</td>
<td>24.5</td>
<td>24.5</td>
<td>24.5</td>
<td>24.5</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>26.7</td>
<td>40.6</td>
<td>25.1</td>
<td>28.9</td>
<td>29.5</td>
<td>25.5</td>
<td>25.2</td>
<td>24.5</td>
<td>24.4</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>50.6</td>
<td>223.4</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>29.4</td>
<td>27.7</td>
<td>26.1</td>
<td>25.4</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>26.2</td>
<td>27.0</td>
<td>26.3</td>
<td>26.3</td>
<td>26.2</td>
<td>26.2</td>
<td>26.2</td>
<td>26.2</td>
<td>26.2</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>29.3</td>
<td>47.5</td>
<td>30.9</td>
<td>30.4</td>
<td>28.0</td>
<td>26.5</td>
<td>26.4</td>
<td>26.5</td>
<td>26.4</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>58.8</td>
<td>202.7</td>
<td>*</td>
<td>*</td>
<td>36.7</td>
<td>34.6</td>
<td>27.4</td>
<td>28.2</td>
<td>26.5</td>
</tr>
</tbody>
</table>

Figure 20. Geoid height differences between the GNSS/Leveling data and the GRACE-only models in the Mexico: (a) GGM05S, (b) ITU-Grace16, (c) ITSG-Grace2014s, (d) ITSG-Grace2014k, (e) Tongji-Grace02s, and (f) Tongji-Grace02k.
result in significantly improved gravity field model, which is because the lower orbital altitude shows much stronger sensitivity to the high-frequency signals in gravity field.

Based on the refined data processing strategies above, an unconstrained static GRACE-only gravity field solution called Tongji-Grace02s up to degree and order 180 is successfully inferred and a regularized static model named Tongji-Grace02k with the same degree is derived by applying the Kaula rule to the normal equation for the degrees ranging from 81 to 180. Both Tongji-Grace02s and Tongji-Grace02k are compared to the latest GRACE-only models (i.e., GGM05S, AIUB-GRACE03S, Tongji-GRACE01, ITU_GRACE16, HUST-Grace2016s, ITSG-Grace2014s, and ITSG-Grace2014k) and verified by both GNSS/Leveling data and DTU13 oceanic gravity data. The concluding remarks from the comparisons and validations are as follows:

1. The geoid degree heights with respect to EIGEN6C4 demonstrate that Tongji-Grace02s has the least error among all the unconstrained models and Tongji-Grace02k performs the best (particularly for the degrees above 140) among all the models.
2. Both Tongji-Grace02s and Tongji-Grace02k are compared to other GRACE-only models in terms of gravity anomalies relative to EIGEN6C4 over the globe, the global oceans, the Indian Ocean, and the North Atlantic. The comparisons show that much less spatial error occurs in Tongji-Grace02s among all the unconstrained models and the best performance is achieved by Tongji-Grace02k among all the models. The mean standard deviations for the gravity anomalies are 22.9, 37.9, 6.8, 4.2, 4.3, and 3.0 mgals for GGM05S, ITU_GRACE16, ITSG-Grace2014s, ITSG-Grace2014k, Tongji-Grace02s, and Tongji-Grace02k, respectively. For the tests over the global oceans, the Indian Ocean and the North Atlantic, Tongji-Grace02s reduces no less than 89% of noise relative to ITSG-Grace2014s, and Tongji-Grace02k achieves at least 48% of noise reduction relative to ITSG-Grace2014k.
3. The assessments using both the DTU13 oceanic gravity data over two oceans (i.e., the Centric Atlantic and the North Pacific) and the GNSS/Leveling data over two land areas (i.e., the Mexico and the Canada) support that the unconstrained solution Tongji-Grace02s and the regularized model Tongji-Grace02k show good agreements with other models (GGM05S, ITU_GRACE16, ITSG-Grace2014s, and ITSG-Grace2014k) for the degrees below 120. Nevertheless, the best agreement to DTU13 data is reached by Tongji-Grace02s among all the unconstrained models and the most satisfactory performance belongs to Tongji-Grace02k among all the models for the degrees beyond 120.
4. The mean standard deviations of the gravity anomalies from Tongji-Grace02s up to degree and order 180 relative to DTU13 data are 4.18 and 3.05 mgals in the Centric Atlantic and the North Pacific, respectively (indicating 62% and 58% of improvements over the Centric Atlantic and the North Pacific separately compared to those from ITSG-Grace2014s). For the regularized solutions (i.e., Tongji-Grace02k and ITSG-Grace2014k), 68% and 70% of improvements over the Centric Atlantic and the North Pacific respectively are gained by Tongji-Grace02k compared to ITSG-Grace2014k. Furthermore, Tongji-Grace02k achieves 9% and 6% of improvements compared to ITSG-Grace2014k in the GNSS/Leveling tests over the Canada and Mexico separately. Moreover, Tongji-Grace02s has 13% and 23% of improvements with respect to ITSG-Grace2014s in the same tests over the Canada and Mexico, respectively.

References