Buffer Layers, Defects, and the Capacitance Step in the Admittance Spectrum of a Thin-Film Solar Cell

Florian Werner* and Susanne Siebentritt

Laboratory for Photovoltaics, Physics and Materials Science Research Unit, University of Luxembourg, Rue du Brill 41, L-4422 Belvaux, Luxembourg

(Received 10 November 2017; revised manuscript received 1 March 2018; published 30 May 2018)

Defects in complex multilayered thin-film solar cells are often analyzed by capacitance-based techniques, which originally were developed for simple homojunctions in single-crystal bulk semiconductors. We discuss the impact of a capacitive and conductive buffer layer on the impedance and capacitance spectra of thin-film solar cells. While the resulting capacitance spectra are indistinguishable from those caused by a deep defect level, the buffer layer and p-n junction can clearly be distinguished in the experimental impedance spectra. Exploiting bias voltage and illumination as additional experimental parameters allows us to test a given hypothesis—deep defect or buffer layer—to explain characteristic capacitance steps in thermal admittance spectroscopy of thin-film solar cells. We address the controversial origin of the N1 signature commonly observed in admittance spectroscopy of Cu(In, Ga)Se₂ solar cells. The circuit element dominantly defining the main capacitance step in our devices is most plausibly explained by the presence of a buffer layer connected in series to the p-n junction of the device and is not related to any deep defects or mobility freeze-out.
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1. INTRODUCTION

Measurements of the temperature- and frequency-dependent capacitance (thermal admittance spectroscopy) are among the most important device characterization techniques to study defects in solar-cell devices [1]. In principle, all relevant recombination parameters of a defect can be deduced by studying capacitance steps arising due to its finite response time [1–5]. Such capacitance steps are indeed routinely observed in the admittance spectra of thin-film solar cells of a variety of absorber materials, for example, in chalcopyrite Cu(In, Ga)Se₂ (CIGS, discussed in more detail below), kesterite Cu₂ZnSnSe₄ [5,6], and CdTe [7,8], and extensive characterization of the corresponding alleged defects has been collected over many years.

In the case of CIGS solar cells, one particular admittance signature known as the “N1 level” [9] has been observed universally in many devices (see, e.g., Ref. [10]) and has been discussed controversially for two decades already. Primarily, it has been attributed to a defect, although conflicting evidence exists concerning where these defects are located within the device [9,11,12]. This standard interpretation was recently challenged by an increasing number of publications which suggest alternative explanations for the N1 level, mostly linked to the transport characteristics of the solar-cell absorber [13,14] or to a transport barrier [7,15–21] within the device.

This controversy concerning the interpretation of capacitance steps in admittance spectroscopy of thin-film solar cells is related to the complex multilayered device architecture, which is sketched in Fig. 1 for a typical CIGS-based solar cell. Most standard models for defect characterization were originally developed for single-crystal bulk or wafer-based semiconductor devices with comparably simple device geometries. All parts of these devices located outside of the space-charge region in the active absorber can usually be treated as a pure resistor (e.g., the series resistance of the quasineutral bulk and contacts) or as a pure capacitance (e.g., the dielectric oxide layer in metal-oxide-semiconductor devices) [2]. This is no longer true for thin-film devices, where additional layers on top of the active absorber must be conductive to a certain extent but might also affect the total device capacitance. In a recent paper [21], we demonstrated that the CdS buffer layer in a typical CdS/i-ZnO/ZnO:Al buffer and window stack might indeed introduce a resistive and capacitive transport barrier in the finished device, and its impact on the capacitance spectrum must, thus, be considered carefully. We proposed...
that this CdS buffer layer is a likely candidate to explain the universality of the \textit{N}1 signature for CIGS solar cells.

Conventional electrical characterization of solar cells focuses on the admittance or capacitance spectrum since capacitive contributions of deep defects and the space-charge region are additive \cite{1}. Because of the series connection of the junction diode and buffer layer in the electrical equivalent circuit, however, characterization of thin-film devices certainly benefits from taking into account the complex impedance spectrum as well. In this way, the components of the device contributing individually to the total frequency response can be identified and separated. A more comprehensive model of the device can be established further by making use of the bias and illumination dependence of the device impedance in addition to the frequency and temperature dependence studied in standard thermal admittance spectroscopy. Note that quantitative electrical characterization of polycrystalline thin-film solar cells compared to single-crystal silicon devices might require even more modifications \cite{22} beyond the consideration of additional layers, but these modifications are not addressed here since we are concerned about the fundamental interpretation of the data rather than the quantitative details.

Impedance spectroscopy has also been applied previously to thin-film solar cells both for CIGS \cite{14,23–25} and CdTe \cite{8,26,27} devices. These studies, however, mostly focused on damage and inhomogeneities around the CdS/CIGS interface in CIGS devices and a complete device model comprising several defect levels and a back contact barrier in CdTe devices. Although several of these earlier studies mention buffer layers at the front of the device in passing, a more specific treatment of the ubiquitous buffer layer and its impact on capacitance spectra in standard thermal admittance spectroscopy is certainly warranted.

In this manuscript, we discuss the relations between the impedance and capacitance spectrum for a thin-film solar cell containing a \textit{p–n} junction and a capacitive but conductive buffer layer. We demonstrate that a characteristic frequency dependence of the capacitance identical to that of a deep defect must be expected naturally for thin-film solar cells, even in the absence of any deep defects, simply due to the presence of a buffer layer in the device architecture. In Sec. II, we present the fundamental equations describing the admittance of a \textit{p–n} junction in series with a buffer layer and discuss the similarities to the frequency response of a defect level. In Sec. III, we focus on the origin of the controversial \textit{N}1 level in CIGS solar cells and show how the impact of a buffer layer and deep defects can be distinguished in the impedance spectrum even if the resulting capacitance spectra are identical for both scenarios. An analysis of the voltage- and illumination-dependent impedance spectra provides direct experimental evidence that the main capacitance step observed in the admittance spectroscopy of our devices is indeed caused by the presence of a buffer layer rather than deep defects.

Although the present manuscript focuses on CIGS solar cells with a CdS buffer layer, we expect that our results also apply to other thin-film technologies and different material combinations due to the fundamentally similar device architecture.

II. FREQUENCY-DEPENDENT CAPACITANCE

A. Serial electrical equivalent circuit

Experimental admittance spectra of single-junction solar cells are typically analyzed based on the parallel equivalent circuit model shown in Fig. 2(a), which consists of a single parallel capacitance $C_p$ and a parallel conductance $G_p$. For an ideal solar cell without any deep defects, $G_p$ and $C_p$ are independent of ac frequency, $G_p$ is given by the voltage derivative of the exponential diode current plus any shunt conductance bypassing the diode, and $C_p$ is equal to the space-charge region capacitance of the \textit{p–n} junction. In experiment, however, both conductance $G_p$ and capacitance $C_p$ are typically found to vary with ac frequency. Although this observation is conventionally explained by a frequency-dependent response of deep defects within the device \cite{3}, the mere presence of a buffer layer naturally

![FIG. 1. Sketch of a typical CIGS thin-film solar cell processed on a glass substrate: Mo back contact, \textit{p}–doped CIGS absorber layer, CdS buffer layer, and \textit{n}–type window double layer (non-intentionally-doped “intrinsic” \textit{i}-ZnO and Al-doped ZnO). The given scale is only approximate.](image-url)
results in an identical frequency response as we discuss below.

The presence of a buffer layer in a thin-film solar cell adds an additional resistive and capacitive contribution to the small-signal admittance of the complete device, which is not included in the simple parallel model shown in Fig. 2(a). The buffer layer, thus, represents an additional circuit element in series with the junction element. The most fundamental electrical equivalent circuit model for a typical thin-film solar cell then consists of the series connection of two G-C elements (also referred to as RC elements, with \( R = 1/G \)), as sketched in Fig. 2(b). One of these elements represents the buffer layer \((G_b, C_b)\), the other element originates from the space-charge region of the \( p-n \) junction \((G_j, C_j)\). In order to correctly describe the admittance spectrum at high frequencies of a few 100 kHz and above, it is often necessary to additionally consider a lumped series resistance \( R_s \), which accounts for Ohmic losses in the external contacts, transparent conductive oxide layer, and the quasineutral region of the absorber. Ohmic series resistance effects, however, are inconsequential for our discussion below and are mostly neglected.

### B. Impedance and capacitance spectra

Because of the series connection of two G-C elements, it is helpful to look at the impedance \( Z \) rather than the admittance \( Y \). The admittance of a single G-C element is \( Y = G + ioC \), which is inverted to yield the impedance

\[
Z = \frac{1}{Y} = \frac{1}{G + ioC} = \frac{G - ioC}{G^2 + (oc)^2} = \frac{1}{G} \frac{1 - \frac{\omega\tau}{2}}{1 + \frac{\omega}{\omega}\frac{\omega\tau}{2}}
\]

with characteristic time constant \( \tau = C/G \). Equation (1) describes a semicircle in the complex \( Z \) plane, and the real and imaginary parts of the impedance show a step and peak, respectively, at a characteristic angular inflection frequency \( \omega/\text{char} \) equal to the inverse time constant \( \omega/\text{char} = 1/\tau \). Note that this frequency dependence naturally occurs due to the arithmetic in inverting the complex admittance, although both conductance \( G \) and capacitance \( C \) themselves are assumed to be independent of frequency. Further note the minus sign in the numerator on the right-hand side of Eq. (1), indicating that the imaginary part of the impedance is, in fact, negative for a capacitive circuit. To simplify log scaling of the data, we often implicitly ignore this minus sign in the following.

In order to study the impact of the buffer layer on the capacitance spectrum in thermal admittance spectroscopy, the respective impedances according to Eq. (1) of all individual G-C elements in Fig. 2(b) are added to yield the total device impedance. The effective conductance \( G_{\text{eff}} \) and capacitance \( C_{\text{eff}} \) for such an electrical equivalent circuit are then obtained from the real and imaginary parts, respectively, of the total admittance, which requires a further inversion of the total device impedance:

\[
G_{\text{eff}} + ioC_{\text{eff}} = \frac{1}{Z_{\text{sum}}} = \frac{1}{\sum_k Z_k(\omega)}.
\]

By performing these calculations for two frequency-independent G-C elements, in our case, for the buffer layer \((Y_b = G_b + ioC_b)\) and the solar-cell junction \((Y_j = G_j + ioC_j)\), we obtain a capacitance step of the effective capacitance according to

\[
C_{\text{eff}}(\omega) = C_{\infty} + \frac{\Delta C}{1 + (\omega/\omega)^\alpha},
\]

where \( 1/C_{\infty} = 1/C_j + 1/C_b \) is the high-frequency limit of the effective capacitance, \( \Delta C = \alpha(C_j + C_b) \) is the capacitance step height with \( 0 < \alpha < 1 \) depending on both \( G \) and \( C \) values [compare Eq. (5)], and the inflection frequency \( f_i \) is given by

\[
f_i = \frac{\omega_i}{2\pi} = \frac{1}{2\pi} \frac{G_b + G_j}{C_b + C_j}.
\]

Note that the capacitance spectrum described by Eqs. (3) and (4) represents a capacitance step at a finite inflection frequency \( f_p \) although all individual elements of the equivalent circuit in our calculation are by definition independent of the frequency.

The parameter \( \alpha \) in Eq. (1) is a scaling factor given by

\[
\alpha = \left[ \frac{R_b}{R_b + R_j} \frac{C_b}{C_b + C_j} \frac{R_j}{R_j + R_f C_b + C_j} \right]^2
\]

with \( R_b = 1/G_b \) and \( R_j = 1/G_j \). For most reasonable solar cells at relevant temperatures, we can assume the buffer layer to be significantly more conductive than the junction, i.e., \( R_b \ll R_j \) by several orders of magnitude. If we further assume that the buffer and junction capacitances are not orders of magnitude different, Eq. (5) simplifies to

\[
\alpha \approx \left[ \frac{C_j}{C_b + C_j} \right]^2.
\]

Applying the same approximation, the low-frequency limit of the effective capacitance according to Eq. (3) approaches the junction capacitance \( C_{\text{eff}}(\omega = 0) = C_{\infty} + \Delta C \approx C_j \). Note that the low-frequency capacitance approaching the space-charge region capacitance has far-reaching implications beyond admittance spectroscopy, in particular, on the estimation of dopant concentrations based on capacitance-voltage (C-V) measurements [1,28]: since capacitance steps are typically ascribed to defects, the dopant concentration is estimated from the high-frequency limit of the capacitance to reduce the impact of such defects. In contrast, if a buffer layer is responsible for this capacitance step, the space-charge region capacitance—
consequently, the dopant concentration as well—should be derived from the low-frequency limit of the capacitance.

Further refinement of the equivalent circuit might be necessary for realistic devices, for example, by including a lumped series resistance \( R_s \) as shown in the gray part of Fig. 2(b). For moderate series resistance \( (R_s G_{\text{eff}} \ll 1) \), the capacitance spectrum \( C_{\text{eff}}^\ast(\omega) \) including the series resistance can be approximated by

\[
C_{\text{eff}}^\ast(\omega) = \frac{C_{\text{eff}}(\omega)}{1 + (\omega R_s C_{\text{eff}})^2},
\]

where \( C_{\text{eff}} \) is calculated according to Eq. (3). Ohmic series resistance, thus, gives rise to an additional capacitance step, typically at high frequencies above a few 100 kHz, with vanishing capacitance in the high-frequency limit.

**C. Temperature dependence of the inflection frequency**

A key signature of an experimental capacitance spectrum is not only the occurrence of the capacitance steps themselves but also that their respective inflection frequencies obey a specific temperature dependence. For the series connection of the \( G-C \) elements representing the buffer layer and junction, the inflection frequency of the corresponding capacitance step is given by Eq. (4). Its temperature dependence is, thus, solely determined by the temperature dependence of the conductances and capacitances of the junction and buffer layer. As we argue in the following paragraphs, the temperature dependence of the inflection frequency is, in fact, mostly determined by the conductivity of the buffer layer.

It is often found in experiment that the low- and high-frequency plateaus around a capacitance step do not vary much with the temperature. This can also be observed in the exemplary capacitance spectra shown in Fig. 3 (experimental details are given in Sec. III B), where the plateaus around the main capacitance step are located approximately at \( C = 10 \) and \( 15 \) nF/cm\(^2\) independent of temperature.

![Exemplary capacitance spectra](image)

**FIG. 3.** Exemplary temperature-dependent capacitance spectra of a typical Cu-poor Cu(In,Ga)Se\(_2\) thin-film solar cell in a temperature range of \( T \approx 320 - 50 \) K. Inflection frequencies of the main capacitance step are indicated by black crosses.

We, thus, expect the individual capacitance values \( C_j \) and \( C_b \) of the junction and buffer layer to be fairly constant in the relevant temperature range. Even in cases where this assumption might be unjustified, it is unlikely that the capacitance changes over orders of magnitude. Note that the second capacitance step with capacitance values below \( 10 \) nF/cm\(^2\) apparent from Fig. 3 at low temperatures is attributed to a conductivity freeze-out of the absorber and is not discussed here further.

If both capacitance values are nearly constant with the temperature, any significant temperature dependence of the inflection frequency due to a transport barrier must be attributed to the temperature dependence of the conductances \( G_j \) and \( G_b \) of the junction and barrier. Without applying a significant forward bias voltage, the conductance of the \( p-n \) junction diode in the dark will be negligible compared to the conductance through the buffer and window stack for any reasonably good solar cell in a wide temperature range. Accordingly, the temperature dependence of the inflection frequency is dominated by the conductance of the buffer layer:

\[
f_i(T) = \frac{1}{2\pi C_b} \approx \text{const } \times G_b(T).
\]

In particular, for the simple model of a thermally activated buffer conductance \( G_b = G_{b,0} \exp(-E_a/kT) \), the inflection frequency of the capacitance step is then approximately

\[
f_i(T) \approx \frac{1}{2\pi C_b} \exp(-E_a/kT).
\]

**D. Inflection frequencies of a defect level**

In our serial model that we present above, Eq. (3) predicts a capacitance step due to the presence of the \( G-C \) series element representing the buffer layer. The functional form of Eq. (3) at a given temperature is identical to the capacitance response expected for a deep defect within the space-charge region or at the buffer-absorber interface, although the meaning of the parameters in Eq. (3) are different for a defect signature: \( C_{\infty} \) is identified with the depletion capacitance of the space-charge region, and \( \Delta C \) is proportional to the defect concentration [1]. Accordingly, the presence of a buffer layer in series with the space-charge region results in an admittance spectrum which can easily be mistaken as a signature of deep defects.

If a given capacitance step is caused by a defect, the energetic depth of the defect level can be inferred from the activation energy of the inflection frequency. The simplest form of a thermally activated inflection frequency with activation energy \( E_a \) is given by

\[
f_i = X_0 \exp\left(-\frac{E_a}{kT}\right).
\]
where ideally, $X_0$ is a constant. In a practical experiment, however, the preexponential factor $X_0$ in the Arrhenius law often shows a weak temperature dependence itself. For a hypothetical “ideal” defect, $X_0$ is expected to scale with $T^2$ in first approximation due to the weak temperature dependence of thermal velocity $v_{th}$ and the effective density of states $N_{C,V}$ in the conduction or valence band of the $n$- or $p$-type semiconductor. In this case, the inflection frequency is given by the equation [1]

$$f_t = \frac{1}{2\pi} v_{th} N_{C,V} \sigma_{n,p} \exp\left(-\frac{E_a}{kT}\right) = \frac{1}{\pi} \xi_0 T^2 \exp\left(-\frac{E_a}{kT}\right),$$

(11)

where $\sigma_{n,p}$ is the electron or hole capture cross section of the defect, and the prefactor $\xi_0$ is now assumed to be independent of the temperature. Accordingly, the activation energy $E_a$ is typically obtained from an Arrhenius plot of $\ln(f_t T^{-2})$ vs $1/T$ rather than $\ln(f_t)$ vs $1/T$. Whether such a temperature scaling is justified is not known \textit{a priori} without establishing the exact origin of the capacitance step, and we report it here only for comparison to published literature data, where such a scaling is widely used.

Comparing Eqs. (9) and (11), we find that the impact of a buffer layer on experimental admittance spectra can indeed be easily misinterpreted as a deep defect, as long as the conductance through the buffer layer at least approximately resembles a thermally activated behavior. Previously, we have shown [21] that the conductance of the CdS buffer layer commonly employed in thin-film solar cells might indeed show a thermally activated behavior. In addition, experimentally determined inflection frequencies commonly show deviations from the ideal thermally activated behavior described by Eq. (11). Figure 4 shows the inflection frequencies derived for the main capacitance step in Fig. 3 both without scaling (black, left) and scaled by $T^{-2}$ (red, right) to account for a temperature-dependent preexponential factor in the Arrhenius law for a simple defect model; see Eq. (11). It is evident that the inflection frequencies do not lie on a straight line in the Arrhenius plots either with or without the $T^{-2}$ scaling. Accordingly, the apparent activation energy $E_a$ of the assumed defect level varies between 55 and 180 meV in our example, depending on the temperature range and scaling used in the analysis. Although this deviation can be attributed to temperature-dependent capture cross sections of a defect, different transport processes through the buffer layer provide a plausible and straightforward alternative explanation for the nonideal temperature dependence of the experimental inflection frequencies.

### III. EXPERIMENTAL IMPEDANCE SPECTRA

#### A. Deconvolution of experimental impedance spectra

Based on the discussions in Sec. II B, we find that each $G$-$C$ element in the electrical equivalent circuit adds a step or peak at its characteristic frequency to the real or imaginary part of the total device impedance. By finding these characteristic frequencies and the corresponding step or peak heights in an experimental impedance spectrum, all relevant parameters (here, the individual conductances and capacitances of the buffer layer and junction) can, in principle, be reconstructed. In practice, an accurate reconstruction is often difficult. Because of the limited frequency range accessible in experiment, different peaks can be resolved only if they are fairly close to each other, in which case, the important features might be obscured by overlap. Such overlap of different peaks is particularly problematic for the case of thin-film solar cells, since the peak or step height scales with resistance, which likely differs by several orders of magnitude between the junction and buffer layer. The experimental impedance spectra shown in Fig. 5 and discussed in the following section clearly illustrate the challenge: The second feature around $f \approx 70$ kHz is barely noticeable in the imaginary part of the impedance, and in reverse bias, it starts to be obscured by the low-frequency feature also in the real part of the impedance. This problem can be partly mitigated by plotting the real part of the impedance multiplied by the angular frequency, $Re(\omega Z)$, rather than the impedance. For a single $G$-$C$ circuit element, this normalized impedance is given by

$$Re(\omega Z) = \frac{1}{C \tau + (\omega \tau)^2},$$

(12)

again with characteristic time constant $\tau = C/G$, which scales with the inverse capacitance and is, thus, often helpful in separating the signatures of the junction and buffer layer. Furthermore, the characteristic frequencies of the junction and buffer circuit elements might shift significantly with the temperature or applied dc bias voltage, for example, due to reduced conductivity at low temperatures or due to the bias dependence of the space-charge region capacitance.
Both approaches usually yield very similar results (see Appendix A), unless overlap between peaks or nonidealities resulting in CPE behavior have to be taken into account. In the case of overlapping peaks, we refer to the regression results, and in the case of CPE behavior—albeit minor in this study—we refer to the peak results.

B. Bias dependence of the experimental impedance spectra

As a practical example, we study the admittance spectra of a typical Cu-poor CIGS thin-film solar cell as a function of the temperature, bias voltage, and illumination intensity. The polycrystalline CIGS absorber is grown on Mo-coated soda-lime glass in a three-stage coevaporation process and has a copper content of \( \text{Cu}/(\text{Ga} + \text{In}) \approx 0.99 \) and gallium content of \( \text{Ga}/(\text{Ga} + \text{In}) \approx 0.37 \) as determined from energy-dispersive x-ray measurements. The front stack of the solar cell consists of a Cds buffer layer deposited by chemical bath deposition, a rf-sputtered \( i\text{-ZnO/ZnO:Al} \) double window layer and a Ni/Al front contact grid defined by electron-beam evaporation through a shadow mask. Solar cells with an active area of 0.2–0.5 cm\(^2\) are defined by mechanical scribing and achieve efficiencies above 16\% at room temperature under 1-sun illumination. For impedance characterization, the samples are mounted in the dark in a closed-cycle cryostat at a base pressure below \( 10^{-3} \) mbar. The admittance spectrum is recorded in a frequency range of \( f = 30 \text{ Hz – 2 MHz} \) with ac voltage amplitude of 30 mV rms. A standard parallel equivalent circuit model, as shown in Fig. 2(a), is used to separate the effective values of conductance \( G \) and capacitance \( C \). A temperature sensor glued onto an identical glass substrate beside the solar cell is used to estimate the actual temperature of the solar cell, which typically deviates from the set temperature due to the low thermal conductivity of the glass substrate.

Experimental capacitance spectra in a measured temperature range of approximately 320–50 K (set temperature 320–20 K) at zero applied dc bias are shown in Fig. 3. For a detailed circuit analysis, Fig. 5 shows the real part \( G \) and imaginary part \( G_i \) of the impedance, as well as the real part \( Z_r \) multiplied by angular frequency \( \omega \) or normalized impedance, measured at a sample temperature of \( T \approx 157 \) K (set temperature \( T = 150 \) K) for dc bias voltages in a range of \(-2.4 \) to \(+0.8 \) V (some graphs omitted for clarity). Since all features in the impedance spectra shift with the temperature, the particular temperature for each graph in this paper, e.g., \( T \approx 157 \) K in Fig. 5, is chosen to most clearly depict all relevant impedance features within the experimental frequency range.

From the impedance spectra in Fig. 5, we can clearly identify two distinct features with their respective characteristic frequencies visualized by the black arrow and dotted line in Fig. 5(c): one feature is visible in the low-frequency range below a few kilohertz and changes significantly with applied bias voltage, and the second

Confidence in the results of the analysis can, thus, be greatly improved if the impedance spectra are measured over a diverse parameter space.

We combine two different approaches to obtain the individual conductance and capacitance values of each circuit element from experimental impedance spectra.

(i) Peak analysis: According to Eqs. (1) and (12), the inverse conductance and capacitance values of a circuit element are determined by twice the peak height of \( G(\omega) \) and \( \omega Z_r(\omega) \), respectively. In the first approximation, we ignore any overlap between neighboring peaks. For a peak with characteristic angular frequency \( \omega \), we, thus, define \( G = 2G(\omega) \) and \( C = 2C(\omega) \). Note that the independently determined values of \( G \) and \( C \) must obey \( \omega = G/C \) for consistent results, and obviously the characteristic frequencies of \( G(\omega) \) and \( \omega Z_r(\omega) \) must be identical.

(ii) Numerical regression: We model the total device impedance based on Eq. (1) and obtain all individual conductance and capacitance values from a least-squares regression to the experimental data. In some cases, a constant phase element (CPE) rather than an ideal \( G-C \) element is required to accurately describe the impedance spectra of thin-film solar cells [24–26].

FIG. 5. Impedance spectra of a Cu(In,Ga)Se\(_2\) thin-film solar cell with CdS buffer layer at a sample temperature of \( T \approx 157 \) K and dc bias voltages in the range of \(+0.8 \) V (blue) to \(-2.4 \) V (red) in steps of 0.4 V: (a) real part \( Z_r \) and (b) imaginary part \( Z_i \) of the device impedance and (c) real part of the normalized impedance \( \omega Z_r \). Zero-bias spectra are marked with a black square. Characteristic frequencies of two \( G-C \) elements are indicated in (c) by the black dotted line and black arrow.
feature is located around a characteristic frequency of 70 kHz and is virtually unaffected by the applied bias voltage. We obtain similar trends for many individual devices from different processing runs (not shown here), including some containing a Zn(O,S) buffer layer instead of the typical CdS buffer layer. We, thus, expect this set of data to be representative of typical Cu(In,Ga)Se₂ thin-film solar cells.

A priori we do not know the origin of these two features, and we discuss both the serial electrical equivalent circuit and the classical defect model.

1. Serial equivalent circuit: Junction and buffer layer

For a buffer layer on top of the absorber, we use the serial equivalent circuit in Fig. 2(b). Employing Eqs. (1) and (12) for each of the two features in the admittance spectra, as we discuss in Sec. III A, allows us to estimate the individual conductance and capacitance values of both \( G \)-\( C \) elements, which are plotted in Figs. 6(a) and 6(b) as a function of applied bias voltage. The black squares in Fig. 6 correspond to the low-frequency feature identified in Fig. 5, while the red circles represent the constant feature at 70 kHz. We attribute the low-frequency feature (dotted line in Fig. 5 and black squares in Fig. 6) to the \( p-n \) junction of the device based on a number of considerations:

(i) The capacitance increases toward positive-bias voltage, as is expected for the capacitance of the space-charge region. The absolute capacitance values and their bias dependence are consistent with an absorber dopant concentration of the order of 10¹⁶ cm⁻³, typical for Cu(In,Ga)Se₂ solar cells. Note that according to the predictions in Sec. II B, the junction capacitance is close to the low-frequency limit of the measured effective capacitance and differs substantially from the high-frequency limit one usually chooses to calculate the dopant concentration from a Mott-Schottky plot.

(ii) The zero-bias conductance is 3 orders of magnitude lower compared to the high-frequency feature, and the drastic increase in capacitance and conductance at the highest bias voltage of \(+0.8 \) V reflects carrier injection. The low-frequency feature must accordingly be responsible for the diode character of the solar cell.

(iii) The increase of conductance in reverse bias agrees well with the slightly non-Ohmic nature of shunt currents typical for thin-film solar cells [29,30]. Our data suggest a voltage-dependent shunt current of approximately \( I_{sh} \propto |V|^{1.5} \), in a similar range as reported earlier [31,32].

The high-frequency feature (arrow in Fig. 5 and red circles in Fig. 6), on the other hand, is completely unaffected by variations of the bias voltage. For a buffer layer, we indeed do not expect to observe any significant voltage dependence in this experiment: since the dc conductance of the buffer layer greatly exceeds the conductance across the junction, the potential drop across the buffer layer will amount only to a very small fraction of the externally applied bias voltage. Any actual voltage dependence of the buffer conductance or capacitance, thus, becomes apparent only for much larger applied bias voltages.

Figure 6(c) shows the conductance \( G_0 \) of the buffer and junction elements at zero-bias voltage (left axis) and the inflection frequency \( f_i \) of the main capacitance step (right axis) as a function of the inverse temperature \( 1000/T \). The solid black line is a fit to the temperature-dependent conductance based on Ref. [33]; see Appendix B. Both y axes of Fig. 6(c) are scaled similarly, and the buffer conductance and inflection frequency accordingly indeed exhibit a very similar temperature dependence as expected from Eq. (8). Note that the inflection frequencies shown in Fig. 6(c) differ slightly from earlier measurements shown in Fig. 4, presumably due to diffusion processes changing the...
transport properties of the buffer layer over time [34,35]. This change over time further supports a relation between the inflection frequency of the capacitance step and the transport properties of the buffer layer.

Our assumption that the high-frequency feature is related to the CdS buffer layer raises one issue regarding the extracted capacitance values $C_b$ assigned to the buffer layer: if the buffer layer is fully depleted, this capacitance is simply given by its geometrical capacitance $C_b = \varepsilon_0 \varepsilon_r d / d$, where $\varepsilon_0$ and $\varepsilon_r$ are the vacuum and relative dielectric permittivity, respectively, and $d$ is the buffer-layer thickness. If the buffer layer contains free charges, its capacitance increases. Table I summarizes capacitance values of the high-frequency feature together with the approximate nominal thickness of the corresponding buffer layer. The last column shows the estimated maximum relative permittivity $\varepsilon_r$ so that the geometrical capacitance calculated from the nominal layer thickness always remains smaller than the measured buffer-layer capacitance.

The relative dielectric permittivity is typically around $\varepsilon_r \approx 10$ for most bulk semiconductors and, thus, not fully compatible with the maximum values given in Table I, in particular for thin CdS films. Several authors, however, indeed report a decrease of $\varepsilon_r$ for thin layers of CdS [36–38]. In addition, elemental intermixing [39–43] and changes in dopant concentration [34,35] at the absorber-buffer interface might create an effective barrier layer that is, in fact, wider than the nominal thickness of the as-deposited CdS layer alone. In that case, measured buffer-layer capacitances will also be consistent with higher values of $\varepsilon_r$. Further note that we treat the CdS buffer separate from the ZnO window layer, and the interactions between those two layers might also complicate the actual composition at the various interfaces in the device.

### 2. Parallel equivalent circuit: Junction and defect

The main capacitance step can also result from a deep defect level rather than the buffer layer, and we explore which properties such a potential defect must have to be consistent with the experimental impedance spectra. One major distinction exists between defects and interlayers concerning the impedance spectroscopy: although both models result in an identical frequency dependence of the capacitance, their impact on the device impedance is notably different. A buffer layer is connected in series with the junction [Fig. 2(b)] and, thus, adds its individual characteristic peak in the impedance spectrum. Changing the $G$-$C$ parameters of the junction by applying a bias voltage, thus, affects only one peak of the impedance spectrum, and the characteristic peak of the buffer layer remains unchanged. The capacitance and recombination resistance of a defect, however, are connected in parallel to the junction (see inset of Fig. 7), and the two resulting impedance peaks are, thus, no longer independent. For an arbitrary defect level, the high-frequency feature in Fig. 5 will, thus, also be expected to shift with applied bias voltage. It is certainly possible to envision a defect where the high-frequency feature does not shift with applied bias voltage: if the frequency response of this potential defect level changes in precise correlation with the junction parameters, the differences in the recombination dynamics of the defect at different bias voltages might just exactly cancel the bias dependence of the junction. Such a perfect balance of the bias dependences of junction and defect parameters, however, requires a very specific combination of defect concentration and location within the absorber, energetic depth of the defect level, and its capture cross sections.

For a discreet defect level within the bulk of the CIGS absorber, we indeed expect a certain correlation between the frequency response of the junction and defects: defects change their charge state only if the majority-carrier Fermi level crosses the defect level, and this condition is fulfilled only at a certain depth directly linked to the space-charge region width [1,28]. To test whether such defects can realistically explain our measurements, we fit the experimental impedance spectra shown in Fig. 5 with the electrical equivalent circuit shown in the inset of Fig. 7, which includes a defect level with capacitance $C_{\text{def}}$ and characteristic lifetime $\tau = C_{\text{def}} / G_{\text{def}}$ in parallel to the junction. Comparing the apparent depth calculated from the junction capacitance $C_j$ and the total capacitance

<table>
<thead>
<tr>
<th>Buffer layer</th>
<th>Nominal thickness (nm)</th>
<th>Capacitance (nF/cm²)</th>
<th>Max relative permittivity $\varepsilon_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CdS</td>
<td>50</td>
<td>50–90</td>
<td>3–5</td>
</tr>
<tr>
<td>CdS (double layer)</td>
<td>100</td>
<td>90</td>
<td>10</td>
</tr>
<tr>
<td>Zn(O,S)</td>
<td>35</td>
<td>130–230</td>
<td>5–9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Applied dc bias voltage $V_{dc}$ (V)</th>
<th>$C_j$ (nF/cm²)</th>
<th>$G_{\text{def}}$ (mS/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>-1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

**FIG. 7.** Characteristic lifetime $\tau = C_{\text{def}} / G_{\text{def}} = (2\pi f_j)^{-1}$ of a potential defect level (blue diamonds, left axis) and junction capacitance $C_j$ (open black squares, right axis) derived from the impedance spectra in Fig. 4. The sample temperature is $T \approx 157$ K. The inset shows the corresponding parallel equivalent circuit.
described by the characteristic lifetime \( \tau = C_{\text{def}} / G_{\text{def}} \), which is identical to the characteristic time constant of the corresponding capacitance step \( \tau = (2\pi f_i)^{-1} \). Note that \( f_i \) is the inflection frequency of the capacitance step and is generally different from both of the characteristic frequencies of the impedance spectrum. The blue diamonds in Fig. 7 show the bias dependence of the characteristic lifetime \( \tau \) required to reproduce the bias-independent high-frequency feature in the impedance spectra of Fig. 5. This behavior is highly peculiar for a defect: Eq. (11) predicts a constant value of \( \tau \) unless either capture cross section or the energetic depth of the defect level change with applied bias voltage or vary with depth into the absorber. Furthermore, the characteristic lifetime follows a similar bias dependence as the junction capacitance (open black squares in Fig. 7), and, in fact, both parameters are strongly correlated: the characteristic lifetime is empirically identical to \( \tau = 1.5 \mu s + 0.1(\mu s \ cm^2/nF) C_j \) for voltages up to +0.4 V. Although a defect level with such peculiar properties can, in principle, exist, it appears unlikely that defects are responsible for the capacitance step observed here.

C. Capacitance spectra under illumination

Based on our model presented in Sec. II, in particular Eq. (8), we expect the inflection frequencies of the main capacitance step to depend critically on the conductivity in parts of the solar cell. We test this hypothesis by illuminating a solar cell through an optical port in the cryostat fixed with a neutral density filter wheel assembly to adjust the illumination intensity. We use two LEDs (see Appendix C) with different spectra to compare dominant absorption in the buffer layer and absorber.

(i) A UV LED with peak wavelength of 365 nm (FWHM of 8 nm) corresponding to a photon energy of 3.4 eV and, thus, predominantly absorbed in the CdS buffer layer.

(ii) An IR LED with peak wavelength of 940 nm (FWHM of 65 nm) corresponding to a photon energy of 1.3 eV well below the expected band gap of \( E_g \approx 2.4 \) eV of the CdS buffer layer.

Note that the device used for this experiment contains a double layer of CdS in order to increase the nominal thickness of the CdS and, thus, enhance absorption of the UV illumination within the buffer layer. We do not expect any fundamental differences due to the thicker CdS layer, and we verify results similar to those presented below using white-light illumination of standard devices with a single CdS layer. All illuminated admittance spectroscopy measurements are nominally performed at zero-bias voltage. The actual dc voltage across the device deviates from ideal short-circuit conditions due to the finite input resistance of the impedance meter, but the deviations are negligible (below 40 mV) for all measurements presented here. We, thus, assume that the generated photocurrent is equal to the measured dc current through the device. It is worth pointing out that we do not observe any distortion of the current-voltage curves [44] at any temperature upon IR illumination. We also do not observe any metastable effects and always obtain the same capacitance spectrum at a given illumination condition, independent of the previous illumination history of the sample.

Independent of the wavelength of illumination, we find that the main capacitance step shifts to higher frequencies upon illumination at all temperatures. This behavior is illustrated in Fig. 8, which shows the inflection frequency of the main capacitance step as a function of the photocurrent density \( J_{\text{ph}} \) for both UV and IR LEDs for a chosen sample temperature of \( T \approx 90 \) K. Exemplary capacitance spectra for different UV illumination intensities are shown in the inset. In the dark, we obtain an inflection frequency of the main capacitance step of \( f_{i,\text{dark}} = 2.1 \) kHz, which shifts over 2 orders of magnitude upon illumination.

Inflection frequencies in admittance spectroscopy can typically be resolved only over roughly 3 orders of magnitude, taking into account low-frequency noise (e.g., low phase angle of the complex impedance) and high-frequency features (e.g., series resistance). The illumination-induced shift of the inflection frequency reported here, thus, represents a significant portion of the frequency range accessible in experiment. Indeed, when increasing...
the illumination intensity further, we find that the main capacitance step merges with a high-frequency capacitance step caused by series resistance and completely disappears at all temperatures.

Despite small differences between UV and IR illumination, the two sets of data shown in Fig. 8 behave fairly similarly. Note that most of the UV light is absorbed in the CdS buffer layer or ZnO window layer and does not contribute to the photocurrent. Accordingly, a significantly higher illumination intensity—approximately by a factor of 90—is required for the UV LED to yield the same photocurrent as the IR LED and, thus, obtain a similar shift in inflection frequency. We conclude that the inflection frequency of the main capacitance step is sensitive to the number of extracted photogenerated carriers (photocurrent) not to the number of absorbed photons (illumination intensity). Note that the photocurrent densities here are up to 3 orders of magnitude lower compared to standard 1-sun illumination, and we can, thus, neglect any high-injection effects.

The shift toward higher inflection frequencies with increasing illumination intensity appears to follow a linear trend, as suggested by the linear fits represented by solid lines in Fig. 8. Within the framework of the standard defect model expressed by Eq. (11), such a behavior is peculiar and either requires a (linearly) higher capture cross section or (logarithmically) more shallow activation energy of the defect with increasing photocarrier density. Similar changes of the capacitance spectrum under white-light illumination have been reported previously [45], and the authors argued that trapping effects in exponential band tails might result in the required defect properties. Our bias-dependent measurements in Sec. III B 2 demonstrate, however, that the main charge response of a potential defect is located 140–150 nm within the space-charge region, and a significant number of defects, thus, need to be energetically deeper than the bulk Fermi level. For an exponential band tail, we rather expect the main charge response to occur near the space-charge edge, where the number of defects crossing the Fermi level is largest.

For a transport barrier due to a depleted buffer layer, on the other hand, such a linear increase shown in Fig. 8 is readily understood by assuming a photoconductive contribution to the buffer-layer conductance $G_b$ in Eq. (8), i.e., $G_b = G_b, \text{dark} + \Delta G(J_{\text{ph}})$. The striking similarity between UV and IR illumination concerning the correlation with photocurrent density implies that the injection of photoexcited electrons from the absorber into the CdS buffer layer plays a crucial role, not just photoexcitation within the CdS buffer layer itself. This observation appears reasonable for typical thin-film solar cells: the presence of photoexcited holes in the $n$-type CdS buffer layer might increase recombination, particularly in conjunction with potentially high defect concentrations within the CdS buffer layer or sputter damage at the CdS/ZnO interface. In contrast, if photoexcitation dominantly occurs in the absorber layer, holes will be kept away from the CdS buffer layer due to the large valence-band offset at the CIGS/CdS interface. For our interpretation of the capacitance step, however, the exact mechanism of photoconductivity in the CdS buffer layer is not relevant.

Any change in the buffer conductance due to photoexcited or injected carriers should be visible in the corresponding impedance spectra. Figure 9(a) shows four exemplary spectra of the normalized real impedance $\omega Z_r(f)$ in the dark (black dashed line) and for different UV illumination intensities (solid lines, $J_{\text{ph}} \approx 30$, 150, and 500 $\mu A/cm^2$) at $T \approx 90$ K. (b) Conductance $G_b$ of the buffer-layer $G$-$C$ element extracted from the impedance spectra plotted as a function of inflection frequency $f_i$ of the main capacitance step for 365-nm (UV, blue squares) and 940-nm (IR, red circles) illumination. The dashed line represents a 1:1 correlation; dark measurements are indicated by a black arrow.
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**FIG. 9.** (a) Exemplary normalized real impedance spectra $\omega Z_r(f)$ in the dark (black dashed line) and for different UV illumination intensities (solid lines, $J_{\text{ph}} \approx 30$, 150, and 500 $\mu A/cm^2$) at $T \approx 90$ K. (b) Conductance $G_b$ of the buffer-layer $G$-$C$ element extracted from the impedance spectra plotted as a function of inflection frequency $f_i$ of the main capacitance step for 365-nm (UV, blue squares) and 940-nm (IR, red circles) illumination. The dashed line represents a 1:1 correlation; dark measurements are indicated by a black arrow.
carriers. In most cases, we still cannot quantitatively and reliably resolve this feature, however, due to low-frequency noise in the measurements.

(ii) The impedance peak associated with the buffer layer shifts to higher frequencies upon illumination, in agreement with our model presented in the previous paragraphs.

A similar peak height for the buffer-layer \( G \cdot C \) element for all illumination intensities implies that the buffer capacitance remains approximately constant; compare Eq. (12). Thus, the corresponding buffer conductance must increase with illumination to explain the shift of the characteristic peak in the impedance spectra, since the characteristic frequency \( f_{\text{char}} \) of any \( G \cdot C \) element is given by \( 2\pi f_{\text{char}} = 1/\tau = G/C \). The conductance \( G_b \) of the buffer-layer \( G \cdot C \) element obtained in this way for all illumination intensities is plotted in Fig. 9(b) as a function of the inflection frequency \( f_i \) of the corresponding main capacitance step shown in Fig. 8. The buffer conductance starts at \( G_b = (1.5 \pm 0.5) \text{ mS/cm}^2 \) in the dark [black arrow in Fig. 9(b)] and clearly shifts over almost 2 orders of magnitude upon illumination, similar to the inflection frequency of the main capacitance step. Agreement with a perfect 1:1 correlation indicated by the black dashed line in Fig. 9(b) is excellent, particularly at low and intermediate illumination intensities. Note that we neglect any illumination-induced changes in the junction parameters or buffer-layer capacitance, effects which might further contribute to the shift of the capacitance step especially at high illumination intensities and explain small deviations from a perfect 1:1 correlation in Fig. 9(b).

We conclude that the illumination-induced shift of the main capacitance step in admittance spectroscopy for this device is almost exclusively attributed to an increased conductivity in the buffer layer, presumably due to the presence of injected photogenerated electrons. Consequently, the occurrence of the main capacitance step in the dark must also be attributed to the presence of the buffer layer, and at least in our case, is not related to any defect.

IV. INTERPRETATION OF ADMITTANCE MEASUREMENTS

The origin of the \( N1 \) signature commonly observed in temperature-dependent capacitance spectra of \( \text{Cu(In, Ga)} \text{Se}_2 \) thin-film solar cells has been discussed already for decades. Bulk defects, interface defects, or transport barriers have been suggested previously as the most likely candidates for the \( N1 \) signature. In Sec. II, we quantify the effect of a buffer layer on the device admittance and impedance spectra by modeling the buffer layer as a conductance-capacitance \( (G \cdot C) \) element in series with the \( p-n \) junction of the solar cell. We demonstrate that each serial \( G \cdot C \) element in the electrical equivalent circuit of the device contributes a characteristic step and peak, respectively, to the real and imaginary parts of the frequency-dependent complex device impedance. As a consequence, the presence of a buffer layer also results in a characteristic step in the capacitance spectrum of devices containing such a buffer layer, even if the individual conductance and capacitance values of each circuit element are independent of frequency. In fact, the dominant dependence of inflection frequency on buffer-layer properties can naturally explain the universality of the \( N1 \) level in \( \text{Cu(In, Ga)} \text{Se}_2 \) solar cells.

For a series connection of two \( G \cdot C \) elements (here, the buffer layer and junction), the inflection frequency of the resulting capacitance step, in general, depends on all circuit parameters, while the individual characteristic frequencies of the impedance spectrum are indeed characteristic of the respective circuit element. Then, the position of a particular feature in the impedance spectrum does not depend on the properties of any other layers also present in the device, and we can study the behavior of individual layers independently. Since the buffer layer is connected in series with the junction, the characteristic peak of the buffer layer is unaffected by changes to the \( p-n \) junction, e.g., by applying a bias voltage, and vice versa.

The main capacitance step can also result from a deep defect level rather than the buffer layer since both models result in an identical frequency dependence of the capacitance. Contrary to the buffer layer, however, the circuit elements (capacitance and recombination resistance) describing a recombination-active deep defect level are connected in parallel to the junction, and the two resulting impedance peaks are no longer independent. We can, thus, distinguish between the capacitance steps caused by a buffer layer or by deep defects by studying the evolution of the individual characteristic peaks in the impedance spectrum in response to external stimuli, e.g., bias voltage or illumination. In particular, if only one of the two characteristic-impedance peaks shifts with excitation, we can derive strict constraints for the recombination parameters of a potential deep defect level or possibly rule out defects entirely.

In order to clarify the origin of the main capacitance step in \( \text{Cu(In, Ga)} \text{Se}_2 \) thin-film solar cells, its inflection frequency is investigated as a function of applied bias voltage and illumination intensity. Two distinct features are clearly resolved in the bias-dependent impedance spectra (Fig. 5). One of these features agrees well with current-voltage and capacitance-voltage characteristics expected for the \( p-n \) junction of a thin-film solar cell, while the second feature in the impedance spectra is independent of the applied bias voltage (Fig. 6). Upon illumination, the inflection frequency of the main capacitance step shifts to higher frequencies, proportional to the measured photocurrent density across the device (Fig. 8). The shift in inflection frequency is shown to be mainly driven by an increased conductance of the bias-independent \( G \cdot C \) element (Fig. 9). We find that deep defects within the absorber need to feature some peculiar properties to explain a bias-independent inflection frequency proportional to the photocurrent: their capture
cross section and energetic separation from the valence band need to change with varying space-charge region capacitance and illumination in a precisely determined way. In contrast, all experimental observations follow naturally for a transport barrier caused by a buffer layer in the device, since the inflection frequency of the corresponding capacitance step is then directly related to the buffer conductance. Specifically, the voltage across the buffer layer is typically small due to its high conductance compared to the junction, and photoexcited carriers directly increase the buffer conductance.

V. CONCLUSIONS

In conclusion, we show that impedance spectroscopy is a powerful tool to study specific layers within the complex device structure of typical thin-film solar cells, in particular, if bias voltage and illumination are exploited as additional experimental variables. Employing this technique, we find that the main capacitance step observed in admittance spectroscopy of Cu(In,Ga)Se₂ thin-film solar cells, commonly referred to as the N1 signature, is most plausibly explained by the presence of a buffer layer connected in series to the p-n junction of the device. Because of the similarity in device concept, we expect that this observation equally holds true for other thin-film technologies incorporating a buffer layer in the device stack.
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APPENDIX A: DECONVOLUTION OF IMPEDANCE SPECTRA

As we discuss in Sec. III A, we determine the parameters of the equivalent circuit by peak analysis and numerical least-squares regression. Figure 10 shows a comparison of the measured capacitance (solid symbols, same data as Fig. 5) to fitting results (solid black lines) for an equivalent circuit consisting of two G-C elements (buffer layer and junction) and a lumped series resistance (0.6–0.8 Ω cm² at this temperature). The modeled capacitance usually does not perfectly reproduce the slope of the experimental capacitance step or a slight capacitance dispersion at low frequencies. This deviations can be reduced by replacing the buffer-layer G-C element with a constant phase element (CPE) [admittance \( Y = (i\omega)^\alpha \) \( Q \); fit results shown by pink dashed lines in Fig. 10], which might be an indication of inhomogeneities within the buffer layer [46].

The conductance and capacitance parameters of the circuit elements obtained by both fitting procedures are compared to the peak analysis in Fig. 11 (solid symbols, peak analysis; crosses, fitting results). We use the same formalism as Sugiyama et al. — Eq. (2) in Ref. [24] — to convert the CPE parameters to an equivalent capacitance (\( \alpha = 0.95 \pm 0.01 \) for this set of data). As shown in Fig. 11, the junction parameters are virtually unaffected by the choice of analysis. The buffer-layer conductance differs by less than 20% and the capacitance by less than 15% (\(<10\%\) for \( V_{dc} \geq -1.5 \) V, where the peak overlap is less severe; see Fig. 5).

FIG. 10. Experimental capacitance (solid symbols) and effective capacitance resulting from a least-squares fit treating the buffer layer as a G-C element (solid black lines) or CPE element (pink dashed lines).

FIG. 11. Conductance (top) and capacitance (bottom) of the buffer layer (dark red and light red) and junction (black and gray) circuit elements as a function of applied voltage at \( T \approx 157 \) K. Values determined by peak analysis (solid symbols) or least-squares regression (crosses). Two different fits are shown, where the buffer element is represented either by a G-C or CPE element (lower conductance and higher capacitance values correspond to the CPE fit).
APPENDIX B: TEMPERATURE-DEPENDENT BUFFER CONDUCTANCE

The temperature-dependent conductance of the buffer layer often does not follow an ideal thermally activated behavior, as, for example, shown in Fig. 6(c). Instead, we find an excellent agreement with the quantum-tunneling model across a vibrating barrier proposed by Hurd [33], where the temperature-dependent conductance is of the form

\[ G(T) \propto \frac{1}{T} \exp \left( -\frac{U}{kT} \right) \exp \left( \frac{kT}{A} \right), \]

(B1)

with a “coincidence” term determined by the parameter \( U \) and a “tunneling” term defined by \( A \). The fit (solid black line) in Fig. 6(c) yields \( U = 20.1 \) meV and \( A = 1.85 \) meV for this particular CdS buffer layer. We find similar values for most of our measurements, with \( U \approx 18–35 \) meV and \( A \approx 1.5–2.3 \) meV for CdS and 1.1–1.9 meV for Zn(O,S) buffer layers. Despite the similar temperature dependence, the proportionality constant in Eq. (B1) and, thus, the absolute conductance, might differ by up to 2 orders of magnitude between different devices. Furthermore, these values are likely specific to the buffer layers deposited in our lab, since, for example, in a recent study we reported a thermally activated behavior for devices fabricated at different institutes [20]. For the temperature-dependent conductance of the \( p-n \) junction also shown in Fig. 6(c), we find an activation energy of \( E_a = 50–80 \) meV (or, alternatively, \( U = 51.6 \) meV and \( A = 10.2 \) meV).

APPENDIX C: LIGHT SOURCES FOR ILLUMINATION

For the illuminated measurements in Sec. III C, collimated high-power LEDs with approximate total beam power and peak wavelength of 60 mW, 365 nm (UV) and 320 mW, 940 nm (IR) are used in conjunction with a set of neutral density filters. The power spectra of both LEDs are shown in Fig. 12 together with the external quantum efficiency of the solar cell used for this experiment. The band gap of the Cu(In,Ga)Se\(_2\) absorber is 1.18 eV as determined by linear extrapolation of the long-wavelength external quantum efficiency (EQE).

\[ \text{FIG. 12. Left axis: Wavelength dependence of the EQE (black squares) of the Cu(In,Ga)Se}_2 \text{ solar cell with double CdS layer used for the illumination study in Sec. III C. Right axis: Nominal light power } P_{\text{LED}} \text{ according to the data sheets of the UV (blue line) and IR (red line) LED as a function of the wavelength.} \]


