A discrete-continuous approach to describe CaCO₃ decarbonation in non-steady thermal conditions
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1. Introduction

Calcium carbonate (CaCO₃) is a chemical compound commonly found in nature. Calcite is its most common crystalline form, and can be found in nature as the major constituent of limestone, a sedimentary rock.

Among all the applications that its production is addressed to, the most important is the cement industry; on its own this sector represents about 25% of the global demand. The Portland Cement Association expects cement consumption to reach nearly 86 Mt in 2014 [1].

Portland cement, which is the most common type of cement, is produced by a pyroprocessing treatment, performed in precalciner kilns, and consists of heating up to a sintering temperature of about 1500°C a pre-grounded raw mix, of which limestone constitutes the major component.

Calcination is a high endothermic reaction and, as a consequence, it requires a remarkable quantity of energy in order to be completed. For that reason up to 70% or more of the total fuel used for clinker production is burned in the calciner. Moreover, calcination has a strong impact on plant emissions because it represents the main source of CO₂ together with fuel burning.

The clinker production process is very complex. Currently, there is no complete description of all the factors involved in this process, owing to the complex thermal and chemical phenomena which take place. The lack of direct measurements on many process variables, as a result of several technical difficulties (e.g. moving parts, aggressive environment) also has a role in making this process difficult to understand. These factors have contributed to this process being considered as a black box, where success is entrusted to the experience of the operator and to fuzzy control strategies [2]. There is great interest in optimizing the clinker production process, because of its high-energy demand, its low efficiency and the high emissions it is characterized by. A constant

Several chemical reactions occur during the heating of this material. The first is calcination, which starts around 840 °C and is almost completed inside the calciner:

\[
\text{CaCO}_3 \rightarrow \text{CaO} + \text{CO}_2 \quad \Delta H = 178 \text{ kJ mol}^{-1}
\]

Calcination is a high endothermic reaction and, as a consequence, it requires a remarkable quantity of energy in order to be completed. For that reason up to 70% or more of the total fuel used for clinker production is burned in the calciner.
price increase for fossil fuels, as well as increasingly severe environmental regulations, is therefore inducing world cement producers to optimize their processes and to verify that they are continuously run in optimized conditions [3].

Within this context the development of advanced and accurate numerical models, able to predict all the complex thermal and chemical phenomena involved, is gaining relevance. The complexity of these models is also increased by materials that are in different states, i.e. gaseous, liquid and solid, as well as powder. Besides providing predictions, these models could also furnish theoretical support for new measurement strategies based on soft-sensors. Soft sensors — also known as software sensors or neural-network-inferential calculators — are mathematical models, which provide a correlation of non-measured variables with others that are measured. In the last two decades soft sensors have become recognized as a valid alternative to traditional methods for the acquisition of critical process variables [4]. They appear particularly suited for processes like cement production, where difficulties in the measurement of particular variables (temperature profile of the material inside the kiln, evolution of the chemical species inside the kiln, etc.) are counterbalanced by a relevant number of measurements on other variables (temperature on the external shell, temperature at the inlet and the outlet, chemical composition at the inlet and the outlet, etc.).

CaCO$_3$ calcining has been extensively studied [5]. According to the results obtained by different authors the apparent magnitude of the Arrhenius parameters range from 110 to 3800 kJ/mol for the activation energy, and from $10^2$ to $10^{57} \text{ s}^{-1}$ for the frequency factor. Giorgevica [5] concludes that wide variations in the values can be ascribed to the shape of the crystalline phase, the mean size of the particles, the sample mass, isothermal or non-isothermal heating, the heating rate, the static or dynamic atmosphere around the sample, the furnace atmosphere, the partial pressure of carbon dioxide, and the particular calculation procedure adopted.

Mikulic [6] presented a numerical modeling of the calcination reaction mechanism for cement production using a CFD code to simulate turbulent flow, temperature, concentration fields of the reactants and products, as well as the interaction of particles with the gas phase. In his review he found that the first mathematical model for calcination mechanisms was developed by Borgwart [7], who concluded that the reaction rate is determined by heat and mass transfer inside a particle. Bens [8] proposed a 3-stage model for CaCO$_3$ calcination in cement calciners. A study by Mohr [9] describes the mathematical model of the calcination process, showing the impact of various parameters in the rate of calcination. Several CFD models have been developed, in order to describe heat and mass transport inside cyclone heat exchangers. According to Slack [10], almost all CFD models for cyclone heat exchangers are based on the Reynolds Stress Turbulence Model or Large Eddy Simulation. Hillers investigated the influence of several turbulence models on the calcination results using the same calcination model. Hu [11] provided a combined Eulerian Lagrangian approach for numerical modeling of a cement calciner, where the gas phase was modeled according to a $k-\epsilon$ model, particle dynamics were accounted for by a stochastic trajectories model, and a shrink core model surface controlling reaction was used for raw meal calcination.

This paper presents an Extended Discrete Element Method (XDEM) approach to predict CaCO$_3$ decomposition.

The Extended Discrete Element Method (XDEM) is an advanced multi-physics and numerical simulation framework in which the dynamics of granular material or particles described by the classical discrete element method (DEM) (Cundall [22] and Allen [23]) are extended by additional properties such as the thermodynamic state, and the stress/strain for each particle (Peters [14] and Mahmoudi [15]). In addition, the XDEM concept covers the coupling between discrete and continuous phases simultaneously. Thus, within this framework, continuous numerical approaches such as CFD (Computational Fluid Dynamics) and/or Finite Element Analysis (FEA) are coupled to discrete approaches in order to address numerous challenges in engineering e.g. drug production, agriculture and food processing industries, mining, construction and agricultural machinery, metal manufacturing, energy production and systems biology. Hence XDEM is considered as a Euler–Lagrange model, where the fluid phase is continuous, but each solid particle is tracked with a Lagrangian approach.

For a better understanding of the symbols used in the following subsections the reader is invited to review Section 5 of this paper.

2. Extended Discrete Element Method (XDEM)
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For a better understanding of the symbols used in the following subsections the reader is invited to review Section 5 of this paper.

2.1. Modeling fluid flow in porous media

The gas phase is solved according to a CFD model for porous media. One important quantity which characterizes a porous medium is its porosity $\epsilon_f$. Porosity can be computed as the ratio between the void space and total volume of the packed bed, ranging between 0 and 1:

$$\epsilon_f = \frac{V \text{ void}}{V \text{ total}}$$

The fluid model is based on a description of the flow as a continuous flow with averaging of the relevant variables on a coarser level, with respect to the sizes of the individual channels of the tortuous void space. This is done through the introduction of a Representative Elementary Volume (REV), which respects the following condition:

$$L_g \ll L_{REV} \ll L$$

with $L$ being the characteristic length of the problem, $L_{REV}$ the linear dimension of the REV, and $L_g$ the microscopic length scale, i.e. the one associated with void dimension.

State variables, velocity and chemical concentrations inside the gas phase are averaged over the REV (\(\langle \rangle\) symbol in the following equations).
The equations constituting the model are deduced from those used for a laminar flow (this assumption is justified by the conditions of the present setup, with a Reynolds Number ranging between 5.032 and 5.832 [5]).

2.1.1. Continuity equation

The continuity equation has the following expression:

\[
\frac{\partial}{\partial t} \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{v}_f \right)^{l} \right) + \nabla \cdot \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{v}_f \vec{v}_f \right)^{l} \right) = \dot{m}_{i,f}
\]  

(4)

where \( \dot{m}_{i,f} \) is a source term that accounts for mass transfer from the solid to the gas phase and vice versa. This “mass source” term is obtained from the mass fluxes between particles and fluid as will be explained in Section 2.3.

2.1.2. Momentum equation

The conservation equation of linear momentum is written:

\[
\frac{\partial}{\partial t} \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{v}_f \right)^{l} \right) + \nabla \cdot \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{v}_f \vec{v}_f \right)^{l} \right) = \nabla \cdot \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{v}_f \vec{v}_f \right)^{l} \right) - C_i \left( \rho_i \right)^{k} \left( \vec{v}_f \right)^{l} + \dot{m}_{i,f} \left( \vec{v}_f \right)^{l}.
\]  

\[
\frac{\partial}{\partial t} \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{v}_f \right)^{l} \right) = \nabla \cdot \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{v}_f \vec{v}_f \right)^{l} \right) - C_i \left( \rho_i \right)^{k} \left( \vec{v}_f \right)^{l} + \dot{m}_{i,f} \left( \vec{v}_f \right)^{l}.
\]  

(5)

\( K \) and \( C \) are calculated according to the characteristics of the packed bed, as follows:

\[
K = \frac{D_p^2 F^2}{150 (1 - \epsilon_f)^2}
\]  

(6)

\[
C = \frac{1.75 (1 - \epsilon_f)}{D_p \epsilon_f}.
\]  

(7)

2.1.3. Energy equation

The conservation equation of energy is written:

\[
\frac{\partial}{\partial t} \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{h}_f \right)^{l} \right) + \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{h}_f \vec{h}_f \right)^{l} \right) = - \nabla \cdot \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{h}_f \vec{h}_f \right)^{l} \right) + \frac{\partial \dot{q}}{\partial t} + \nabla \cdot \left( \dot{q}_f \vec{v}_f \right) + \dot{Q}_{v,f} + \dot{u}_{i,f}
\]  

(8)

where \( \dot{Q}_{v,f} \) accounts for the energy released due to reactions within the gas phase whereas \( \dot{u}_{i,f} \) accounts for the heat exchange between the solid and the gas phases as explained in Section 2.3.

2.1.4. Species equation

The conservation equation for species \( i \) in the continuum is:

\[
\frac{\partial}{\partial t} \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{h}_f \right)^{l} \right) + \nabla \cdot \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{h}_f \vec{h}_f \right)^{l} \right) = \sum_{i=1}^{N} \dot{m}_{i,f}^{m}
\]  

(9)

where \( \dot{m}_{i,f}^{m} \) is the volumetric source accounting for the mass transferred from/to the particulate (Section 2.3).

2.2. Discrete modeling

The discrete modeling of the powder material is based on the Discrete Particle Method (DPM). DPM is a numerical tool, which deals with both the dynamics and the chemical conversion of particulate material using a Lagrangian approach for each particle. However, predictions of solely motion or conversion in a decoupled mode are also applicable.

In DPM conversion, a discrete particle is considered to consist of different multicomponent phases: solid, inert (i.e. solid phase which does not undergo chemical reactions), liquid, and gases, with gaseous phases occupying porous volumes inside each particle. DPM is based on the assumption of thermal equilibrium inside each particle; this means the temperature distribution of each phase is the same as the others. This assumption is based on the assessment of the ratio of heat transfer by conduction to the rate of heat transfer by convection expressed by the Peclet number, as described by Peters [24] and Kansa et al. [25]. Relevant thermochemical processes are described by a set of one-dimensional and transient differential conservation equations for mass, species, momentum and energy, as well as the state equation.

2.2.1. Conservation of mass for gas phase

The conservation of mass for gas within the pore volume of a porous particle is written as follows:

\[
\frac{\partial}{\partial t} \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{v}_f \right)^{l} \right) + \nabla \cdot \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{v}_f \vec{v}_f \right)^{l} \right) = \dot{m}_{i,p}^{m}
\]  

(10)

where the term on the right hand side accounts for mass transfer between the fluid within the pore of the particle or the solid phase with gas as a result of water evaporation or chemical reactions. \( \rho_i \) denotes particle porosity, \( \rho_i \) gas phase density and \( \vec{v}_f \) advective velocity. The gas density \( \left( \rho_i \right) \) is given by the sum of partial densities of species present in the gas phase as:

\[
\rho_i = \sum_{i=1}^{N} \rho_i
\]  

(11)

2.2.2. Conservation of species in gas phase

For conservation of individual gaseous species within the void space of a porous particle the following equation is applied:

\[
\frac{\partial}{\partial t} \left( \psi_i \left( \rho_i \right)^{k} \left( \vec{v}_f \right)^{l} \right) + \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \psi_i \left( \rho_i \right)^{k} \left( \vec{h}_f \right)^{l} \right) = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \psi_i \left( \rho_i \right)^{k} \left( \vec{v}_f \vec{v}_f \right)^{l} \right) + \dot{\omega}_{i,g}
\]  

(12)

where \( \dot{\omega}_{i,g} \) denotes the intrinsic partial density of gaseous species \( i \), \( D_i \) the molecular diffusion coefficient, \( \langle u_i \rangle \) the extrinsic velocity and \( \dot{\omega}_{k,i} \) sources or sinks of species \( i \) resulting from reaction \( k \).

2.2.3. Conservation of mass for liquid and solid phases

The conservation of mass for liquid and solid species is based on the conversion rates \( \dot{\omega}_{k} \) by chemical reactions:

\[
\frac{\partial}{\partial t} \left( \psi_{i,\text{liquid}} \right) = \sum_{k} M_{k,i,\text{liquid}} \dot{\omega}_{k,i,\text{liquid}}
\]  

(13)

\[
\frac{\partial}{\partial t} \left( \psi_{i,\text{solid}} \right) = \sum_{k} M_{k,i,\text{solid}} \dot{\omega}_{k,i,\text{solid}}.
\]  

(14)

Consequently, the porosity of a single particle \( \rho_p \) is evaluated according to the conservation of species and conservation of mass for the different phases.

In this paper, CaCO\(_3\) calcination is modeled as an irreversible finite rate reaction involving one reactant (Eq. (1)), with reaction rate \( \dot{\omega} \):

\[
\dot{\omega} = k(T) \cdot [\text{CaCO}_3]
\]  

(15)

where the rate constant, \( k(T) \), depends on the temperature change and it is calculated following the Arrhenius law:

\[
k(T) = k_0 \cdot e^{-\frac{E}{RT}}.
\]  

(16)
2.2.4. Conservation of linear momentum

Transport of gaseous species within the pore space of the particle is considered to obey Darcy’s law. Thus, momentum conservation states:

$$\frac{\partial (\rho u)}{\partial t} = \frac{\mu \partial^2 u}{K}$$

(17)

where $K$ is the so-called permeability characterizing the morphology of the porous particle, $\mu$ is the viscosity of the fluid, $p$ is the pressure and $\langle u \rangle$ the average of the advective velocity.

2.2.5. Conservation of energy

The energy equation is based on the homogeneous model for a porous medium as described by Faghri [26] and written as:

$$\frac{\partial (\rho c_p T)}{\partial t} = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \lambda_{eff} \frac{\partial T}{\partial r} \right) + \sum_{k=1}^{n} \partial T_k H_k$$

(18)

where $\lambda_{eff}$ is the effective thermal conductivity and its calculation is described in [24]. The source term on the right hand side represents the release or consumption of energy due to chemical reactions, $H_k$ is the enthalpy of reaction $k$.

The previous formulation (Eqs. 12, 18) allows the geometry of the particle to be one of the following: infinite plate $n = 0$, infinite cylinder $n = 1$, or a sphere $n = 2$.

2.2.6. Equation of state

Assuming thermodynamic equilibrium within the intra-particle fluid, and considering it as a perfect gas, the equations of state in terms of the two state variables, temperature $T$ and gas density $\rho$, are:

$$p = \rho R_i T$$

(19)

$$h = c_p T$$

(20)

To complete the mathematical model, boundary conditions must be provided. A symmetric boundary condition is applied for the center of a spherical particle:

$$-\lambda_{eff} \frac{\partial T}{\partial r} \bigg|_{r=0} = 0$$

(21)

$$D_i \frac{\partial (\rho_i g)}{\partial r} \bigg|_{r=0} = 0.$$  

(22)

The following boundary conditions for heat transfer and mass transfer of gaseous species are applied at the surface of the particle:

$$-\lambda_{eff} \frac{\partial T}{\partial r} \bigg|_{r=R} = \alpha (T_R - T_{\infty}) + \dot{q}_{p,cond} + \dot{q}_{p,rad}$$

(23)

$$D_i \frac{\partial (\rho_i g)}{\partial r} \bigg|_{r=R} = \beta_i \left( \rho_i g \right)_{R} - \rho_{i,\infty} + m_i$$

(24)

where $T_{\infty}$ and $\rho_{i,\infty}$ denote ambient gas temperature and gas partial density of species $i$ in the ambient, respectively. $T_R$ and $\rho_R$ are the particle temperature and the partial density of species $i$ at the particle surface, respectively. The heat fluxes on the right hand side account for radiative heat exchange with the surroundings or conductive heat transport through physical contact with neighboring particles or walls. Walls may be described by particles or a set of particles with thermal interaction. The term $m_i$ accounts for the exchange of species with the ambient gas by advective transport through the surface. A full description of the model is reported in [24] and [27], $\alpha$ and $\beta$ are heat transfer coefficient and mass transfer coefficient, respectively.

2.3. Discrete-continuous coupling

Heat exchange between the solid and fluid phases is governed by the thermal conditions at the interface. Considering all the N particles in a REV leads to the following formulation for the volumetric source/sink term in the energy equation:

$$\dot{q}_{s,f} = \sum_{j=1}^{N} \left( \frac{\dot{q}_{p,j}}{V_{REV}} \alpha_j \left( T_{p,j} - T_{f,j} \right) \right).$$

(25)

Table 1

<table>
<thead>
<tr>
<th>Fluid properties:</th>
<th>Volumetric flow</th>
<th>Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>25</td>
<td>N_2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>99.9999 %</td>
</tr>
<tr>
<td>Solid phase properties:</td>
<td>Total mass</td>
<td>Composition</td>
</tr>
<tr>
<td></td>
<td>5 mg</td>
<td>CaCO_3</td>
</tr>
<tr>
<td></td>
<td>100 %</td>
<td></td>
</tr>
<tr>
<td>Kinetic parameters:</td>
<td>Pre-exponential factor (k)</td>
<td>Activation energy (E_a)</td>
</tr>
<tr>
<td></td>
<td>7.41e16 min^-1</td>
<td>325.1 kJ</td>
</tr>
<tr>
<td>Crucible size:</td>
<td>Height</td>
<td>Diameter</td>
</tr>
<tr>
<td></td>
<td>3 mm</td>
<td>6 mm</td>
</tr>
</tbody>
</table>
The amount of mass exchange of species $i$ between a particle and the gas phase ($m_{pf,i}$) is related to the local conditions at the interface as well as to $\beta$ (mass transfer coefficient):

$$A_p \beta_i \left( \rho_{p,i} \dot{\rho} - \rho_f \right) + A_p \cdot m_{pf,i}'' = m_{pf,i}'' V_{REV}$$  \hspace{1cm} (26)

with $m_{pf,i}''$ being the advective contribution. For a given quantity of $N$ particles in a REV the mass source term becomes:

$$\dot{m}''_{i,f} = \sum_{j=1}^{N} \left( \dot{m}''_{f,i} \right)_j.$$  \hspace{1cm} (27)

In order to obtain the value of the overall fluid mass volumetric source term, a summation of all the species mass source/sink terms $M$ is performed as follows:

$$\dot{m}''_{f} = \sum_{i=1}^{M} \sum_{j=1}^{N} \left( \dot{m}''_{f,i} \right)_j.$$  \hspace{1cm} (28)

A correct evaluation of $\alpha$ and $\beta$ coefficients is fundamental to properly establish the magnitudes of heat and mass transfers. XDEM calculates these two quantities according to Nusselt, Reynolds and Sherwood numbers of the fluid field:

$$\alpha = Nu \frac{\lambda_f}{D_p}$$  \hspace{1cm} (29)

$$\beta_i = Sh \frac{D_{ij}}{D_p}.$$  \hspace{1cm} (30)

Fig. 2. Streamlines in the gas field.

Fig. 3. Comparison of numerical predictions with experimental data.
The Nusselt number \((Nu)\) is calculated according to the suitable porous media, semi-empirical correlations reported in [13] and [27].

3. Predicted results

In this section, the results are presented for the XDEM numerical prediction of the \(\text{CaCO}_3\) decarbonation process, performed in non-isothermal conditions.

The setup is the one used by Gieorgieva [5] in his experimental tests. In [5] small samples of \(\text{CaCO}_3\) of about 5 ± 0.1 mg were loaded without pressing into an open 6 mm diameter and 3 mm high platinum crucible. Thermogravimetrical measurements were carried out in a flow of nitrogen (99.999%) at a rate of 25 cm\(^3\)/min under non-isothermal conditions. The gas flow came from the bottom of a 10 mm diameter and 20 mm long pipe; the crucible was placed in the middle of the pipe. An electrical furnace provided controlled heating of the samples up to 1000 °C, at 4 different rates: 3, 6, 9, 12 K/min.

The present model provides a full description of the previous experimental setup. Positions of the particles were obtained by running the dynamic module of the DPM as described by Michael [28]. Thus, particles were deposited by gravity at the bottom of the crucible. The experimental setup was chosen for validation of the \(\text{CaCO}_3\) calcining model as it offers the possibility to assess the prediction of chemical reactions and heat and mass transfer in non-isothermal conditions. This is very important in order to ascertain the applicability of XDEM in future studies concerning the prediction of thermal and chemical phenomena inside rotary cement kilns.

The geometry of the numerical model is shown in Fig. 1. The crucible is placed inside the reaction chamber. A nitrogen gas flow comes from the bottom of the furnace and surrounds the crucible. The walls of the furnace and the gas at the inlet are assumed to be at temperatures which exactly follow the heating rate. The heat flows by radiation from the walls of the furnace to the crucible and by convection from the gas to the crucible. The particles are heated by the crucible via conduction and radiation. The parameters of the numerical model are summarized in Table 1.

Fig. 2 shows streamlines for the gas velocity field. As can be noted, recirculating vortices inside the crucible provide a further heat exchange by convection between the gas and the particles; they also allow \(\text{CO}_2\) removal from the sample.

Validation of the numerical model was performed by comparison between the experimental TG curves and predictions for mass loss. The kinetic parameters used in the numerical prediction are the same as obtained by Gieorgieva [5]: the pre-exponential factor is \(7.41\times10^6\) min\(^{-1}\), activation energy is 325.1 kJ/mol. Experimental and numerical TG curves are reported in Fig. 3a, b, c, d. A good agreement was found between the experimental and the numerical data. The experimental and numerical TG curves show the same trend when changing the heating rate. In both cases the curves tend to shift to the right as the heating rate increases.

The Nusselt number \((Nu)\) is calculated according to the suitable porous media, semi-empirical correlations reported in [13] and [27].
Fig. 4a, b, c shows the surface temperature of particles of the sample on a vertical cross-section at 3 different times. Consistent with the experimental setup description, heating proceeds from the bottom to the top of the sample. This means that the conductive and radiative heating provided by the walls of the crucible is preponderant with respect to the convective contribution of the gas.

As a consequence of the temperature distribution inside the sample, the reaction starts earlier for particles at the bottom.

Fig. 5a, b shows CaO and CaCO$_3$ mass fractions for each particle on the same cross-section, at the moment when decarbonation takes place.

Fig. 6a, b shows CO$_2$ concentration in the gas phase, at 3 different time steps. As can be noted, CO$_2$ is produced inside the particles and flows outside, in the gas field. While the reaction is proceeding, CO$_2$ is forced out of the crucible by the gas flowing from the bottom.

Fig. 7 shows the evolution of porosity during heating, for two particles of the sample. As a consequence of solid phase consumption due to the dissociation of CO$_2$, porosity increases with a rate that is proportional to the speed of reaction.

The results show the capability of XDEM to correctly predict chemical reactions conducted in non-isothermal conditions, involving solid reactants. The model represents a first step towards understanding all the thermal and chemical phenomena occurring inside rotary cement kilns where several reactions and particulate dynamics are taking place. Moreover, this contribution also shows that XDEM can be seen as a general approach for accurately estimating the complex process of cement production.

4. Conclusions

The XDEM approach was successfully applied to the prediction of the calcination process in non-steady thermal conditions, involving a small sample of calcium carbonate in the powder state. The good agreement with experimental data demonstrated the capability of the XDEM approach to account for the thermal exchange between the gas phase and the powder phase, the chemical conversion of the solid phase of each particle, CO$_2$ production and diffusion from particles to the gas phase, radiative and conductive heat transfer inside the packed bed and also heat transfer between the packed bed and the external walls.

This model represents a first step towards the development of a detailed CFD–DEM description of all the thermochemical phenomena taking place inside a cement kiln system. The final CFD–DEM model will be implemented in order to provide an estimation of accuracy for a soft sensor based on a simplified thermochemical 1D model, which is suitable for online implementation (rapid calculation times, etc.).

Nomenclature

Subscripts

- $f$ fluid
- $g$ gas
- $k$ phase
- $p$ particle
- $\infty$ ambient

Greek symbols, units

- $\alpha$ heat transfer coefficient, W/m$^2$K
- $\beta$ mass transfer coefficient, m/s
- $\epsilon$ porosity, $\text{−}$
- $\lambda$ heat conductivity, W/mK
- $\mu$ dynamic viscosity, kg/ms
- $\xi$ mass fraction, $\text{−}$
- $\rho$ density, kg/m$^3$
- $\omega$ reaction source, mol/m$^3$s

Latin symbols, units

- $A$ area, m$^2$
- $c_p$ specific heat capacity at constant pressure, J/kgK
- $d$ diameter, m
- $D$ diffusion coefficient, m$^2$/s
- $h$ Enthalpy, J/kg
- $K$ permeability, m$^2$
- $m$ mass
- $\dot{m}$ mass flow rate, kg/s
- $\dot{m}'$ mass source, kg/m$^3$s

Fig. 7. Evolution of porosity for two different particles.
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