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Cu$_2$ZnSnSe$_4$ based solar cells are promising but suffer from low open circuit voltage relative to their band gap. Additionally, the band gap as extrapolated from quantum efficiency (QE) measurements varies without clear correlation to the growth conditions. Using room temperature photoluminescence, we show that different materials with different bandgaps coexist within micrometer sized areas of the absorbers. Simulations of the effect of multiple bandgaps on both the absorption and the Shockley-Queisser radiative recombination limit, explain the variations of the band gap extrapolated from QE and the deficiencies of the solar cell parameters. © 2014 AIP Publishing LLC

I. INTRODUCTION

Cu$_2$ZnSn(S/Se)$_4$ (CZTSSe) and related compounds are being investigated as an alternative to the current thin film solar cell technologies. The resulting solar cells have shown rapid improvement. However, these cells still underachieve in the open circuit voltage ($V_{oc}$) which leads to lower efficiencies compared to the closely related Cu(In,Ga)Se$_2$ thin film solar cells. Open circuit voltage losses are recombination losses and consequently the nature of these losses has to be studied in detail in order to improve the solar cell efficiencies. Up to now, low open circuit voltages in CZTSSe based solar cells have been assigned to dominant interface recombination and/or low minority carrier lifetimes. However, in pure selenide CZTSe solar cells the open circuit voltage losses cannot be attributed to interface recombination. The minority carrier lifetimes have been reported to be only of a few nanoseconds.

In this paper, we will focus on pure selenide CZTSe absorbers and their solar cells. One important aspect has only been rarely discussed: Even the best performing CZTSe devices show a rather poor low-energy response in the quantum efficiency curves (QE). Moreover, a significant scatter in the bandgaps extracted from QE (i.e., from 0.8 eV to 1 eV) can be observed for nominally the same material.

The bandgap can also be extracted from room temperature photoluminescence (RT-PL). While short range band gap fluctuations, e.g., because of alloy disorder, shift the PL maximum below the band gap the PL maximum is still a measure for the band gap energy. The PL spectra in the currently best performing CZTSe devices peak at different energies: 0.96 eV (Ref. 7) in coevaporated samples, 0.86 eV, 0.93 eV, and 1.02 eV in coevaporated and annealed samples, 0.91 eV in samples from a sequential process with coevaporated precursors, around 0.85 eV and around 0.92 eV in samples from a sequential process with sputtered precursors. The PL spectra often show one dominant transition together with one or several shoulders or additional smaller peaks at slightly lower or higher energies. In some cases, only one transition is observed which is then very broad and asymmetric. Shin et al. observed several transitions ranging from 0.86 eV up to 1.02 eV depending on the growth parameters. They attributed the different PL transitions to defect transitions which vary with the Se content during annealing. Brammertz et al. observed PL transitions ranging from 0.85 eV to 0.92 eV which they also attribute to defect related transitions, varying with a Sn gradient in the films.

We propose an alternative explanation of the different PL maxima and attribute the PL transitions to band to band transitions. This implies that different materials coexist in one absorber layer. This coexistence is probable in CZTSe since it has a small existence region easily leading to secondary phases and has a multitude of polymorphs (kesterite, stannite, disordered kesterite) that have been predicted to have different bandgaps. The presence of secondary phases in CZTSe can, to a certain extent be checked using Raman spectroscopy. It is a tougher task to distinguish the different polymorphs. So far, only neutron scattering techniques can discern the different polymorphs of CZTS/Se. Raman scattering can confirm the presence of kesterite in the CZTS and CZTSe absorbers but cannot exclude that other polymorphs are present in the sample.

We show in this contribution that RT-PL can be used to confirm the presence of different phases (either secondary phases with different composition or polymorphs of CZTSe) with various bandgaps in the absorber. The RT-PL measurements show the luminescent recombination involving either only the bands, or the band and the deep defects. When the sample is at room temperature PL is not expected from shallow defects and excitons. Shallow defects do not show luminescent transitions at room temperature since they are thermally emptied. The same is true for excitons: most materials have exciton binding energies far below the thermal energy at room temperature. Excitons have been observed in...
CZTSe\textsuperscript{24} and in CZTS\textsuperscript{25} by low temperature PL; both materials show rather high energy excitonic emissions, which quench very quickly with increasing temperature, indicating low exciton binding energies. Therefore, we have chosen to study the PL at room temperature, since it provides us with the possibility to distinguish between transitions emerging from different bandgaps.

Monitoring the evolution of the PL signal intensity with the excitation laser intensity (\(P\)) allows conclusions on the nature of the examined transition. The PL signal intensity for a given energy is proportional to the PL yield (\(Y_{\text{PL}}\)). The luminescence yield follows a power law: \(Y_{\text{PL}}(P) = P^k\); where \(k\) is a characteristic parameter for the transition.\textsuperscript{26,27} \(Y_{\text{PL}}\) is proportional to the density of involved charge carriers: for a band-band transition \(Y_{\text{PL}} \propto n \cdot p\); where \(n\) is the density of free electrons and \(p\) is the density of free holes. In our measurement conditions, we have to consider high injection (i.e., the number of charge carriers in thermal equilibrium is negligible compared to the injected charge carriers), band to band transitions then have a \(k\) of 2 as free electron and free hole densities \(n\) and \(p\) are each proportional to the excitation intensity. One could argue that for recombination in an ideal semiconductor for every photon “in” only one photon can come out. However, no semiconductor is ever ideal, particularly not the ones we are discussing here, therefore each excited charge carrier pair has a probability considerably smaller than 1 to recombine radiatively. Therefore, we have to consider the probability of an electron to recombine with a hole, and this probability is proportional to \(n\cdot p\), resulting in an exponent in the power law of 2. For defect-band transitions, we expect \(Y_{\text{PL}} \propto n\) or \(Y_{\text{PL}} \propto p\), since the other type of charge carrier is determined by the defect density which leads to: \(k = 1\). These \(k\) values are diminished from their ideal values of 1 or 2 by competing non-luminescent recombination paths which results in \(k < 1\) for defect-band transitions and \(k < 2\) for band-band transitions (see Ref. 27, chapter 7 in Ref. 23, chapter 7 in Refs. 28 and 26).

Thus, at room temperature, we can only expect as radiative recombination channels band-band transitions or defect related transitions, involving rather deep defects. A donor-acceptor pair transition can be easily distinguished, as it blue shifts with increasing excitation intensity.\textsuperscript{23,28} A defect-band transition will never have an exponent larger than 1 since it only depends on the free electron density or on the free hole density.\textsuperscript{26} A band-band transition has generally (however not necessarily) an exponent larger than 1. Therefore, an exponent larger than 1 is a clear indication of a band-band transition and cannot be related to a defect-band transition.

We show here that the RT-PL spectra show several transitions with \(k > 1\), i.e., several materials with different bandgaps. A similar conclusion has been drawn from low temperature PL measurements of Cu\textsubscript{2}ZnSnS\textsubscript{4}.\textsuperscript{29} The effect of these materials with different bandgaps on the solar cell parameters will be elucidated. A simple analytical model is presented which shows how different bandgaps influence the quantum efficiency spectra. Additionally, we calculate the influence of different materials with different bandgaps on the Shockley Queisser (SQ) limit, which considers the case of an ideal solar cell in order to illustrate the detrimental effect on device performance.

II. EXPERIMENTAL

The samples are prepared by the simultaneous deposition of all elements by co-evaporation followed by an annealing in the presence of Se and SnSe powder to prevent CZTSe decomposition.\textsuperscript{30} The final composition of all samples is Cu poor (Cu/(Zn + Sn) < 1) and Zn rich (Zn/Sn > 1). Compositions are measured by energy dispersive X-ray spectroscopy (EDS) in an electron microscope. The precursors used are Cu-poor or Cu-rich and etched, as discussed in the paper of Mousel \textit{et al.}.\textsuperscript{31} The efficiencies of the discussed solar cells are between 4\% and 7\%. We observe the luminescence features, which we discuss in this paper, in all samples, independent of the details of the CZTSe absorber preparation process. We see the same features in samples where the precursor were deposited by electrodeposition (these samples are not discussed in this paper). Also the details of the annealing are not important. The same features are observed in samples annealed in a tube furnace (at 450°C–550°C) or in set-up for rapid thermal processing (RTP at 550°C). As we discuss later, similar effects are also observed in various PL spectra presented in the literature. The PL spectra we report here are measured on blank absorbers. The solar cells were made from another piece on the same substrate, after breaking the substrate into different pieces.

The quantum efficiency (QE) was measured using a home built setup equipped with lock-in technique.

The RT-PL measurements have been carried out on the CZTSe absorbers in a confocal home-built setup also capable of performing Raman measurements. An argon ion laser provides the 514.5 nm laser radiation which is used as excitation source. The laser intensity is set by adjusting the output power of the laser. The actual light intensity which proceeds through the optical setup is measured by a powermeter. The laser beam is focused by means of a microscope lens which results in a spot size of about 1 \(\mu\)m in diameter. A more detailed description of the setup can be found in Ref. 17. The injected charge carrier densities are estimated to be \(4 \times 10^{17} \text{cm}^{-3}\) for the lowest used excitation intensities of about 0.01 mW, assuming 500 nm penetration depth, and 10 ns carrier lifetime. This is consistent with high injection mode since the doping densities for working solar cells have to be less than \(5 \times 10^{16} \text{cm}^{-3}\).\textsuperscript{32}

For the intensity dependent PL study presented here, the absorber layers have been etched with a 0.02 M Br\textsubscript{2}-methanol solution in order to remove potential oxide layers on top of the absorber. This etching does not affect the PL transitions, i.e., the transitions and intensity behaviours shown are also seen on unetched samples.

III. RESULTS AND DISCUSSION

A. RT PL shows multiple materials

PL spectra observed on CZTSe in both our lab and in the literature vary quite a lot in PL peak position and shape.
This effect is demonstrated in Fig. 1 which depicts a variety of PL spectra of a number of similar CZTSe films. The PL transitions we present in Fig. 1 show the range of different PL spectra seen on CZTSe samples that are made in the Cu-poor Zn-rich composition, and give decent solar cells (usually between 4% and 7% conversion efficiency). More than 10 samples have been analyzed by PL. Fig. 1 shows the variation in the spectra. The PL spectra were similar to the ones shown in Fig. 1 or combinations thereof, see Fig. 2(a) for an example of a combination.

It should be noted that all the measurements discussed in this paper are PL measurements made on a micrometer sized spot. This leads to the fact that the spectra of macroscopic measurements, usually shown in literature, tend to be broader, smeared out since they average the inhomogeneities that might be present in the sample.

All these absorbers give working solar cell devices, see Table I. Although solar cells which have a dominant luminescence around 0.82 eV, like the blue curve in Fig. 1, tend to have a lower open circuit voltage, no clear correlation between the PL spectra and the efficiency of the corresponding solar cells can be detected. It should also be taken into account that the PL spectra shown here are all taken at or near the surface of the absorber. In some cases, we have sputtered into the absorbers to different depths and measured PL at the bottom of the sputter crater. We find that the PL spectra change with depth.17,31 All absorbers discussed here show a very similar composition and very similar Raman spectra, as discussed in Ref. 22. Therefore, we analyse these PL spectra under the assumption that these absorbers are composed of similar materials. Clearly, their main phase is Cu2ZnSnSe4. Based on the Raman analysis discussed in detail in Ref. 22, we can conclude that the main polymorph is kesterites. However, the absorbers can certainly contain the stannite phase to a smaller amount, which has a lower bandgap. A third possible phase is another polymorph with the same composition, based on Cu-Au ordering, which has been predicted with an even lower bandgap.14 Disordered kesterite19 is another possible phase, no predictions on the band gap are available. In addition secondary phases can exist, like ZnSe, SnSe, SnSe2, Cu2SnSe3, and other CuSn-selenides or various Cu-selenides. All these different phases and crystal modifications will have different bandgaps and different defect energies and will therefore show emissions at different energies. The intensity of each emission does not necessarily correlate with the amount of material present since the PL intensity strongly depends on the ratio of radiative to non-radiative recombination in each material, as well as on charge carrier diffusion processes between materials.

Based on the assumption that the various absorbers are similar, we fit the different spectra with the same number of peaks with fixed energetic positions, allowing in general for a 20 meV shift. It can be reasonably assumed that the various samples do not consist of hundreds of different materials and furthermore will not exhibit hundreds of different band gaps. The sample depicted in Fig. 2(a) clearly shows four distinct peaks in the energy region of the kesterite band gap. We show later that all four observed transitions around the expected kesterite band gap are band-band transitions. Therefore, we tested if we can use those four emission energies for all samples. By the fact that this is possible, as

<table>
<thead>
<tr>
<th>PL of sample</th>
<th>η%/V OC/mV</th>
<th>JSC/mAcm−2</th>
<th>FF/%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 1: blue</td>
<td>2.0 240</td>
<td>21</td>
<td>40</td>
</tr>
<tr>
<td>Fig. 1: red</td>
<td>7.5 356</td>
<td>35</td>
<td>60</td>
</tr>
<tr>
<td>Fig. 1: black</td>
<td>5.1 325</td>
<td>29</td>
<td>54</td>
</tr>
<tr>
<td>Fig. 1: green</td>
<td>6.2 353</td>
<td>34</td>
<td>52</td>
</tr>
<tr>
<td>Fig. 2(a)</td>
<td>5.5 333</td>
<td>32</td>
<td>52</td>
</tr>
</tbody>
</table>
shown exemplary in the following, we believe that there are four different materials in our samples, with differing relative amounts. In some samples, there are only one or two of these materials, leading to a single, maybe broadened peak. Examples for such fits are shown in Fig. 2. The spectrum in Fig. 2(b) could of course be fitted with only three peaks, with different energies than the emissions observed in Fig. 2(a). But if we assume that the materials in our absorbers are more or less the same, the PL emission should show maxima at the same energies, allowing for small shifts due to strain or defects. It turns out that a large number of PL spectra of different samples, as well as PL spectra from the literature can be fitted with 5 peaks with fixed energies.

We use Gaussians to fit the PL peaks. Whilst this is reasonable for defect related transitions in a (somewhat) disordered environment, for band-band transitions one would expect a shape determined by the generalised Planck’s law. However, this requires the knowledge of the absorption spectrum, particularly when the semiconductor does not show a sharp absorption edge but strong tailing, as is usually the case in kesterites, see also Fig. 5. Therefore, for a band gap that is affected by strong tailing we need to find a function that does not require any a priori knowledge. The peaks in Fig. 1 appear almost symmetrical and can be well fitted by Gaussians, see Fig. 2. Therefore, we use Gaussians to fit all peaks.

All the measured RT PL spectra have their transition maxima at energy positions similar to those shown in Fig. 1 or can be deconvoluted using the same distinct peak positions, see Fig. 2. Depending on the measured sample these peak positions usually are shifting within 0.02 eV: The distinct peak positions we find fitting the vast majority of our samples are (0.83 ± 0.03) eV, (0.90 ± 0.01) eV, (0.96 ± 0.01) eV, and (1.02 ± 0.01) eV. The errors are given by the extremal values of all fitted positions where only two outlier measurements are discarded. The peak at higher energy varies between 1.2 eV and 1.4 eV and is related to a ZnSe secondary phase, as demonstrated previously. This peak width at half maximum for the ZnSe PL is high (up to 0.4 eV) while for the lower energy peaks it is around 0.15 eV for the 1.02 eV peak and around 0.04 eV (up to 0.09 eV for some samples) for all other lower energy peaks. As an example for fitting samples that appear different but can still be deconvoluted with the same peaks we present the fit of the red curve in Fig. 1, as depicted in Fig. 2(b).

The intensity ratio of the various peaks cannot be correlated with the composition or the Raman spectra of the samples. Also within one sample we cannot detect any correlation between the maps of the various PL peaks and any feature in the Raman spectra, besides for the ZnSe peak, as discussed in Ref. 17.

To study whether the observed emissions can be due to defect related transitions or to band-band transitions, we have checked the dependence of the emission intensities and energetic positions on the laser excitation intensity. The peak energies do not shift with excitation power, thus we can exclude a donor-acceptor pair transition. For the intensity of the emission, we expect a power law as discussed above. One sample shows all 5 transitions simultaneously in a particularly well resolved way, see Fig. 2(a). It permits therefore to measure the power laws of all the transitions at once.

Fig. 3 shows a double logarithmic plot of the evolution of the RT-PL peak intensity as a function of the excitation laser power for the sample shown in Fig. 2(a), where we show the spectrum with 2 mW excitation power as an example. The PL intensities are fitted using Gaussian peak shapes. Since the peak widths do not change with excitation intensity we keep them constant in the fit. Therefore, the change of the intensity can be taken from the maximum or the peak area. The value is then given by the slope of the linear fit between PL intensity and excitation intensity in the double logarithmic plot.

The luminescence at 1.2 eV is attributed to a ZnSe secondary phase in accordance with previous findings. This PL emission has a value of 0.75 indicating a defect related transition which confirms the attribution of this transition to a defect related transition in ZnSe.

The values of the PL transitions at 0.82 eV, 0.9 eV, 0.97 eV, and 1.02 eV are all higher than 1. In various samples, where one of these peaks dominates, we find the same result: All 4 low energy emissions have an exponent larger than 1. Since defect related transitions always show an exponent smaller than 1, the observation of larger than 1 clearly indicates that these 4 observed transitions are band-band transitions. This suggests that different materials, i.e., different crystal polymorphs or secondary phases, are present in the sampled volume. The only alternative explanation for an exponent larger than 1 would be an excitonic emission. Excitons have been observed in low temperature PL experiments with selenide kesterites and sulphide kesterite. In both cases, high exciton emission energies have been found, in particular, at 1.03 eV at 5 K in the selenide kesterite. In both cases, high exciton emission energies have been found, in particular, at 1.03 eV at 5 K in the selenide kesterite. In both cases, high exciton emission energies have been found, in particular, at 1.03 eV at 5 K in the selenide kesterite. In both cases, high exciton emission energies have been found, in particular, at 1.03 eV at 5 K in the selenide kesterite.
the samples considered here. It is very unlikely that an exciton can exist in such material. Therefore, the only remaining explanation for four different peaks with an exponent larger than 1 is the existence of four different materials with different band gaps. The fact that we observe all different peaks in 1 μm sized spot indicates that these materials are intimately mixed. One could expect that all the photogenerated carriers move to the material with the lowest gap and recombine there, making the lowest energy transition the most likely one, which is not what we observe. However, into which material the photogenerated charge carriers move depends on the band offsets. The electrons will tend to move to the material with the lowest conduction band edge, whereas the hole will move to the highest valence band edge, which could even lead to a spatial separation of charge carriers and suppress radiative recombination altogether. Additionally, the different materials are likely to show different doping levels, creating barriers at the interfaces. Therefore, even with closely intermixed materials the lowest energy transition is not at all the most likely one.

Although it is difficult to determine which polymorphs or secondary phases correspond to the different observed bandgaps, some possible phases can be excluded to a certain extend. As for the exclusion of secondary phases: SnSe and SnSe2 are unlikely since they are not seen in the green excitation Raman spectra, measured on the same spot where the PL of Fig. 2(a) is measured, and shown in Fig. 4. The expected Raman modes for SnSe and SnSe2 are shown in the figure. SnSe and SnSe2 can be measured with Raman spectroscopy on our CZTSe solar cell absorbers under the same measurement conditions as shown in Ref. 18. Additionally, since our samples are grown in the Sn-poor composition range, Sn-selenides are not likely secondary phases. It also appears that Cu-selenides can be excluded as they have significantly higher bandgaps than the energies of the observed emissions.

Therefore, we consider the most likely explanation for the different bandgaps the occurrence of various polymorphs of Cu2ZnSnSe4 and the occurrence of CuSn-selenide secondary phases. Various CuSn-selenides exist with bandgaps near the energetic region of the observed emissions: an orthorhombic low temperature (<450 °C) Cu2SnSe3 phase, a monoclinic Cu2SnSe3 phase with a bandgap of 0.84 eV, a cubic Cu2SnSe4 phase with a bandgap of 1.2 eV, and a cubic CuSnSe3 phase. No bandgaps were reported for the cubic and orthorhombic CuSnSe3. The monoclinic Cu2SnSe3 is a candidate to explain the emission at 0.82 eV. However, because of the lack of correlation with Raman data, we cannot conclude that this emission is due to the ternary phase. The bandgaps of various polymorphs of Cu2ZnSnSe4 have been calculated by different methods ranging from DFT (density functional theory) to GW. Although there is no perfect agreement on the actual values of the bandgaps, all calculations find a difference of around 150 meV between the bandgaps of kesterite and stannite. The bandgap of the Cu-Au ordered structure is calculated to be another 30 meV below the bandgap of stannite. These differences are in the range of the differences that we observe between the different emissions. Although we cannot definitely correlate the 4 emissions to a concrete polymorph or secondary phase, the important observation is that there are different materials present in the absorber, which have different bandgaps. This is certainly detrimental to the solar cells made from these absorbers, as we discuss in detail in the following.

Remains the question how these materials are arranged within the film: in a columnar structure with different materials next to each other in the plane of the film, in a layered structure with the different materials on top of each other or in a three dimensional arrangement. Comparing spatially resolved PL spectra within each sample, we find similar spectra. Additionally, the spectra shown above were taken each on a 1 μm spot: within this spot we see the presence of different materials. While this observation could still be compatible with columns of a lateral extension much less than a micrometer, we find such needle like structure improbable based on the rather smooth structure seen in electron micrographs of all our kesterite films. Thus, we rule out that the materials are arranged in a columnar fashion. To check for the appearance of a layered structure, we performed PL measurement in different depth of the film which were made accessible by sputtering craters of different depth into the film and we performed depth resolved SIMS (secondary ion mass spectroscopy) measurements. Both methods do not give any indication of the presence of different layers in the films. In some films, the surface composition or the composition near the back contact may be different from the composition of the majority of the film, as was observed before, but none of the films showed a layered composition. We therefore conclude that the different materials must be 3-dimensionally intermixed, as was shown for the case of ZnSe in Cu2ZnSnSe4 films, prepared the same way, by atom probe tomography.

**B. Varying bandgap in QE**

The bandgap can be approximated by a linear extrapolation of the low energy edge of the QE spectrum. Fig. 5 shows a selection of QE curves measured on samples with conversion efficiencies higher than 4%. The full QE spectra are shown in the inset. We use the approximately linear part of
the QE spectrum in the range between about 10% and 40% QE for the extrapolation (as an example see the blue lines in Fig. 5). Other methods exist to determine the bandgap from QE measurements, all with their respective advantages and drawbacks. We chose the linear extrapolation since it is simple and does not depend strongly on the transport properties of the absorber. The bandgaps approximated this way vary between 0.9 eV and 0.96 eV, i.e., between the central two energies, which we observe in the PL spectra of the same absorbers. Some samples show a strong tailing towards lower energies. This tailing can be attributed to Urbach tailing or to a lower band gap material. Plotting the QE measurements in a logarithmic plot (depicted in Fig. 5(b)) shows that the low energy edge of the QE is linear in this plot which favours the attribution of the tailing to a strong Urbach tailing over its attribution to a lower band gap material, although based on the PL observation of a lower band gap material, we cannot draw a final conclusion on the tailing. Why we never see the energy of the lowest and the highest PL peaks in the edges of the QE spectra, is not fully understood yet. The lowest and the highest energy PL peaks are almost always considerably lower in intensity than the other two; this does not necessarily imply that there is a lower amount of the corresponding material. But a low amount of the corresponding material would explain the low intensity of this peak. Thus, this material might not be percolated and might not contribute to the transport, which is what we measure in QE.

A similar behaviour is observed in the QE spectra reported in the literature: the QE spectra of nominally pure Cu2ZnSnSe4 extrapolate to a range of different bandgaps: The QE’s from Brammertz et al.8 extrapolate to 0.88 eV and 0.94 eV, while the QE from Repins et al.7 extrapolates to 0.90 eV.

Surely, the linear extrapolation of the QE is not the most ideal method to determine the bandgap, but it certainly gives an idea of the absorption edge. For a solar cell absorber which exhibits only one bandgap, different QE would extrapolate to the same bandgap value, as is the case for example in CuInSe2.46 In the following, we will show that the presence of more than one fundamental bandgap can lead to a continuous change in the apparent bandgap as extrapolated from QE. The quantum efficiency QE near the fundamental bandgap is given by the following formula: $QE \sim 1 - e^{-\frac{a}{L}}$, where $a$ denotes the absorption coefficient and $L$ is equal to the effective collection length which is equal to the sum of the space charge region width and the minority carrier diffusion length.47 We describe the QE spectra by assuming the same collection lengths of the different materials within the sample.

In our model, we assume the presence of two different materials with different bandgaps and absorption spectra. The aim of this simple modeling is to demonstrate the effect that the existence of several bandgaps can have on the observed QE spectra.

The absorption in the model is simulated using the Beer–Lambert’s law with the equation

$$A = 1 - e^{df_1 + df_2(1-f)}a_2,$$

where $f$ is a parameter representing the fractions of the two simulated materials, $d$ is the thickness of the whole layer (set to 2 $\mu$m in the simulation), and $a_1, a_2$ are the absorption coefficients of the two materials. The result of this simulation is shown in Fig. 6.
The absorption coefficients are simulated using an optical modelling toolkit in the program Dipplot introducing an additional band tailing at low energy (shown in the inset of Fig. 6). The absorption coefficient is modelled by

\[ \alpha(E) = \alpha_b \frac{(E - E_0) kT}{E} + \alpha_U e^{(E-E_1)/E_U}, \]

where \( \alpha_b \) is a parameter set so that the absorption strength is 18,000 cm\(^{-1} \). \( \alpha_U \) and \( E_1 \) are parameters that correct the absorption coefficient below the bandgap \( E_g \) when an Urbach tailing is simulated. \( \alpha_U \) is set to zero at energies above the bandgap \( E_g \). The materials have been simulated with a direct bandgap \( E_g \) at 0.9 eV and 0.96 eV, the two extreme values we observe for the bandgap determined from the QE spectra. Both materials are simulated with the same absorption strength and with an Urbach energy (\( E_U \)) in the range of 15 meV, which is typical for polycrystalline material. \( E_1 \) and \( \alpha_U \) are parameters whose only task it is to make the Urbach tail and the band-band part of the absorption a differentiable function. The absorption curves were not fitted to any QE or experimental absorption spectra. We just used reasonable parameters for the two spectra that represent typical absorption spectra in polycrystalline semiconductors with some influence of defect tailing.

The only difference between the two absorption coefficients is that they are shifted in bandgap by 60 meV. The values for the bandgaps are chosen based on the extrapolation of the QE which is in accordance with two of the bandgaps deduced from the intensity dependent RT PL study. The result of this simulation is shown in Fig. 6. When extrapolating the absorption spectra linearly, as we do for the QE spectra, we observe an almost continuous transition from the high energy bandgap to the low energy bandgap. Additionally, it is also seen, that the slope becomes rather shallow for certain mixtures. What we show in Fig. 6 is just the absorption spectrum. The QE spectra increase much slower with decreasing wavelength, since the slope of the QE spectrum also depends on the collection probability. But even the absorption alone without any reduction by non-ideal collection can become shallow with a small fraction of the lower bandgap material. This simulation shows that the presence of two different materials with different bandgaps can lead to an extrapolation of the absorption which results in a continuously changing effective bandgap. Thus, it is possible to explain the observed variation in bandgaps by the presence of different materials with only two different bandgaps. For this simulation, we chose the most conservative approximation: Only two different bandgaps in the absorber are simulated. A more complex simulation with more materials and a larger variety of resulting absorption spectra as implied by the PL measurements will likely lead to a better agreement with the experimental data.

### C. Shockley Queisser limit of material mix

The different bandgaps found by room temperature photoluminescence are detrimental to the performance of the resulting solar cell. In an attempt to quantify these losses, the impact of a mix of four semiconductors on the solar cell performance in the ideal SQ limit is therefore investigated. This work is similar to the calculations by Rau et al. who calculated the influence of bandgap fluctuations. Here, we consider a fixed number of distinct bandgaps. The worst case, a maximal number of four bandgaps simultaneously seen on one sample is simulated. The simulation is performed for otherwise ideal conditions, namely, the conditions of the Shockley-Queisser model. Radiative recombination as determined by black body emission as the only recombination path, i.e., a diode ideality factor of 1, and a QE of 1 for energies above the bandgap.

We calculate the efficiency of 5 different solar cells: four solar cells which consist of a single material with one of the four different bandgaps found in the PL investigations and a fifth cell, which consists of a mix of the four materials. We assume that the materials are mixed in a three-dimensional fashion, because this would describe our experimental findings better, as discussed above, than a columnar structure, where the materials are arranged next to each other in the plane of the film, or a layered structure, where the materials are arranged on top of each other.

To calculate the efficiency of each solar cell, we need the short circuit current \( J_{SC} \), the open circuit voltage \( V_{OC} \), and the fill factor \( FF \). The \( J_{SC} \) is calculated by integrating the global AM1.5 solar spectrum above the respective bandgap, i.e., assuming a quantum efficiency of 1 for all energies higher than the bandgap. For the cell with the material mix, we use the \( J_{SC} \) of the highest bandgap material, since in a 3-dimensional intermixing of different materials, the current has to pass all materials and is limited by the lowest \( J_{SC} \). The open circuit voltage is obtained by rearranging the ideal diode \( J-V \) behavior

\[ V_{OC} = \frac{kT}{e} \ln \left( \frac{J_{SC}}{J_0} + 1 \right). \]

Thus, to calculate \( V_{OC} \), we need the reverse saturation current \( J_0 \) in addition to the short circuit current \( J_{SC} \). \( J_0 \) is calculated assuming radiative recombination as the only recombination path, by integrating the black body spectrum of a body at 300 K above the bandgap of each cell. The reverse saturation current of the solar cell with the material mix is calculated as the arithmetic average of saturation currents of the four cells with pure absorbers, since each material can emit its black body radiation in a mixed 3-dimensional arrangement. The \( V_{OC} \) of each cell was then calculated according to Eq. (3) with the short circuit current and the reverse saturation current of each cell.

To determine the fill factor of each cell, the \( J(V) \) curve is calculated with the ideal diode equation using the respective \( J_0 \) and \( J_{SC} \) of each cell. The efficiency is calculated from the maximum power point of this calculated ideal diode, which also gives the fill factor.

Fig. 7 summarizes the results of single bandgap solar cells in the SQ limit for the bandgaps seen in the RT PL study as well as the results for a mixed bandgap cell. Fig. 7 shows the solar cell parameters \( J_0, J_{SC}, V_{OC}, \) and the efficiency as columns normalized to highest value. The parameters of
for the bandgap of Cu2ZnSnSe4, we observe up to four different emissions, which were shown by intensity dependent measurements to be due to band-band transitions. Thus, up to four different materials with different bandgaps are present in the absorber. We can only speculate that there are different polymorphs of Cu2ZnSnSe4 present, as well as additional secondary phases.

This mixture of materials can explain the different observed bandgap values obtained from extrapolating the QE spectra, as we show in a simple simulation of the absorption spectrum of a thin film containing two different materials with different bandgaps. The presence of different bandgaps within the absorber of a solar cell is detrimental to the efficiency of the solar cell. We simulate the efficiency of a mixed solar cell under the ideal conditions of the SQ model and find that the efficiency is lower than the lowest efficiency of a cell with a single bandgap, where the bandgap energies are taken from energies found in the PL study. It is mostly the open circuit voltage which is affected.

We conclude that all our current Cu2ZnSnSe4 absorbers contain different polymorphs or secondary phases with different bandgaps, which is detrimental for the efficiency, in particular, for the open circuit voltage of the solar cells. For a further improvement of the efficiency of kesterite solar cells, a control of the different materials with the aim of eliminating low bandgap phases will be essential.
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IV. CONCLUSIONS

Room temperature PL of Cu2ZnSnSe4 often shows several peaks in one sample or different peak energies for different samples.7,9,31 This is unexpected in a semiconductor with a single bandgap at room temperature. By the use of intensity dependent PL measurements, we found that the highest energy emission, which has previously been attributed to a ZnSe secondary phase, is a defect related transition, in agreement to the previous ascription. In the energy range expected