Energy minimising multi-crack growth in linear-elastic materials using the extended finite element method with application to Smart-Cut™ silicon wafer splitting

Author: Danas Sutula
Supervisors: Prof. Stéphane P.A. Bordas
Dr. Pierre Kerfriden
Dr. Konstantin K. Bourdelle
Alexandre Barthelemy

A thesis submitted in fulfilment of the requirements for the degree of Doctor of Philosophy in Advanced Materials and Computational Mechanics School of Engineering

August 19, 2016
DECLARATION

This work has not been submitted in substance for any other degree or award at this or any other university or place of learning, nor is being submitted concurrently in candidature for any degree or other award.

Signed ...................................................... (candidate) Date 13/08/16

STATEMENT 1

This thesis is being submitted in partial fulfillment of the requirements for the degree of Ph.D (insert MCh, MD, MPhil, PhD etc, as appropriate)

Signed ...................................................... (candidate) Date 13/08/16

STATEMENT 2

This thesis is the result of my own independent work/investigation, except where otherwise stated, and the thesis has not been edited by a third party beyond what is permitted by Cardiff University's Policy on the Use of Third Party Editors by Research Degree Students. Other sources are acknowledged by explicit references. The views expressed are my own.

Signed ...................................................... (candidate) Date 13/08/16

STATEMENT 3

I hereby give consent for my thesis, if accepted, to be available online in the University's Open Access repository and for inter-library loan, and for the title and summary to be made available to outside organisations.

Signed ...................................................... (candidate) Date 13/08/16

iii
To my family and friends,
for their love and support
Abstract

Advanced Materials and Computational Mechanics

School of Engineering

Doctor of Philosophy

Energy minimising multi-crack growth in linear-elastic materials using the extended finite element method with application to Smart-Cut™ silicon wafer splitting

by Danas SUTULA
We investigate multiple crack evolution under quasi-static conditions in an isotropic linear-elastic solid based on the principle of minimum total energy, i.e. the sum of the potential and fracture energies, which stems directly from the Griffith’s theory of cracks. The technique, which has been implemented within the extended finite element method, enables minimisation of the total energy of the mechanical system with respect to the crack extension directions. This is achieved by finding the orientations of the discrete crack-tip extensions that yield vanishing rotational energy release rates about their roots. In addition, the proposed energy minimisation technique can be used to resolve competing crack growth problems. Comparisons of the fracture paths obtained by the maximum tension (hoop-stress) criterion and the energy minimisation approach via a multitude of numerical case studies show that both criteria converge to virtually the same fracture solutions albeit from opposite directions. In other words, it is found that the converged fracture path lies in between those obtained by each criterion on coarser numerical discretisations. Upon further investigation of the energy minimisation approach within the discrete framework, a modified crack growth direction criterion is proposed that assumes the average direction of the directions obtained by the maximum hoop stress and the minimum energy criteria. The numerical results show significant improvements in accuracy (especially on coarse discretisations) and convergence rates of the fracture paths. The XFEM implementation is subsequently applied to model an industry relevant problem of silicon wafer cutting based on the physical process of Smart-Cut™ technology where wafer splitting is the result of the coalescence of multiple pressure-driven micro-crack growth within a narrow layer of the prevailing micro-crack distribution. A parametric study is carried out to assess the influence of some of the Smart-Cut™ process parameters on the post-split fracture surface roughness. The parameters that have been investigated, include: mean depth of micro-crack distribution, distribution of micro-cracks about the mean depth, damage (isotropic) in the region of micro-crack distribution, and the influence of the depth of the buried-oxide layer (a layer of reduced stiffness) beneath the micro-crack distribution. Numerical results agree acceptably well with experimental observations.
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\( N_H \) set of all Heaviside-enriched nodes

\( a_I \) Heaviside enrichment degrees of freedom at node \( I \) \( m \)

\( b_I \) branch enrichment degrees of freedom at node \( I \) \( m \)

\( H \) Heaviside enrichment function

\( B \) Crack tip branch functions

\( B \) strain-operator matrix \( 1/\text{m} \)

\( B_e \) enriched part of strain-operator matrix \( 1/\text{m} \)

\( B_s \) enriched part of strain-operator matrix \( 1/\text{m} \)

\( N_I \) finite element shape function at node \( I \)

\( N \) displacement-operator matrix

\( N_e \) enriched part of displacement-operator matrix

\( N_s \) enriched part of displacement-operator matrix

\( f \) generalised global force vector \( \text{N} \)

\( f_e \) element force vector \( \text{N} \)

\( f_e \) enriched part of the force vector \( \text{N} \)

\( f_s \) standard part of the force vector \( \text{N} \)

\( K \) generalised global stiffness matrix \( \text{N/m} \)

\( K_{el} \) element stiffness matrix \( \text{N/m} \)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{ee}$</td>
<td>enriched part of stiffness matrix</td>
<td>N/m</td>
</tr>
<tr>
<td>$K_{se}$</td>
<td>standard-enriched part of stiffness matrix</td>
<td>N/m</td>
</tr>
<tr>
<td>$K_{ee}$</td>
<td>enriched parts of stiffness matrix</td>
<td>N/m</td>
</tr>
<tr>
<td>$\Pi$</td>
<td>potential energy of solid</td>
<td>Nm</td>
</tr>
<tr>
<td>$\mathcal{E}$</td>
<td>total energy of system</td>
<td>Nm</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>total Lagrangian of system</td>
<td>Nm</td>
</tr>
<tr>
<td>$U_s$</td>
<td>elastic strain energy of solid</td>
<td>Nm</td>
</tr>
<tr>
<td>$V$</td>
<td>potential energy of external load</td>
<td>Nm</td>
</tr>
<tr>
<td>$W_{ext}$</td>
<td>work done by external load</td>
<td>Nm</td>
</tr>
<tr>
<td>$h_{\text{box}}$</td>
<td>depth of buried oxide</td>
<td>nm</td>
</tr>
<tr>
<td>$h_{\text{mean}}$</td>
<td>mean micro-crack distribution depth</td>
<td>nm</td>
</tr>
<tr>
<td>$t_{\text{dmg}}$</td>
<td>micro-crack distribution thickness</td>
<td>nm</td>
</tr>
<tr>
<td>$R_q$</td>
<td>root-mean-square roughness</td>
<td>nm</td>
</tr>
<tr>
<td>$R_t$</td>
<td>peak-valley roughness</td>
<td>nm</td>
</tr>
<tr>
<td>$R_p$</td>
<td>peak roughness</td>
<td>nm</td>
</tr>
<tr>
<td>$R_v$</td>
<td>valley roughness</td>
<td>nm</td>
</tr>
<tr>
<td>$s$</td>
<td>unit tangent vector to surface</td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>unit normal vector to surface</td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td>local-to-global coordinate transformation matrix</td>
<td></td>
</tr>
<tr>
<td>$T'$</td>
<td>global-to-local coordinate transformation matrix</td>
<td></td>
</tr>
<tr>
<td>$T_{\varepsilon}$</td>
<td>global-to-local strain transformation matrix</td>
<td></td>
</tr>
<tr>
<td>$T_{\sigma}$</td>
<td>global-to-local stress transformation matrix</td>
<td></td>
</tr>
</tbody>
</table>
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1.1 Motivation and aims

A technology called Smart-Cut™ is a commercial process of achieving an ultra-thin (a few nanometres thick) silicon layer transfer from one substrate onto another. It is used in the high-volume production of silicon-on-insulator (SOI) wafers that find broad applications in the modern day semiconductor and microelectronics industries, e.g. photovoltaics, integrated circuits, microprocessor, etc. The manufacturing process of an SOI wafer involves cleaving two bonded wafers along a weak plane very close to the bonding interface thereby effectively achieving the transfer of a thin silicon layer. The cleaving (or splitting) is obtained by the coalescence of highly planar and narrowly distributed defects that are induced in the donor wafer via a highly precise hydrogen-ion (H\textsuperscript{+}) irradiation process prior to bonding of the two wafers. The defects evolve during thermal activation into platelets of a few nanometres in size, then into micro-cracks and, finally, into macro-cracks that propagate catastrophically along the cleavage plane which causes splitting.

The wafer splitting process is an intricate multi-physics phenomenon at several length-scales, with different aspects of physics competing in terms of their relative influence on the defect/platelet/micro-crack evolutions. In the initial stage, thermodynamic forces drive the evolution of atomic-size defects into platelet-like defects of several nanometres. These so-called platelets act as sinks for trapping mobile H\textsuperscript{+} ions that subsequently recombine into molecular hydrogen (H\textsubscript{2}) and start to exert a significant pressure on the cavity walls. Later in the evolution process, when the platelets have grown into the size range of several tens of micrometres, the hydrogen gas pressure becomes the principle force driving the micro-crack evolution. The final stage of annealing is marked by a highly dynamic coalescence of micro/macro-cracks, which ultimately achieves wafer splitting.

Smart-Cut™ is a relatively novel technology (dating back to under two decades) that is not completely understood to this day, specifically in relation to the platelet/crack growth kinetics as influenced by different driving mechanisms, i.e. competing thermodynamic/mechanical actions. More importantly, it is not completely clear how different
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Smart-Cut™ process parameters affect the fractured surface topography whose high uniformity is key for the commercial viability of the SOI wafer manufacturing process. Indeed, a great loss of product can be incurred due to the post-split fracture surface defects. Thus, a better understanding of the influence of Smart-Cut™ control parameters is essential.

From the modelling side, the Smart-Cut™ process involves multiple material length-scales, which poses computational challenges in trying to concurrently model the evolution of defects/platelets/micro-cracks/macro-cracks as a means to quantify the effects of different process parameters (e.g. in relation to the initial defect distribution) in terms of the post-split fracture surface topography. We set our focus on one stage of the Smart-Cut™ splitting process that is characterised by the relatively slow evolution and coalescence of micro-cracks. The goal is to determine the relative influence of different process parameters (e.g. in relation to some initial statistically representable micro-crack distribution) on the evolution of micro/macro-cracks and on the resulting post-split surface roughness.

To achieve this goal, the significant part of the current work is devoted to the development of advanced computational techniques for the modelling of fracture. The aim is to develop a robust numerical approach for modelling multi-crack growth problems within the framework of linear-elastic fracture mechanics (LEFM). A particular focus is on employing thermodynamically consistent energy-based principles for the prediction of crack evolution and for resolving competing crack growth, which may naturally arise in multi-crack growth scenarios. The energy-based crack growth formulation is to be implemented within the state-of-the-art numerical discretisation method: the extended finite element method (XFEM), which is especially suited for problems involving arbitrary discontinuities in space evolving over time. As the numerical model is aimed at solving large scale fracture problems, the focus is also on the efficient implementation of the numerical techniques within the Matlab programming language with particular attention to robust crack tacking and merging routines.

Finally, the model will be used to simulation wafer splitting as a way to assess the influence of different initial micro-crack distribution parameters on the post-split surface roughness. The parameters include the initial crack distribution depth and thickness, among others.
1.2 Modelling discontinuities in solids

There are different kinds of discontinuities that appear in the solutions of solid mechanics problems. The most obvious example of a discontinuity is a jump in the displacement field across crack surfaces. When the discontinuity occurs in the primary variable, such as the displacement field, the discontinuity is called a strong discontinuity. Other discontinuities, such as those appearing at material interfaces (e.g., in composite materials), lead to discontinuous spatial derivatives of the displacement field; in this particular case, the strain normal to the material interface is discontinuous. When the discontinuity occurs in the derivative of the primary variable, the discontinuity is called a weak discontinuity. High gradients can also be regarded as a form of a discontinuity, e.g., localisation of plastic strains. In this case, the displacement field is continuous but it varies rapidly over a relatively small length-scale such that the solution closely resembles a strong discontinuity.

Many practical problems that arise in solid mechanics involve some form of a discontinuity. However, modelling discontinuities within the classic solid continuum theory is a difficult task because the partial differential equations that are used to model solid continua are inherently incompatible with discontinuities, e.g., derivatives at discontinuities do not exist. The governing PDE’s can be transformed into a set of integro-differential equations thereby allowing less regular solutions with not so well-defined derivatives at every material point; however, it still proves challenging to model the evolution of various discontinuities simply because discontinuities do not naturally arise as part of the solution. Instead, a particular discontinuity in the displacement field can only be captured by having introduced it in the first place via some mechanism (based on an a priori knowledge about the solution). For example, a discontinuity can be introduced kinematically by considering a certain solution space where the particular discontinuity can naturally arise, or, in the case of a crack, by considering the crack as an interior boundary of the domain that encloses a zero-volume. In any case, the position of the discontinuity needs to be known in advance and the discontinuity reproducing mechanism needs to be incorporated within the continuum model explicitly. In addition, the model needs to be supplemented with an external criterion for determining when and how the discontinuity evolves over time.
In contrast, the non-continuum modelling of solids (i.e. by considering discrete material particles) allows the displacement discontinuities to emerge naturally as part of the solution. For example, some of the non-continuum methods that have been used to model material failure include: smooth particle hydrodynamics [96, 167, 244], material point method (MPM) [276–278], peridynamics [114, 262, 263], molecular dynamics [4, 123, 125, 304, 306], to name a few. In these approaches, the evolution of discontinuities (e.g. free surfaces) occurs naturally as the bond forces between particles are overcome. In principle, all non-continuum type formulations mimic the molecular dynamics model in the sense that attractive/repulsive forces acting over finite distances govern the particle interactions.

Within the continuum context, there are two ways of modelling failure processes. The problem is approached either from the viewpoint of continuum damage mechanics (CDM) [202] or fracture mechanics (FM) [12]. CDM considers a smeared crack model: the behaviour of a crack is captured approximately by the localisation of strains along the failure surface. On the other hand, FM considers a discrete crack: a crack is modelled as a strong discontinuity in the displacement field. The two methods are described briefly as follows.

### 1.2.1 Damage mechanics

The continuum damage mechanics approach to failure modelling comes from the observation that many failure processes are accompanied by progressively diminishing load bearing capacity: decreasing strength and stiffness with increasing strain. This type of material behaviour is known as strain-softening; it can be observed during the failure process of many ductile metals and composites such as concrete. The cause of strain-softening is microscopic damage: nucleation of voids, micro-cracking, debonding, etc. [142, 242, 243]. In CDM, an internal damage variable is used to quantify the level of material damage. Specifically, the damage variable reflects the homogenised effects of the microscopic failure processes on the macroscopic constitutive stress-strain law [213–215]. The relationship between damage and the macroscopic stress-strain law can be obtained either phenomenologically, i.e. by fitting experimental data to a chosen damage-constitutive model, or based on micromechanical solutions, i.e. by resolving the material microstructure in a multi-scale
approach [190, 207]. The simplest damage model is isotropic, i.e. the material stiffness deteriorates isotropically with increasing damage. More advanced formulations take into account anisotropic damage (e.g. due to predominantly uni-directional micro-cracking) and different material responses with respect to compression, tension and shear. Damage evolution is typically governed by a material state law, which needs to be provided as part of the model. Usually, the law is based on the principle of maximal energy dissipation.

The evolution of damage over time naturally leads to the localisation of damage to a surface, which is a characteristic behaviour of a strain-softening material [213]. Theoretically, the high displacement gradients over the failure zone may well resemble the displacement jump due to a discrete crack; however, the classic CDM model becomes ill-posed when damage localises to a surface [23, 236]. This is because energy dissipation within the CDM framework needs to occur over a volume, but instead, due to the localisation of damage to a surface (i.e. a zero volume), no energy can be dissipated with increasing damage, which is physically unacceptable. Numerically, the solution exhibits spurious discretisation dependency such as instability and a failure to converge. In order to pose the CDM model more robustly and, thus, to avoid the numerical difficulties due to damage localisation, one solution is to regularise the damage zone over a finite material volume. This leads to the so-called non-local continuum damage models [23, 65, 231, 232, 236] where the idea is to replace the local damage parameter at a particular point by a non-local parameter that is computed as the weighted average of the damage over a representative volume centred at that point. The non-local CDM formulation introduces a damage length-scale that is considered as an intrinsic material property. One of the criticisms of the non-local CDM approach is that the damage length-scale may lack a clear physical interpretation.

The main advantage of the CDM approach is that it can be used to model the complete failure process: from the initiation of damage, to damage localisation and, subsequently, to the evolution of the damage zone as a diffusive crack until complete failure is attained. The CDM approach is attractive from the viewpoint that fracture can be modelled completely within the continuum context without having to deal with strong discontinuities. Note that this means that some undamaged material is assumed to always remain in the failure zone that is able to transmit stresses across the failure zone. This is necessary in order
to avoid an ill-conditioned system due to the very small strain energy of the damaged zone. Since damage follows naturally from the continuum solution (in accordance with the damage evolution law), problems analogous to those encountered in the fracture mechanics approach such as: nucleation of cracks, crack bifurcation, determining the crack growth direction and length, as well as managing crack intersections, do not arise.

In the limit of a vanishingly small damage length-scale, the smeared crack model can be expected to converge to the discrete crack solution. In practice, however, the limit is difficult to approach because of the high computational cost of the fine-scale numerical discretisation of the damage zone that is required. For instance, the damage length-scale may be a few orders of magnitude smaller than the size of the structure whereas the numerical discretisation of the material volume needs to be of an even finer resolution so that damage regularisation at the damage length-scale makes sense. Nevertheless, for many practical purposes the diffusive fracture solution can be a satisfactory approximation of the discrete fracture solution, especially when the aim is to model the failure behaviour of the structure without requiring too much detail about the fracture surface topography. The smeared crack model lacks precision in capturing the fine-scale geometrical features of the fracture paths simply because the fracture solution tends to be overly diffusive and a sufficiently fine discretisation tends to be computationally prohibitive. In the end, the interactions between multiple cracks and their intersections are not so well defined.

1.2.2 Fracture mechanics

In the fracture mechanics (FM) approach [12], a crack is modelled as a strong discontinuity in the displacement field. Due to the infinitely sharp crack, the stress solution exhibits a square-root singularity at the crack tip [131, 294, 297], which is numerically a difficult problem to deal with. The accuracy of the tip field is important because various crack growth criteria rely on it to determine how a crack evolves in space and time [40, 247, 310]. Different criteria may be concerned with different aspects of crack growth. In general, the criteria need to determine when a crack grows, by how much, and in which direction. Depending on the physics of the fracture problem, other criteria may be introduced to
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determine when a new crack should be nucleated or when an existing crack should bifurcate into multiple branches, e.g. such as in dynamic crack growth [39, 268, 305]. However, with regard to crack nucleation, the classic theory of fracture mechanics predicts that an infinite stress is required to create a new crack inside an elastic solid [105, 106, 176]. Nonetheless, crack nucleation within FM has been attempted by applying non-local criteria such as maximum average stress [211, 257, 258] or maximum energy release [163, 164, 257]. For a comparison of different crack initiation criteria refer to [257, 259, 310]. Alternatively, crack nucleation can be addressed within the CDM framework, whereas FM can be applied to model sufficiently well developed smeared cracks as discrete cracks [14, 36, 241, 288].

The limitation of the fracture mechanics approach to the modelling of the complete failure process can be overcome to some extent. For instance, it is possible to model the various failure processes ahead of a crack tip such as: plastic flow, initiation and coalescence of voids, and micro-cracking by adopting a cohesive zone model (CZM) [19, 20, 73, 120]. A cohesive process zone is considered in a region close to the crack tip whose length is assumed to be an intrinsic material property. The constitutive relationship between the cohesive tractions and the crack tip opening displacements along the process zone is determined phenomenologically so as to reflect the inelastic material behaviour that is observed at the macroscopic scale. A distinction is made between the physical crack tip that marks the end of the process zone (where there is zero material cohesion), and the mathematical crack tip that marks the beginning of the process zone. The cohesive tractions acting along the process zone are assumed to smoothly close the crack such that the stress singularity at the mathematical tip vanishes. In this case, the cohesive law also serves as a crack growth criterion since it implicitly states when a crack should grow; specifically, a given crack tip position is unstable if the cohesive tractions can not close the crack smoothly enough so as to eliminate the stress singularity at the tip, in which case the crack will propagate under the given load. Moreover, the cohesive law is intrinsically related to the rate of energy dissipation during crack growth since the area under the traction-separation curve is equal to the cohesive energy per unit area [248–250].

A method of bridging the gap between continuum damage mechanics and fracture mechanics with seamless consistency is provided by the variational approach to brittle fracture,
which is based on the fundamental principles of minimum energy \([51, 80, 113, 253, 254]\), irreversibility of the fracture path \([18, 43, 113, 175]\), and energy conservation \([105, 106]\). The variational theory was set out in \([51, 84, 85]\) where the basic idea was to consider the fracture surface as an internal variable of the total energy function whose variation induced an energy dissipation. The presented (very general) formulation did not easily lend itself to a numerical framework because the fracture surface was not regularised. The numerical implementations of the variational approach to fracture were presented in \([42, 43, 66, 185]\) where a zero-width crack was replaced by a regularised (diffusive) fracture zone. The regularisation was in a form of a gradient of the internal variable. In principle, the fracture representation was similar to some early non-local gradient-enhanced continuum damage models \([86, 174, 206, 232, 237]\); however, in the present case, the regularised fracture zone converges to a discrete crack when the regularising parameter tends to zero \([66, 95, 177]\).

Recently, two notable fracture modelling strategies have emerged following the variation principle and non-local continuum damage mechanics, namely: the phase-field model (PFM) \([10, 39, 187–189, 264]\) and the thick level set (TLS) model \([36, 194, 239, 271]\). In PFM, the fracture zone is described by a global fracture surface functional whose minimum corresponds to an exponentially decaying damage function from where the crack is localised (i.e. location of full damage). As the regularisation length-scale tends to zero, the diffusive fracture surface converges to a sharp crack topology \([177, 185]\). The main advantage of PFM is that the evolution of the system is entirely governed by a single energy functional whose time-continuous minimisation in terms of the displacement field and internal fracture surface variable yields the solution to the fracture growth problem. In TLS, a level set function \([221, 222]\) is used to separate the undamaged zone from the fully damaged zone by a characteristic width where the damage varies monotonically from zero damage to full damage, i.e. the damage variable is an explicit function of the level set. The propagation of the damage front is driven by the so-called configurational force \([113, 146, 273]\) that corresponds to the vector of maximal energy dissipation with respect to the (regularised) extension of the front of the level set. The numerical representation of the fully damaged region can be enhanced by enriching the standard finite element approximation with a ramped Heaviside function to completely decouple the opposite
sides of the fully damaged region [34, 36, 230]. Although the enrichment is not mandatory for TLS, it is beneficial especially for coarser meshes as the enrichment effectively removes any spurious cohesive tractions that may be transferred across the fully damaged zone by those nodes whose support bridges the fully damaged zone. The main advantages of TLS are similar to those of PFM in that the method can naturally initiate cracks, propagate them, and handle crack merging and branching without relying on ad hoc criteria. Thus, TLS and PFM are methods that effectively bridge the gap between continuum-damage mechanics and fracture mechanics. A comparison between the methods is given in [162].

The main drawback of PFM and TLS models is the same as of any other CDM based approach, which is the high computational cost of the spatial discretisation that is needed to approximate a discrete crack via strain localisation since a crack is effectively modelled at the constitutive level via the degradation of material stiffness. This cost can be prohibitive if it is required to simulate complex crack patterns such as crack branching and merging with a high resolution. On the other hand, the main difficulty with the FM approach is that a crack needs to be defined within the continuum context at the level of the geometry, i.e. as a moving boundary of the solid, so that the problem governing PDE’s make sense within the volume of the solid continuum. Hence, it is necessary to manually track each crack and to manage crack intersections as they occur. In addition, a crack growth criterion needs to be provided to determine when, where and which cracks grow. Finally, the problem of crack nucleation can not be addressed naturally within the FM framework. Nevertheless, FM is the preferred choice when it comes to modelling discrete cracks, despite the practical difficulties. The field of (linear-elastic) fracture mechanics is well-established and the state of the art numerical methods greatly facilitate the integration of arbitrary discontinuities within a continuum discretisation such that accurate fracture solutions are possible.

The field of fracture mechanics was developed thanks to the pioneering work of Griffith [105, 106] who fundamentally changed the understanding of brittle material behaviour. He abandoned the classic notion of material strength, which did not make sense at a sharp crack tip (due to the infinite stress that was predicted by the elastic theory), in favour of a thermodynamically consistent approach which was to consider the energy required to create a unit free surface. Irwin [134, 136] extended the Griffith’s relationship between the
thermodynamic driving force for fracture and the material surface energy by including the effects of plasticity and introducing the concept of material toughness which allowed the theory of linear-elastic fracture mechanics to be applied to a wider range of materials. The following section gives an overview of the theory of linear-elastic fracture mechanics.

1.3 Linear-elastic fracture mechanics

Griffith [105, 106] considered that the creation of a fracture surface (i.e. a crack extension) could be represented in an elastic solid by the sudden annihilation of the fracture surface tractions that held the material intact prior to crack growth. At the instance these forces disappear the material state is generally not that of equilibrium. Therefore, as a consequence of the minimum potential energy principle, the system moves to a state of equilibrium resulting in a decrease in potential energy. The potential energy decrease can be shown to be equal the energy that is released from opening a crack (or, equivalently, the work that would be required to close the crack faces). Consider the energy balance involved in a fracture extension $\Delta A$. Under equilibrium conditions, the fracture energy $\Delta U_{\Gamma_c}$ equals the strain energy released ($-\Delta U_s$) plus the external work done $\Delta W_{\text{ext}}$:

$$\Delta U_{\Gamma_c} = -\Delta U_s + \Delta W_{\text{ext}}, \quad (1.1)$$

$$\Delta U_{\Gamma_c} = -\Delta U_s + (-\Delta V), \quad (1.2)$$

$$\Delta U_{\Gamma_c} = -\Delta(U_s + V), \quad (1.3)$$

$$\Delta U_{\Gamma_c} = -\Delta \Pi \quad (1.4)$$

Constant external tractions are assumed which is why the external work done is equal to the decrease in the load potential, i.e. $\Delta W_{\text{ext}} = -\Delta V$. Thus, as the solid moves from the equilibrium state before the crack extension to the equilibrium state after the crack extension, the fracture energy equals to the decrease in the potential energy. Griffith supposed that the fracture phenomenon in an ideally brittle material is the macroscopic manifestation of the breaking of the material bonds at the atomic length scale. Accordingly, the average fracture energy per unit fracture area is the energy of inter-atomic cohesion,
which can be given as twice the material’s surface energy $\gamma_s$ (i.e. the energy that is required to create a unit of free surface area). The fracture energy can be expressed in rate form as:

$$\frac{dU_{\Gamma_c}}{dA} = 2\gamma_s$$  \hspace{1cm} (1.5)

The factor two appears in (1.5) because the formation of a crack results in the creation of two identically matching surfaces$^1$. It follows from (1.5) that fracture growth takes place as soon as there is sufficient energy available to overcome the resistance of the material:

$$-\frac{d\Pi}{dA} \geq 2\gamma_s,$$ \hspace{1cm} (1.6)

where equality holds under energy conservation conditions. Although Griffith [105] obtained good agreement between theoretical and experimental result for glass samples, his theory significantly underestimated the fracture strength of metals where the effects of plastic flow are important. Irwin [134, 136] and Orowan [219, 220] independently modified the Griffith’s model to account for other possible mechanisms of energy dissipation (that is, other than surface energy alone). Specifically, the application of the Griffith’s model was extended to quasi-brittle materials (i.e. materials that can exhibit localised inelastic behaviour in the vicinity of a crack tip) by using a revised form of the fracture energy:

$$\frac{dU_{\Gamma_c}}{dA} \equiv 2\gamma_s + \frac{dW_p}{dA}$$ \hspace{1cm} (1.7)

$$\frac{dU_{\Gamma_c}}{dA} \equiv 2(\gamma_s + \gamma_p),$$ \hspace{1cm} (1.8)

where it assumed that the rate of plastic work done $dW_p/dA$ due to dislocation motion in the vicinity of the crack tip is concentrated in a sufficiently narrow band around the crack such that this phenomenon can be considered an intrinsic material property. In this case, the definition $\frac{dW_p}{dA} = 2\gamma_p$ can be used, where $2\gamma_p$ is the material-specific constant of plastic dissipation per unit fracture area. For ductile materials, $\gamma_p$ is typically several orders of magnitude greater than $\gamma_s$. Irwin [135] later generalised the material’s resistance to fracture growth by defining $G_c$ as the critical energy release rate of the material. $G_c$.

$^1$ Note the difference between fracture surface area and fracture area; fracture surface area refers to the area of the fracture boundary, whereas fracture area is the area over which material separation takes place, i.e. is synonymous with fracture length in 2D. As such, fracture area is equal to one-half of the fracture surface area.
which is an empirically determined material constant, can include the effects of plasticity, viscoplasticity or viscoelasticity, as well as the effects of micro-scale crack meandering and micro-branching, etc.; however, the basic assumption is that all inelastic phenomena are to be confined within a sufficiently small region near the crack such that the rate of plastic dissipation is constant with respect to fracture growth. Under these assumptions, the size and shape of the plastic zone, which generally depend on the mode of loading at the crack tip, does not significantly influence the value of $G_c$. In other words, $G_c$ is considered as the macroscopic material parameter that is effectively the constant of proportionality between the amount of fracture area created ($\Delta A$) and the amount of energy dissipated ($-\Delta \Pi$). In accordance with the energy conservation principle, the energy balance equation for a fracture area extension under equilibrium conditions can be expressed as follows:

\[
-\frac{dU_s}{dA} + \frac{dW_{\text{ext}}}{dA} = G_c \quad (1.9)
\]

\[
-\frac{d\Pi}{dA} = G_c \quad (1.10)
\]

Irwin [132–136] defined a fracture driving force $G_s$ as the rate of potential energy decrease:

\[
G_s = -\frac{d\Pi}{dA} \quad (1.11)
\]

Consequently, the onset of fracture growth takes place when for a monotonically increasing external load the so-called fracture driving force $G_s$ reaches the threshold value of $G_c$.

### 1.4 Material model

Stress analysis of Smart-Cut™ cracks from the point of view of linear-elastic fracture mechanics (LEFM) has been undertaken by [81, 82, 87, 108–110, 307]. Once the defects have grown to several tens of micro-metres, it is generally accepted that the dominant mechanism driving crack growth is the mechanical action of the hydrogen gas pressure [15, 233]; other mechanism at this length-scale, such as the action of the thermodynamic and chemical forces on the crack evolution are considered to be relatively insignificant. Since the goal is to quantify micro-crack evolution into macro-cracks and to simulate
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wafer splitting, a solid-continuum model of the silicon wafer structure (refer to Figure 1.1) is considered to be an adequate approximation. At the typical Smart-Cut™ annealing temperatures of 500°C, it is fair to assume a brittle and linear-elastic material behaviour and to model micro-cracks as zero-thickness discontinuities in the displacement field. For simplicity, we will assume the different material layers of the wafer structure to be homogeneous and isotropic; with regard to the damaged silicon layer, it will be assumed to have an effectively reduced stiffness relative to the surrounding silicon and to have a uniform and a direction-independent fracture toughness. From the beginning of thermal annealing, the evolution of cavities is observed to be slow up to a critical point when unstable crack growth is set off and an abrupt splitting of the wafers is achieved [233]. Thus, for the majority of the time, it is reasonable to regard the evolution of micro-cracks as essentially a quasi-static process. However, in this final stage when inertial effects become important, the quasi-static assumption limits the ability to describe the material behaviour adequately. Consequently, certain fracture phenomena in the dynamic regime will not

\[2\] Note that the monocrystalline silicon is naturally an anisotropic material; however, the variations in the mechanical properties are quite small [76, 81]. Furthermore, due to the ion irradiation damage the damaged silicon layer becomes somewhat amorphous such that it is fair to assume homogenised material properties.
be possible to capture using the quasi-static model. Nonetheless, the fracture roughness features that can be attributed to dynamic evolution and coalescence are different from those of quasi-static micro-crack evolution and coalescence. This is because the roughness frequencies of micro and macro crack evolutions are distinct [5]. Thus, in spite of omitting the dynamic aspect, the quasi-static solution is still useful since experimental correlations can be made by focusing on the roughness frequencies that result from micro-crack propagations. Finally, it is important to highlight that quasi-static crack growth normally implies stable crack growth. However, most fracture phenomena are unstable, i.e. the fracture driving force tends to increase with fracture length. The stable (quasi-static) micro-crack growth in silicon can result from hydrogen embrittlement that locally reduces the apparent fracture toughness of silicon [81, 108, 290]. However, as soon as a micro-crack advances, new (virgin) silicon is exposed that has a higher toughness; thus, crack growth halts until either sufficient pressure in the cavity develops and/or the fracture toughness is diminished by the chemical interactions of hydrogen with silicon. Thus, for the majority of the thermal annealing time, crack growth is stable until some critical crack size is reached that triggers the onset of unstable (catastrophic) crack propagation through the wafer.

Figure 1.1 shows a diagram of the bonded wafer structure. Normally, the bonding interface between the two silicon substrates is imperfect [110]. Specifically, when the donor wafer and the handle wafer are bonded together, some bonding flaws exist due to the lack of smoothness of the bonding surfaces and/or due to the contamination of the bonding surfaces with environmental particulates. These bonding flaws reduce the stiffening effect of the handle wafer causing cracks to deviate towards regions of lower relative stiffness. When the wafer structure is subjected to thermal annealing, the interfacial flaws inflate due to some of the mobile hydrogen migrating into the interfacial flaws. The local changes in the stress field influence crack propagations. In our model, we will assume the more ideal case of sufficiently smooth bonding surfaces and environmental control conditions such that the effects of bonding flaws are minimum. In other words, the flaws are assumed to be small relative to the size of micro-cracks and the crack-to-flaw separation distance.

---

3 For example, at the onset of dynamic crack growth, sound waves are generated from the fracture tips that propagate and interact with other ongoing cracks. The sound wave reflections and the resulting deflections of macro-cracks are the cause of some particular kinds of defects in the post-split surface [5], e.g. surface pits.
1.5 Numerical method

The finite element method (FEM) \cite{33, 46, 312, 313} is an indispensable numerical tool in modern engineering for finding approximate solutions to partial differential equations (PDE’s). Although FEM is best suited to problems involving smoothly varying fields, the method can also be applied to the modelling of weak and strong discontinuities; however, the discontinuity needs to be taken into account during mesh generation. This can be cumbersome if the discontinuity takes a complex shape or if it evolves over time such that constant remeshing is required. Nonetheless, advances in meshing techniques \cite{94, 166} have enabled FEM to be used effectively to solve elaborate fracture mechanics problems involving multiple crack growth in both 2D and 3D; see for example \cite{40, 41, 224–227}.

It is known that the accuracy of the numerical solution close to a crack tip tends to deteriorate because of the singular stress/strains field \cite{131, 294, 297}. The classic FEM approximation is incapable of reproducing the characteristic square-root singular stresses because the classic FEM uses polynomial approximations whose spatial derivatives are bounded; hence, the infinite stresses are impossible to reproduce. One of the earliest methods of numerically coping with the singular stresses/strains at the crack tip was to use local mesh refinement (e.g. a dense concentric mesh at the crack tip) in combination with the so-called quarter-point elements \cite{21, 22, 118} that embodied the square-root singular spatial derivatives at the crack tip. These special elements can be derived from standard isoparametric quadratic elements by collapsing one element edge onto the crack tip and then positioning the middle nodes of the element edges emanating from the crack tip to 1/4 the edge length away from the tip. Although this strategy is easy to incorporate within standard FEM implementations and it gives an improvement to the numerical solution it is sub-optimal in terms of the solution convergence rate with mesh refinement.

However, some numerical difficulties can not be easily circumvented within FEM. For instance, accuracy is lost if state variables need to be mapped between different meshes such as in non-linear or history-dependent problems. Also, having to constantly remesh around a propagating crack tip and to adapt the mesh to the fracture surfaces may
eventually lead to practical difficulties especially in multi-crack growth problems where complex crack geometries can naturally arise. Alternative discretisation methods that avoid using a mesh have been applied to the modelling of stationary and growing cracks. These include the boundary element method (BEM) [45, 61, 238] and the meshfree methods (MM) [29, 156]. BEM is not well-developed for non-linear deformations and the resulting system of equations tends to be computationally difficult to solve due to the lack of symmetry and sparsity. Meshless methods are also not as computationally efficient as mesh-based methods; nonetheless, the element-free Galerkin meshless method (EFG) [26, 28, 32] offers some practical advantages in the representation of cracks. Within the meshless framework, a strong discontinuity can be incorporated in either of two ways: (1) by modifying the "visibility" of the weight function, or (2) by enriching the meshless approximation. Firstly, the purpose of the weight function in MM's is to weight the importance of the nearby degrees of freedom to the approximation at a particular point. As such, the weight function plays a critical role in the solution accuracy and stability. The idea of the visibility criterion is to sharply terminate the smoothly varying weight function at a crack interface so that the approximation is not influenced by the material points on the opposite side of the crack. This way, the displacement approximation on either side of the crack is naturally decoupled. However, the application of the visibility criterion in the region close to a crack tip tends to be somewhat heuristic; methods such as diffraction, transparency and see-through have been proposed [26, 165, 218]. The second way of incorporating cracks within MM’s is by enriching the standard meshless approximation [83, 240, 282] by the addition of special terms that can capture the essential properties of the solution such as discontinuities and singularities. Local enrichments can be realised through the partition of unity method [67, 68, 165], which will be described later in this section. A review of meshless methods for fracture modelling is given by [29, 209].

The major weak points of MM’s in comparison to the mesh-based methods is the high computational cost of the meshless basis functions since they need to be constructed at every point anew. Furthermore, these shape functions are non-polynomial (rational) functions which means that a high order integration scheme is required to compute the weak form of Galerkin-type meshless methods, such as EFG. Also, the essential boundary
conditions are not as simple to enforce as in FEM since the meshless shape functions lack the so-called Kronecker delta property; however, a few techniques are available such as the Lagrangian multiplier method, penalty method and the Nitche’s method [209, 245].

In fracture mechanics problems that involve cohesive cracks (where the stress singularity is no longer an issue), remeshing within the FEM framework may be circumvented entirely as well as the need for crack growth criteria. This is achieved by incorporating zero-thickness interface elements along inter-element boundaries that can intrinsically exhibit a cohesive traction-separation law pertinent to the material at hand [99, 256, 305]. Consequently, crack initiation, branching and bifurcation can be captured naturally as part of the solution, which is especially useful in solving dynamic crack propagation problems where such phenomena tend to arise. On the downside, because interface elements are placed along inter-element boundaries prior to the simulation, the fracture path suffers to some extent from mesh bias; specifically, the crack path tends to zigzag in an unstructured mesh, which leads to an overestimated fracture energy. In addition, a cohesive law introduces a non-linearity into the system, which means that the discrete equilibrium equations needs to be solved iteratively. Nonetheless, interface elements are desirable in applications where the crack path is known in advance, such as in modelling delamination of composites [9, 186, 280] or inter-granular failure of polycrystalline materials [78, 79].

To enable a more natural appearance of cracks within elements and to circumvent the need for adaptive remeshing during crack propagation, a viable alternative within the cohesive crack context is the embedded finite element method (EFEM) [169, 171, 215, 216, 301]. The idea is to enrich the continuous displacement approximation of the standard finite elements that are cut by a crack with the addition of discontinuous displacement modes so that the features of the cohesive crack can be reproduced naturally. Subsequently, the degrees of freedom associated with the discontinuous enrichments can be condensed out at the element level (i.e. prior to the assembly of equations) by imposing equilibrium conditions between the stresses in the bulk of the element and the tractions corresponding to the cohesive laws acting on the crack surfaces. The main criticism of EFEM is that the displacement jumps are not continuous across element boundaries and that this inconsistency can lead to unexpected approximation errors. Nevertheless, the method is
convergent with mesh refinement and the enriched elements can capture the behaviour of a crack well in general. In contrast to using cohesive interface elements, EFEM requires a crack growth criterion to determine when and which elements need to be enriched with discontinuous modes. To this end, the maximal tension criterion is typically used, in which case the crack growth direction is normal to the plane of maximum tension and the onset of crack growth occurs once this stress exceeds the yield strength of the material.

EFEM can be categorised as an element-enrichment approach since the enrichment is introduced at the element level. An alternative enrichment strategy is to enrich the finite element basis at the nodes. This is done via the partition of unity method (PUM) [179, 180].

First of all, the partition of unity (PU) is a property of a set of function \( \{N_I\} \) defined in a domain \( \Omega \) whose sum at any point is equal to unity, i.e. \( \forall x \in \Omega, \sum_{\forall I} N_I(x) = 1 \). The finite element basis functions form a PU, which enables the finite elements to reproduce rigid body translations and to satisfy the patch-test (i.e. the ability of an element patch to undergo constant strains). These are essential properties of finite elements for the convergence of solutions [313]. Within nodally-enriched formulations, the enrichment functions are introduced via the partition of unity method. As a result, any enrichment function \( \Psi(x) \) introduced via PUM can be reproduced exactly, e.g. \( \sum_{\forall I} N_I(x)\Psi(x) = \Psi(x) \).

One of the first nodal enrichment methods was the cloud-based \( hp \) finite element method (\( hp \)-FEM) [67, 68, 92, 212]. The idea of \( hp \)-FEM is to locally enhance the approximation properties of the standard finite element basis by introducing hierarchical polynomial functions via PUM. The resulting functions, called \( hp \)-clouds, have local support where the cloud basis functions are defined (e.g. over a patch of size \( h \)), and the basis functions can recover the enrichment polynomial (of degree \( p \)) exactly via their linear combination. The particular advantage of the cloud-based \( hp \)-FEM is that adaptive \( hp \)-refinement can be carried out locally without changes to the underlying mesh. This is in contrast to the classic \( hp \)-FEM [17] where finite elements of variable size (\( h \)) and polynomial degree (\( p \)) are used to adaptively refine the discretisation. However, \( p \)-refinement usually breaks the continuity between inter-element boundaries; hence, special blending (or transitional) elements are needed in order to smoothly blend different orders of approximations.
Nodal-enrichment is also the idea of the extended finite element method (XFEM) [27, 30, 192], which was developed around the same time as the cloud-based hp-FEM. In XFEM, the kinematics of the classic (continuous) finite element space is extended by the addition of discontinuous functions associated with the non-smooth features of a crack: discontinuous displacements, the high strain gradients and the strain singularity at the crack tip. In contrast to EFEM, nodal enrichment allows the displacement jumps to be continuous across element boundaries. Moreover, XFEM is naturally suited to modelling cohesionless cracks, which means that the linearity of the system of equations is preserved.

In the context of linear-elastic fracture mechanics (LEFM), the idea of XFEM is to use two kinds of enrichment functions for the representation of cracks. These enrichment functions are, namely: the branch functions – a set of singular functions that span the leading order solution of plane-elasticity crack tip asymptotic fields [294, 297], and a Heaviside enrichment function – a discontinuous function that causes a jump in the field across the crack interface [27, 57, 292]. In XFEM, a PU for the nodal enrichment is typically formed using Lagrangian polynomials of compact support (oftentimes by reusing the finite element shape functions). This allows an enrichment function to be defined locally where it is needed, e.g. at a discontinuity in the displacement field or close to a crack tip where the stresses are singular. The local enrichment property of XFEM is different from some of the alternative enrichment strategies that enrich globally, such as in the generalised finite element method (GFEM) [179, 180, 272].

Concerning the computer solution to the discrete elasticity problem, local support of an enrichment function has the benefit of preserving the sparsity of the system of equations. Hence, the equations are computationally more efficient to solve. The computational benefits of sparsity would be lost if an enrichment function were to be added directly to the finite element approximation without using the PU method. In addition, the degrees of freedom of the enriched basis functions allow for some local readjustment of the enrichment function so that the finite element solution is more optimal (in the minimum energy sense). A comparison of EFEM with XFEM involving cohesive cracks and the Heaviside enrichment function is presented by [216]. The solution accuracy and convergence rates were found to be similar although

---

[4] Although recently, methods under the GFEM name have assumed local PU enrichment [31, 69, 153].
EFEM was found to be more efficient on coarser meshes and with an increasing number of cracks. Comprehensive reviews of XFEM/GFEM can be found in [3, 31, 89, 91, 150, 309].

An efficient way to describe static or moving surfaces within XFEM/GFEM is by using the level set method (LSM) [221, 222]. In LMS, an interface is represented implicitly by the zero value of its level set function, where the level set function is a signed-distance function to the interface. In a discrete framework, the level set can be conveniently stored at the element nodes. Subsequently, the finite element shape functions can be used to interpolate the level set within an element (e.g. for evaluating enrichment functions). As an interface evolves over time, the level set can be updated by solving the level set equation (an advection-type partial differential equation) [221, 222] or, in the case of cracks, by simply recomputing the level set where it is required (since most of the crack surface remains fixed) [50, 281, 282]. XFEM, coupled with LSM, has been used to solve problems involving weak discontinuities, such as: the elastic field due to a matrix inclusion [27, 275], material solidification and phase transformation [58, 141, 183], biofilm growth [70], convection-dominated high-gradient [2] and multi-phase fluid flow [255] problems. Also, XFEM and LSM go hand-in-hand in modelling strong discontinuities, such as: evolution of multiple cracks [50, 62, 72, 104, 270, 281], cohesive crack growth [139, 140, 153, 184, 193, 311], hydraulic fracturing [100–102], fatigue [60, 93, 229, 269, 274] and dynamic [182, 201, 293] crack growths. However, in the case of cracks, which from the viewpoint of the level set are open surfaces, at least two level set function are needed per crack [72, 270]: one to localise the fracture front and another for the fracture surface. The fracture front is then defined as the intersection of the zero level sets of the two functions.

Even though LSM and XFEM couple quite naturally, LSM is not mandatory for XFEM. Besides, the fully implicit description of cracks by level sets is not the most convenient method of tracking multiple cracks because detecting crack intersections between non-planar crack surfaces tends to be computationally cumbersome and prone to inaccuracies [72, 90, 93, 124]. A more pragmatic approach is to adopt a hybrid (explicit-implicit) crack representation [90, 93] whereby the crack geometry is represented explicitly (e.g. as a poly-line in 2D or a polygonal surface in 3D) and the level set functions for the fracture surface and fracture front are computed based on the explicit crack geometry only for the
purposes of evaluating the enrichment functions. Within this framework, crack geometry is tracked and updated explicitly during crack growth and the intersections between cracks are determined exactly. The hybrid approach offers increased robustness and accuracy in comparison to the fully implicit description of cracks [72, 104, 270, 282].

The present numerical model combines XFEM with the hybrid crack representation technique, i.e. the crack geometry is described explicitly and the enrichment functions are evaluated based on the level sets constructed with respect to the explicit crack geometry. The main limitations of the proposed numerical method is that crack nucleation and bifurcation are not possible to capture naturally.\(^5\) Specifically, the XFEM discretisation of the solid is mainly concerned with resolving the elastic field with (potentially) multiple intersecting cracks. Since the fracture path is not part of the elastic solution, an appropriate crack growth criterion needs to be introduced in order to model crack growth within XFEM. The following section reviews some basic criteria that are commonly used in LEFM.

### 1.6 Crack growth criteria

This section gives a reviews of some of the classic crack propagation criteria that are used in solving linear-elastic fracture mechanics (LEFM) problems. The discussion of the different criteria is separated into two parts. The first subsection focuses more on the crack growth direction, whereas the following subsection address the onset of crack growth.

#### 1.6.1 Crack growth direction

According to the theory of linear-elastic fracture mechanics (LEFM), the stress field close to a crack tip is square-root singular [294, 297]; specifically, the stress can be expressed as:

\[
\sigma_{ij} \approx \frac{K}{\sqrt{2\pi r}} f_{ij}(\theta),
\]

\(^5\)Such phenomena may be captured using appropriate criteria; however, this is beyond the present research scope. Moreover, there is no evidence that crack bifurcations are possible during quasi-static crack growth.
where \((r, \theta)\) are the polar coordinates centred at the crack tip, \(f_{ij}(\theta)\) are functions of the polar angle \(\theta\) that depend on the geometry and loading conditions, and where \(K\) is the so-called stress intensity factor \([136, 137]\) that scales linearly with the external load magnitude. Due to the infinite stresses at the crack tip (even for an infinitesimally small load) it is not possible to directly apply the classic material yield criteria as fracture criteria. In the framework of LEFM, material failure (i.e. crack growth) is assessed by considering the intensity of the stresses at the crack tip, i.e. the stress intensity factors (SIF’s). The SIF’s are the coefficients of the leading order (singular) terms of the linear-elastic near-tip asymptotic stress solution \([294, 297]\). These coefficients are denoted by: \(K_I\), \(K_{II}\) and \(K_{III}\), and they are respectively called: the mode-I (symmetric opening mode), mode-II (antisymmetric sliding mode) and mode-III (out-of-plane antisymmetric tearing mode) stress intensity factors \([136, 137]\). The SIF’s are sufficient to completely characterise the near-tip field of any structural geometry or loading conditions. The fracture toughness \(K_{Ic}\) (Pa\(\sqrt{m}\)) is usually measured under pure mode-I loading conditions (although fracture toughnesses with respect to other modes of loading can also be measured). The typical fracture mechanics problem is to assess the SIF’s for a given fracture geometry and loading conditions and to determine the direction of crack growth and if crack growth is possible.

In the framework LEFM, there are various criteria that have been proposed for solving mixed-mode crack propagation problems. Most commonly used criteria can determine both: the instance of crack growth and the direction of crack growth; however, some criteria can only determine one but not the other. The most well known criteria in LEFM are: the maximum tangential stress (MTS) criterion \([44, 75, 178, 195, 196]\) (also referred to as the maximum hoop stress criterion), the maximum energy release rate (MERR) criterion \([116, 128, 149, 205, 223, 298–300]\) and the minimum strain energy density (MSED) criterion \([260, 261]\). The aforementioned criteria can be used to determine both the direction and the onset of crack growth. On the other hand, the criterion based on the principle of local symmetry (PLS) \([97, 122, 148]\) can only be used to determine the direction of crack growth. A comparison of different crack propagation criteria can be found in \([40, 74, 247, 257, 259]\).

A brief review of the different criteria is given as follows. The MTS criterion is based on the consideration of the stress close to a crack tip, i.e. \(r \to 0\). According to the MTS
criterion, a crack propagates in the direction perpendicular to the plane of maximum stress and when the stress intensity reaches a critical material value. This can be expressed as:

\[
\frac{\partial \sigma_{\theta\theta}}{\partial \theta} = 0 \tag{1.13}
\]

\[
\frac{\partial^2 \sigma_{\theta\theta}}{\partial \theta^2} < 0 \text{ at } \theta = \theta_c \tag{1.14}
\]

\[
\sigma_{\theta\theta,c} = \frac{K_{Ic}}{\sqrt{2\pi r_0}} \tag{1.15}
\]

The critical crack growth angle \( \theta_c \) is determined on the basis that the plane of maximum (principle) stress \( \sigma_{\theta\theta,c} \) needs to coincide with the plane of vanishing shear stress \( \tau_{r\theta} \). Within the LEFM theory, \( \theta_c \) is obtained as the solution to the following equation [74, 75, 195]:

\[
K_I \sin \theta_c + K_{II} (3 \cos \theta_c - 1) = 0, \tag{1.16}
\]

\[
\therefore \theta_c = 2 \arctan \left( \frac{1 - \sqrt{1 + 8(K_{II}/K_I)^2}}{4K_{II}/K_I} \right) \tag{1.17}
\]

From (1.17), the bounds on the tip deflection angle are: \( \lim_{K_{II}/K_I \to \pm\infty} \theta_c = \mp \arccos(1/3) \).

The maximum energy release rate criterion (MERR) is an extension of Griffith’s theory of fracture. The criterion is generally stated as:

\[
\frac{\partial G_s}{\partial \theta} = 0 \tag{1.18}
\]

\[
\frac{\partial^2 G_s}{\partial \theta^2} < 0 \text{ at } \theta = \theta_c \tag{1.19}
\]

\[
G_c = \frac{K_{Ic}^2}{E} \tag{1.20}
\]

The Irwin’s formula for the energy release rate \( G_s \) at any crack branch angle \( \theta \) is given in terms of the SIF’s \( k_I \) and \( k_{II} \) existing at the tip of the infinitesimally small crack branch [116, 134, 253]: \( G_s = (k_I^2 + k_{II}^2)/E \). However, the closed form solutions to \( k_I = k_I(K_I, K_{II}, \theta) \) and \( k_{II} = k_{II}(K_I, K_{II}, \theta) \) are not available at present. Nevertheless, expansions of the SIF’s \( k_I \) and \( k_{II} \) have been proposed by several authors [11, 116, 149, 161, 253, 254, 298–300]. The minimum strain energy density (MSED) criterion postulates that crack growth takes place in the direction of minimum strain energy density and when the strain energy
density factor $S$ reaches the critical material value $S_c$. The MSED criterion can be given as:

$$\frac{\partial S}{\partial \theta} = 0$$  \hspace{1cm} (1.21)$$

$$\frac{\partial^2 S}{\partial \theta^2} > 0 \text{ at } \theta = \theta_c$$  \hspace{1cm} (1.22)$$

$$S_c = \frac{K_I^2 c}{8\pi \mu} (\kappa - 1)$$  \hspace{1cm} (1.23)$$

where $\mu$ is the shear modulus, $\kappa = 3 - 4v$ for plane strain and $\kappa = (3 - v)/(1 + v)$ for plane stress problems. The strain energy density factor is defined in closed form as [260, 261]:

$$S = a_{11} K_I^2 + 2a_{12} K_I K_{II} + a_{22} K_{II}^2$$  \hspace{1cm} (1.24)$$

where

$$a_{11} = \frac{1}{16\pi \mu} (1 + \cos \theta)(\kappa - \cos \theta)$$  \hspace{1cm} (1.25)$$

$$a_{12} = \frac{1}{16\pi \mu} \sin \theta(2 \cos \theta - \kappa + 1)$$  \hspace{1cm} (1.26)$$

$$a_{22} = \frac{1}{16\pi \mu} \left((\kappa + 1)(1 - \cos \theta) + (1 + \cos \theta)(3 \cos \theta - 1)\right)$$  \hspace{1cm} (1.27)$$

The criterion of local symmetry (PLS) states that a crack shall grow in the direction where the local stress field at the tip of an infinitesimal crack branch is of mode-I type, i.e. the mode-II stress field vanishes ($k_{II} = 0$). Note that the PLS criterion can only be used for isotropic materials and only for determining the direction of crack growth; it can not be used to determine the onset of crack growth. Consequently, the PLS criterion needs to be augmented by another criterion that can determine the onset of crack growth [195, 196].

### 1.6.2 Onset of crack growth

Most of the fracture criteria in LEFM make use of the crack tip SIF’s to determine the onset of crack propagation. Essentially, a given criterion evaluates a particular combination of the SIF’s under general mixed-mode loading conditions to determine if the combination is critical for the onset of crack growth [157, 197, 254]. The exclusive reliance on the crack tip SIF’s $K_I$ and $K_{II}$ (for plane-strain or plane-stress, and $K_{III}$ for 3D applications) is
reasonable because the SIF’s characterise the near-tip field uniquely and because fracture is a local phenomenon from the viewpoint of LEFM, i.e. crack growth is governed by the material state at the crack tip. For example, the previous criteria: MTS, MSED, and (theoretically) MERR can be expressed in terms of the SIF’s $K_I$ and $K_{II}$ (assuming 2D). Thus, it is generally possible to define a fracture locus that determines when a particular combination of the SIF’s is critical and, hence, when crack growth is likely to take place.

The fracture locus, is either the byproduct of a crack growth criterion (e.g. MTS, MERR, MSED) or it can be derived empirically for a specific material. As an example, it is possible to consider a fracture locus model of the following form [157, 197]:

\[
\left( \frac{K_I}{K_{Ic}} \right)^a + \left( \frac{K_{II}}{K_{IIc}} \right)^b = 1,
\]

where $a$ and $b$ are some real coefficients that are determined theoretically or experimentally. Some generic criteria include: linear ($a = b = 1$), elliptic ($a = b = 2$), quadratic models. Of course, the criterion model can be tuned to more precisely fit a particular application, e.g. Advani/Lee [6], Awaji/Sato [16] and Palanisawamy/Knauss [223] fracture loci models.

If the material experiences small scale yielding (SSY) at the crack tip [127, 249], it can be practical to use a material specific fracture locus for determining the onset of crack growth. On the other hand, the direction criterion can be chosen so as to best reflect experiments.

When a significant region around the crack tip has undergone plastic deformation, other criteria may be more suitable for determining the possibility of crack growth. Within the framework of elastic-plastic fracture mechanics (EPFM), Dugdale [73] proposed a yield-strip model of the plastic zone in front of the crack tip. From experimental observations of mode-I crack growth in thin metal sheets [73, 115], the yielded zone was observed to localise in a narrow strip just ahead of the crack. The vertical thickness of this strip was observed to approach that of the thin metal sheet. Dugdale, proposed a superposition analysis to solve for the critical length of the yield strip by considering two elastic solutions: before and after the strip was introduced. Constant tractions equal to the yield strength of the material were assumed along the length of the strip. The strip length was calculated on the basis that the stress singularity should vanish at the tip of the fictitious crack extension.

Later, Wells [291] proposed a crack propagation criterion based on the crack tip opening displacement (CTOD) for materials exhibiting considerable plasticity at the crack tip. The equivalence between Dugdale’s yield-strip criterion (in terms of the critical length of
yield strip) and the CTOD criterion (in terms of the critical crack mouth opening) was demonstrated by Wells to be in close agreement with respect to the crack extension force. The equivalence between Dugdale’s and Wells’ criteria was verified by Rice [248] via the J-integral. At around the time Dugdale proposed the yield-strip model, Barenblatt [19, 20] introduced the cohesive zone model (CZM). The model was a more general approach to the approximation of the yielded zone because it allowed for non-constant tractions along the length of the cohesive zone that depended on the material traction-separation law. The main difference between Barenblatt’s model and Griffith’s approach [105, 106] was that Griffith supposed that the interatomic attraction caused no deformation of the material on the macroscopic scale since the interactions were assumed to act over a zero distance.

One of the most powerful computational methods of assessing the fracture driving force in non-linearly elastic solids is the J-integral. It was first introduced by Eshelby [77] and then popularised by Rice [248–250] and Cherepanov [56]. The expression for the J-integral is derived based on the conservation principles of energy and momentum; hence, the integral is path-independent. When the J-integral is evaluated around a notch, it gives a measure of the strain energy concentration; when it is evaluated around a crack tip, it gives the rate of potential energy decrease with respect to the crack extension, i.e. the $J$ value is equal to the fracture energy release rate ($G_s = J$). Furthermore, as a generalisation of non-linearly elastic material behaviour, the J-integral can be applied to elastoplastic fracture problems as a criterion for the onset of crack growth [1, 25, 248], e.g. when $J$ reaches a critical material value of $J_{Ic}$. Although the original form of the J-integral does not allow for the unloading of the material that has undergone plastic deformation, it is possible to include these effects in terms of residual strains/stresses [12, 157, 197]. Despite the versatility of the J-integral in assessing the fracture driving force in non-linearly elastic or plastic materials, the J-integral does not provide the crack growth direction under general mixed-mode loading conditions. In other words, the crack is always assumed to be growing along a straight path. Nonetheless, the concept of the J-integral can be extended to evaluate the crack tip SIF’s [308], which can then be used in other crack growth criteria. The following section describes some of the methods used in the extraction of SIF’s.
1.7 Evaluation of SIF’s and ERR’s

Crack tip stress intensity factors (SIF’s): $K_I$ (opening mode), $K_{II}$ (sliding mode), and $K_{III}$ (out-of-plane tearing mode) are important quantities in LFEM as they uniquely quantify the stress intensity and the deformation at the crack tip due to some remote loading. Since the SIF’s are able to characterise the crack tip field uniquely, regardless of the loading conditions or structural geometry [294, 297], they are often used in LEFM to determine crack growth; specifically, for determining the onset and the direction of crack propagation. Consequently, it is important to determine the crack tip SIF’s accurately in order to be able to predict when and where cracks grow. Several methods have been proposed in the literature for the extraction of SIF’s. These methods can be grouped as either direct or indirect. Direct techniques tend to be the simplest to apply, but also tend to be the least accurate. The SIF are determined by directly correlating the crack tip field quantities of the solution to the problem at hand with a known (auxiliary) solution (e.g. near-tip asymptotic pure mode-I, II, or III field). Most often, correlations of the crack tip opening displacements are used [157, 197]. Indirect methods, on the other hand, are usually based on domain integral quantities. As a general rule, indirect methods are more accurate due to the averaging effect of integration, which filters out small numerical oscillations. One of the most well-known indirect method is the so-called J-integral (a type of a path independent energy conservation integral) [248–250] and its domain variant [98, 198, 265] for determining the crack tip energy release rate (ERR). However, the J-integral only provides the net ERR under self-similar crack growth conditions. As such, the crack tip needs to be subjected to a single (and a known) mode of loading (e.g. pure mode-I, II or III) in order to obtain the corresponding SIF form the ERR. Nonetheless, the J-integral serves as the foundation for many other energy/momentum conservation integrals for the evaluation of crack tip quantities under general mixed-mode loading conditions. One such closely related integral is the so-called interaction integral (also referred to as the M-integral) [308]. As the name suggests, the integral extracts one of the SIF’s by means of superposing two solutions: the current solution and a suitable auxiliary solution (e.g. near-tip asymptotic pure mode-I, II, or III field), and then commuting the
interactive part of the J-integral (ERR); the interactive part can then be related to the particular SIF being sought. The method essentially exploits the property that the total ERR is the superposition of ERR’s with respect to each different mode. To determine all SIF’s of the current solution, the M-integral needs to be evaluated with respect to each mode separately. A more pragmatic approach \cite{172, 302, 303} is to embed SIF’s as unknown degrees of freedom (DOF’s) in the enriched displacement field approximation of XFEM/GFEM by employing the DOF’s gathering enrichment strategy \cite{7, 8, 158, 279}. In this case, the crack tip SIF’s are determined as part of the solution to the linear system of discrete equilibrium equations. For the good accuracy of the SIF’s using the DOF’s gathering approach, the enriched displacement field approximation needs to contain not only the leading order but also higher order terms of the linear-elastic crack tip asymptotic field \cite{172, 302, 303}. A similar technique for obtaining the SIF’s or even the ERR’s is to evaluate the Irwin’s crack closure integral \cite{132–134, 136} in closed form using the enriched DOF’s that correspond to the coefficients of the crack tip asymptotic field functions \cite{132–134, 159, 203}. A simpler alternative to the explicit evaluation of the Irwin’s crack closure integral is the virtual crack closure technique (VCCT) \cite{117, 155, 203}. The principle is essentially the same as Irwin’s in that the the work required to close the crack over a certain length must be equal to the energy required to propagate the crack over that same length; however, the main difference is that the VCCT was originally applied within the classic finite element framework considering nodal forces on opposite crack surface nodes and then computing the work required by these forces to bring the crack surface nodes together. Subsequently, the crack opening and sliding energies (works of crack closure) could be related to the crack tip SIF’s using the Irwin-Griffith relationship \cite{134}. A very versatile method for computing the crack tip energy release rate is the virtual crack extension method (VCEM) \cite{117, 129, 130, 168} and the closely related stiffness derivative approach \cite{63, 228, 168, 286}. Essentially, both methods compute the energy release rate (and, if required, its derivatives) by differentiating the potential energy of the system with respect to the crack tip extension length. In discrete form, this leads to perform differentiation of the stiffness matrix with respect to the local changes in the mesh geometry surrounding the crack tip. Crack tip SIF’s can also be obtained by applying the superposition principle \cite{308}; specifically, a particular SIF can be extracted by superposing the solution at hand with an auxiliary
solution and then computing the interactive part of the energy release rate from which the SIF can be determined. The main advantage of the stiffness derivative method is that it provides a very general framework for computing energy release rates (and their rates) with respect to arbitrary changes in the fracture geometry. This property will be exploited in Chapter 3 in determining the crack extension ERR with respect to different directions.

1.8 On crack kinking

The three most often used criteria are: the maximum tension criterion [74, 75, 195], the local symmetry criterion [122, 147], and the maximum energy release rate criterion [105, 128, 219]. The maximum tension criterion states that a crack will branch in the direction that is perpendicular to maximum tension. As the near-tip stress field of a straight crack is completely characterised by the stress intensity factors (SIF) $K_I$ and $K_{II}$ [297], the crack extension direction can be determined analytically as a function of mode-mixity $\gamma = \frac{K_{II}}{K_I}$, i.e. $\Delta \theta_c(\gamma) = 2 \arctan \frac{1 - \sqrt{1 + 8 \gamma^2}}{4 \gamma}$ [195, 261]. With regard to the maximum energy release rate criterion, the Irwin-Griffith relationship $G_s = k_{II}^2 + k_{II}^1 E$ [134] between the crack tip energy release rate $G_s$ and the SIF $k_{II}$ and $k_{II}$ at the tip of an infinitesimally small crack branch is valid for any angle of kink [116, 147]. It is assumed that the critical kink angle corresponds to a stationary $G_s$, i.e. $\frac{\partial G_s}{\partial \theta} = 0$. Finally, the criterion of local symmetry [97, 122] states that a crack will follow a path where the local stress field is of mode-I type. Hence, the condition for the critical kink angle is a vanishing local mode-II SIF, i.e. $k_{II} = 0$.

Within a discrete framework, the aforementioned criteria may be implemented either explicitly or implicitly in the time dimension. An explicit crack growth criterion relies on post-processing the local crack tip stress/strain fields, following the solution to the material equilibrium problem, in order to determine the subsequent crack propagations. In this case, the problems of material equilibrium and crack growth are decoupled. As such, they can be solved separately for a particular solution time. An implicit-in-time implementation of a crack growth criterion involves solving the problems of material equilibrium and crack growth simultaneously. Since the solutions are non-linearly coupled, an iterative solution scheme is usually required. For example, consider the local symmetry
criterion. The criterion is explicit in time if the crack extension direction is required to satisfy a vanishing mode-II stress field at the tip of an infinitesimally small crack branch; conversely, the criterion is implicit in time if the vanishing mode-II stress field is sought at the end of the (finite) crack extension. A possible solution approach is to use the small crack kink angle approximation (1.29) to iteratively update the fracture extension direction until the mode-II SIF becomes sufficiently small at the new crack tip. Similarly, the energy minimisation approach is an implicit formulation whose explicit counterpart is the maximum incipient crack tip energy release rate criterion. The proposed solution approach for the energy minimisation problem, is to update the fracture extension directions using Newton’s algorithm in order to find the orientations of the crack extensions that yield vanishing energy release rate with respect to their rotations about their extension vertices.

It has been shown in [116, 147] that the local SIF $k_I$ and $k_{II}$ at the tip of an infinitesimally small branch of an initially straight crack can be determined as linear combination of the SIF $K_I$ and $K_{II}$ existing at the tip of the main crack prior to kinking: $k_i = f_{ij}(\Delta \theta)K_j$, where the functions $f_{ij}$ are independent of geometry or loading conditions and only depend on the kink angle. Although a closed form expression for $f_{ij}$ is not available, the small kink angle approximation $\tilde{f}_{ij}(\Delta \theta)$ to within $O(\Delta \theta^2)$ can be given as follows [147]:

$$\tilde{f}_{11} = 1 - \frac{3}{8}\Delta \theta^2, \quad \tilde{f}_{12} = -\frac{3}{4}\Delta \theta, \quad \tilde{f}_{21} = \frac{1}{2}\Delta \theta, \quad \tilde{f}_{22} = 1 - \frac{7}{8}\Delta \theta^2.$$  (1.28)

For predominately mode-I loading conditions, the solution for $\Delta \theta_c$ can be shown to be the same for all criteria provided the terms of order $O(\Delta \theta^3, K_{II}^2, K_{II}\Delta \theta^2)$ are ignored [147]:

$$\Delta \theta_c = -2\frac{K_{II}}{K_I}$$  (1.29)

This means that for predominantly mode-I loading conditions the crack kink direction simultaneously corresponds to maximum $k_I$ and $\sigma_{\theta\theta}$ (for maximum hoop-stress), maximum $G_s$, and a vanishing $k_{II}$. The small kink angle approximation (1.29) for a straight crack segment is valid for up to fairly large angles of kink [149], e.g. $\Delta \theta_c < 30^\circ$. Figure 1.2 gives a comparison of the solutions for $\Delta \theta_c$ based on different criteria for arbitrary mixed-mode
loading conditions. The relationship \( k_i = f_{ij}(\Delta \theta) K_j \) is assumed in the criteria where the values of the coefficients \( f_{ij} \) for various kink angles can be found tabulated in [116].

According to the aforementioned criteria, a straight crack will kink if \( K_{II} \neq 0 \). Otherwise, if \( K_{II} = 0 \) but \( \partial K_{II}/\partial \ell \neq 0 \) then an initially straight crack will curve smoothly [147, 148]. Concerning the fracture evolution immediately following an initial kink, any criterion should subsequently predict a smoothly curving fracture path under constant remote loading conditions. In other words, in the limit of a vanishingly small crack extension, no subsequent kinking should take place of the crack branch as this would imply the possibility of double kinking of the main crack in the limit the length of the branch tends to zero. The prospect of double kinking (or infinite curvature of the fracture path) at the tip of the main crack is difficult to justify on a physical basis. That being said, the explicit maximum tension and the maximum energy release rate criteria indicate subsequent crack tip kinking since the mode-II stress field does not generally vanish at the tip of an infinitesimal branch [11, 53, 147]. The practical consequences of crack kinking whenever
$K_{II} \neq 0$ is that the fracture path solution will converge to the one obtained by the local symmetry criterion in the limit of vanishingly small (straight) crack extensions. This, however, assumes that (1) the classic leading-order crack tip solution by Williams [297] for a flat crack is also valid close to the tip of a non-flat crack (so long as the crack is composed of piece-wise straight crack segments), and (2) the different criteria used in the prediction of the onset of fracture growth effectively identify the same crack tip(s) to be critical. Note that the second assumption may not apply in cases of multiple cracks due to a potential discrepancy in what is deemed to be the most critical fracture extension solution by different criteria. In other words, different criteria can lead to different fracture paths simply because of the different incipient crack kink directions and the correspondingly different fracture driving forces that are associated with those kink directions.

Concerning the fracture solution by the global energy minimisation approach, the incipient fracture growth direction is generally not one of vanishing mode-II stress field [11, 53, 254]. The mode-II SIF can only gradually decay with respect to the evolution of the fracture length due to the (presumed non-negotiable) requirement of a smooth fracture path [53]. The decay rate of the mode-II stress field is usually rapid. Under predominately mode-I loading conditions, the decay rate is exponential according to [122]. For this reason, no significant difference in the fracture solutions by different criteria can be observed on the material length scale since all the criteria approximately lead to the mode-I fracture path.

Nonetheless, there appears to be an inconsistency between the explicit-in-time and implicit-in-time formulations of the the crack growth criteria. The explicit-in-time formulation of either the stress or the energy based criterion indicates that crack tip kinking occurs if $K_{II} \neq 0$; since the mode-II SIF does not generally vanish at the tip of an infinitesimal crack extension (refer to Figure 1.2), both criteria imply subsequent crack kinking and, hence, an infinite curvature of the crack. In other words, the crack curves about its tip until it aligns with the vanishing mode-II stress field. This infinite curvature of the crack, which directly follows from the time-explicit criteria, is not a physically reasonable manifestation. Furthermore, it has a significant implication on the evolution of external load parameter – the load parameter is discontinuous in time. The following example explains this. During the initial loading stage of a pre-cracked structure, the load parameter gradually increases.
with no change in the fracture length. The time-explicit maximum energy release rate
criterion predicts that the crack will kink in a particular direction such that $G = G_{\text{max}}$. At
the inception of kinking, the load parameter is such that crack growth satisfies energy
conservation, i.e. $G = G_c$. However, as soon as the crack advances by an infinitesimal
amount, the maximum energy release rate direction abruptly changes since the local mode-
II SIF is generally non-vanishing. This means that the current crack growth direction is
no longer favourable and that the crack needs to kink again so that $G = G_{\text{max}}$. However,
with respect to the current crack growth, the load parameter is such that $G = G_c$. Thus, if
the crack kinks in the new direction then it must mean that $G_{\text{max}} > G_c$. The subsequent
material state is physically not possible; hence, the load parameter needs to abruptly
decrease so that energy conservation can be satisfied, i.e. $G_{\text{max}} = G_c$. This peculiarity of
the time-explicit crack growth criteria is also remarked upon in the works of [53, 80, 195].
In general, the time-implicit formulation of a crack growth criterion can be reasonably
expected to produce a smooth fracture path and a continuously evolving load parameter
in the limit of vanishingly small crack extensions, even if the mode-II SIF does not vanish.

It is not clear how the inconsistency between the explicit and implicit criteria arises as
the respective solutions should theoretically coincide in the limit of a vanishingly small
 crack branch (assuming the limit exists). One plausible explanation is that the presence of
a sharp kink influences stress field at the crack tip such that the William’s solution for a
flat crack is no longer valid for a kinked crack configuration (even if the crack branch is
straight). In other words, once the crack has kinked, the relationship between the critical
growth direction and the SIF at the tip of the crack branch may not be the same as the
relationship for a flat crack. Moreover, the SIF may be inaccurate as well since they are
determined based on the auxiliary fields from the William’s solution in the first place.
However, the SIF $K_I$ and $K_{II}$ fundamentally quantify the symmetric and anti-symmetric
 crack tip deformation modes and not the precise displacement field at the crack tip. If
the SIF are computed using a non-local SIF correlation method rather than by locally
matching the crack tip field quantities with those of known auxiliary fields (such as
those from William’s solution), the SIF may reasonably well quantify the symmetric and
anti-symmetric crack tip deformation components even in the case of a kinked crack.
Consider the fact that the local symmetry criterion does not directly rely on the exact crack tip displacement field but that instead the crack growth direction is governed by the fundamental principle: the vanishing of the anti-symmetric crack tip deformation mode. From this viewpoint, even if the SIF are computed using a non-local approach based on the auxiliary fields from William’s solution for a flat crack, the implicit-in-time formulation of the local symmetry criterion will be more robust than the explicit formulation because the former requires only of the anti-symmetric deformation mode to vanish whereas the latter relies not only on the accuracy of the SIF’s but also on the accuracy of the crack tip field for the general case of a non-flat crack. By the same reasoning, the implicit-in-time formulation of the maximum hoop stress criterion that, according to William’s solution, only requires of the mode-I deformation to be maximum, will be a more robust formulation than its explicit counterpart that directly invokes William’s solution for the local stress field in order to express the critical crack growth direction in terms of the ratio of the SIF. Likewise, the implicit-in-time formulation of the maximum energy release rate criterion is more robust than the time-explicit formulation; however, its equivalent form that is the global energy minimisation approach poses the maximum energy release rate criterion even more robustly since it neither involves the crack tip field nor the crack tip SIF’s.

Fundamentally, fracture is a local phenomenon; hence, the onset of fracture growth should correspond to the solution given by the time-explicit formulation of the crack growth criterion. On the other hand, from a pragmatic point of view, the time-implicit formulation of the fracture criterion yields a more conservative solution for the onset of fracture growth and for the prediction of the fracture path. Consequently, one may be more inclined to adopt the time-implicit approach for solving practical engineering problems.

1.9 Outline of thesis

In Chapter 2, the problem of quasi-static crack growth in a linear-elastic isotropic homogeneous solid is considered. The static equilibrium equations are formulated in a variational form and the problem of fracture evolution is posed as a total energy minimisation by following Griffith’s theory of brittle fracture. Subsequently, the problem of competing
crack growth is addressed, which is characterised by the existence of multiple fracture
growth solutions of equivalent energy dissipation rate such that the critical solution is not
immediately obvious. This leads to solve to a quadratic constrained optimisation problem
that governs competing crack growth. Several solution methods are proposed. Finally, the
problem of the crack growth direction (crack kinking) is addressed. The minimum energy
principle is formulated as the principle of vanishing rotational energy release rate of an
infinitesimal fracture extension. The main advantage of this approach is that it is readily
extendable to the discrete framework where the crack extensions have finite lengths.

In Chapter 3, the discrete fracture growth problem is considered. Depending on the
behaviour of the total energy function, different solution methods for the fracture evolution
problem are put forth. These techniques are based on: crack length control, load control,
and on the energy gradient. For the most general case of fracture growth it is proposed to
use the gradient based solution approach because it is more robust than the other solution
strategies which are extremum-based and, consequently, limited to fracture problems
where the total energy function is convex. Finally, the problem of competing crack growth
is tackled. A criterion for detecting crack tip competition and when the competition
needs to be resolved explicitly is discussed. An effective method for resolving crack tip
competition is proposed, which is suitable even for fixed-length crack tip extensions.

In Chapter 4, the focus is on an efficient XFEM implementation within the Matlab pro-
gramming language in order facilitate fast solution times of moderate size fracture growth
problems, e.g. several million degrees of freedom and hundreds of interacting cracks.
Methods are described for the efficient updating of system of equations, keeping track
of topological and enrichment data, and managing multiple crack intersections. The
proposed implementation enables multiple overlapping enrichments, their addition and
subtraction (where needed) on the fly and an efficient integration of domain quantities
by tailoring quadrature routines according to the hierarchy of enrichment functions over
an element. The proposed implementation offers a significant speed-up of several times
over the more “naive” approach that a novice to XFEM might initially choose to adopt for
multi-crack growth problems as an extension of XFEM to modelling of stationary cracks.
In Chapter 5, the XFEM implementation considering different crack growth criteria is verified via multiple benchmarks. It is demonstrated that the crack growth directions determined by different criteria lead to virtually the same fracture paths since every criterion predicts a crack growth direction towards diminishing mode-II stress field. The criteria predominantly stand apart as concerns initial crack kinking and the onset of crack growth; however, the consequences that this has on the overall fracture path seem minor. Based on multiple numerical benchmark studies concerning the fracture paths by the stress and energy based criteria, a modified crack growth direction criterion is proposed. The criterion assumes the average direction of those obtained by the stress and energy criteria. Although the proposed alternative has little physical significance and is purely a heuristic criterion, it is found to be effective in solving practical fracture growth problems, especially on coarse discretisations, as it significantly improves the accuracy of the fracture paths as well as the fracture path convergence rate with respect to mesh refinement.

In Chapter 6, the problem of silicon wafer splitting is simulated using the proposed 2D fracture model. The effects of two types of boundary conditions on the final post-split fracture surface roughness are studied. The two kinds of boundary conditions correspond to the so-called mechanical splitting and pressure-driven splitting of the wafer specimen. In the blade splitting case, the wafer is modelled as a double cantilever beam with a built-in end and prescribed opening displacements at the other end. For the pressure splitting case, a rectangular domain with horizontally fixed left and right ends is assumed such that the micro-crack cavity pressure provides the only driving force for micro-crack growth to achieve splitting of the wafer specimen. The pressure and blade boundary conditions are considered in a set of parametric studies aimed at assessing the influence of different Smart-Cut™ process parameters on the post-split fracture roughness. The parameters of interest include: micro-crack mean distribution depth, thickness of micro-crack distribution, thickness of the buried oxide layer, and the relative stiffness of the damaged zone (the micro-crack inhabited zone) relative to the surrounding silicon.
Chapter 2

Problem Statement
2.1 Introduction

A two-dimensional (2D) problem of multiple crack growth in a brittle linear-elastic solid in plane-strain (or plane-stress) is considered. All cracks are assumed to already exist in the solid and that no new cracks can be nucleated. Each pre-existing crack is idealised as a zero-thickness void that is initially perfectly closed such that its top and bottom surfaces meet sharply at the crack tips (i.e. the radius of curvature at the crack tip is approaches zero). The growth of these cracks is assumed to be possible only at the crack tips. Furthermore, crack growth is assumed to be sufficiently slow (or quasi-static) such that the solid is effectively in static equilibrium with the external loads. No crack closure or healing is assumed. Firstly, the elasto-static equilibrium problem of the 2D solid is stated. This part describes the geometrical aspects of the solid and defines the partial differential equations (PDE) and boundary conditions (BC) that need to be satisfied. Next, a variational form of the equilibrium problem is derived. In this step, the point-wise form of the equilibrium equations is converted to an integral form. The integral statement defines a type of an energy functional whose minimum corresponds to the equilibrium state of the solid. In describing the transient behaviour of a cracked elastic solid, it is supposed that the evolution of the mechanical system is sufficiently slow (quasi-static) such that the effects of inertial forces and kinetic energy can be disregarded. As such, the evolution process can be described as a sequence of states of static-equilibrium. The principle of energy conservation is applied within the framework of linear-elastic fracture mechanics to define the crack growth law in accordance with Griffith’s theory. Based on this law, a total energy function is derived whose minimisation governs crack growth. The equations describing the equilibrium state of the solid and the fracture growth law are treated in a unified framework. It is shown that the evolution of the mechanical system corresponds to the minimisation of the total energy function. Thus, the problems of static-equilibrium and fracture growth are described by a single energy function whose time-continuous minimisation yields the solution to the evolution of the system. The solution to the problem of multiple crack growth is addressed by first considering the evolution of the crack lengths and then the law governing the crack growth direction.
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2.2 The problem of static equilibrium

Consider a two-dimensional (2D) brittle linear-elastic body $\Omega \subset \mathbb{R}^2$ in the $(x,y)$-plane (Figure 2.1). The body has a boundary $\Gamma = \Gamma_u \cup \Gamma_t \cup \Gamma_c$, where $\Gamma_u$ is a prescribed-displacement boundary and where $\Gamma_t$ and $\Gamma_c$ are the prescribed-traction boundaries. $\Gamma_c$ is assumed to constitute $n_c$ fracture surfaces such that $\Gamma_c = \Gamma_{c1} \cup \Gamma_{c2} \cup \cdots \cup \Gamma_{cn_c}$. The static-equilibrium equations (2.1) and boundary conditions (2.2)-(2.5) are given as follows:

\begin{align*}
\sigma_{ij,j} + b_i &= 0 \quad \text{in } \Omega \quad (2.1) \\
u_i &= \bar{u}_i \quad \text{on } \Gamma_u \quad (2.2) \\
\sigma_{ij} n_j &= t_i \quad \text{on } \Gamma_t \quad (2.3) \\
-n_i \sigma_{ij} n_j &= p_{nn} \quad \text{on } \Gamma_c \quad (2.4) \\
-s_i \sigma_{ij} n_j &= p_{sn} \quad \text{on } \Gamma_c \quad (2.5)
\end{align*}

where $\sigma = \begin{bmatrix} \sigma_{xx} & \sigma_{xy} \\ \sigma_{yx} & \sigma_{yy} \end{bmatrix}$ is the Cauchy stress tensor; $u = [u_x, u_y]$ is the displacement field; $n = [n_x, n_y]^T$ denotes the unit (outward) normal to the boundary $\Gamma$; $s$ is a unit tangent vector such that $s = [n_y, -n_x]^T$; $\bar{u}$ is the prescribed displacement on $\Gamma_u$; $b = [b_x, b_y]^T$ is the body force acting in $\Omega$; $t = [t_x, t_y]^T$ is the prescribed traction on $\Gamma_t$; $p_{sn}$ and $p_{nn}$ are the local fracture surface tractions: tangential shear and normal pressure that act on $\Gamma_c$.

![Figure 2.1: Diagram of a 2D model problem of a multiply cracked linear-elastic solid in static-equilibrium with the external loading action.](image-url)
The stress-strain relationship for a linear-elastic solid can be given by Hooke’s law:

\[ \sigma_{ij} = C_{ijkl} \varepsilon_{kl} \quad i, j, k, l \in \{1, 2\} \quad (2.6) \]

\[ \sigma_{ij} = \sigma_{ji} \quad (2.7) \]

where \( C \) is a symmetric 4\(^{th}\)-order constitutive tensor for an isotropic homogeneous material, and where \( \varepsilon = [\varepsilon_{xx} \varepsilon_{xy} \varepsilon_{yx} \varepsilon_{yy}] \) is a small-deformation strain tensor that is defined as:

\[ \varepsilon_{ij} = \frac{1}{2} (u_{i,j} + u_{j,i}) \quad i, j \in \{1, 2\} \quad (2.8) \]

Note that \( \varepsilon \) is symmetric by definition, i.e. \( \varepsilon_{ij} = \varepsilon_{ji} \). The constitutive tensor \( C \) can be defined in a simplified (matrix) form according to the type of a 2D problem at hand:

\[
C \equiv \begin{bmatrix} C_{xxxx} & C_{xxyy} & C_{xxy} \\ C_{yyxx} & C_{yyyy} & C_{xyyx} \\ C_{xyxx} & C_{xyyy} & C_{xyxy} \end{bmatrix} = \begin{cases} \frac{E}{1-\nu^2} \begin{bmatrix} 1 & \nu & 0 \\ \nu & 1 & 0 \\ 0 & 0 & 1-\nu \end{bmatrix} & \text{Plane-stress} \\ \frac{E}{(1+\nu)(1-2\nu)} \begin{bmatrix} 1-\nu & -\nu & 0 \\ \nu & 1-\nu & 0 \\ 0 & 0 & 1-2\nu \end{bmatrix} & \text{Plane-strain} \end{cases} \quad (2.9) \]

The two independent material constants \( E \) and \( \nu \) are, respectively, the Young’s modulus of elasticity and the Poisson’s ratio (i.e. \( \nu \) is the ratio of the contraction strain transverse to the applied tension to the extension strain in the direction of the applied tension).

### 2.3 Derivation of the variational form

The weak-form [313] of static equilibrium is derived by multiplying the equilibrium equations in (2.1) by a set of arbitrary weight functions \( w_i \), where \( i \in \{1, 2\} \) denotes each spatial dimension, integrating over the domain \( \Omega \) and requiring the integral to vanish in a weighted-average sense for any suitable choice of \( w_i \) (i.e. so that the integral makes sense):

\[
\int_{\Omega} w_i \left( \sigma_{ij,j} + b_i \right) \, dV = 0 \quad (2.10)
\]
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If $w$ are sufficiently regular functions \[46\], i.e. possess generalised (or weak) derivatives of at least first order, the continuity requirements of $\sigma$ can be relaxed by using the product rule of integration to transfer the partial derivatives from $\sigma$ to $w$. Hence, (2.10) becomes:

$$\int_{\Omega} w_{i,j} \sigma_{ij} \, dV = \int_{\Omega} (w_{i} \sigma_{ij})_{,j} \, dV + \int_{\Omega} w_{i} b_{i} \, dV \quad (2.11)$$

Next, the divergence theorem can be used to convert the domain integral $\int_{\Omega} (w_{i} \sigma_{ij})_{,j} \, dV$ to a boundary integral of the form $\int_{\Gamma} w_{i} \sigma_{ij} n_{j} \, dA$; however, it is practical to set $w$ to vanish on the Dirichlet boundary $\Gamma_{u}$ (or for $w$ to have finite support) since the displacement solution is already known there. In this case, the boundary integral only needs to be evaluated over the Neumann boundary $\Gamma_{t} \cup \Gamma_{c}$ (and not on $\Gamma_{u}$ where the tractions are not known a priori):

$$\int_{\Omega} w_{i,j} \sigma_{ij} \, dV = \int_{\Omega} w_{i} b_{i} \, dV + \int_{\Gamma_{t}} w_{i} t_{i} \, dA \quad + \sum_{k=1}^{n} \int_{\Gamma_{c}^{k}} \{ w_{i} (n_{i} (-p_{nn}) + s_{i} (-p_{sn})) \} \, dA \quad (2.12)$$

It is possible to simplify the integral over the fracture boundary $\Gamma_{c}$ by supposing that there is a mirror relationship between the surface normals on the directly opposing sides, i.e. $n^{+} = -n^{-}$. In this case, the fracture boundary $\Gamma_{c} = \Gamma_{c}^{-} \cup \Gamma_{c}^{+}$ is composed of identical top (+) and bottom (-) surfaces, namely $\Gamma_{c}^{-}$ and $\Gamma_{c}^{+}$. Subsequently, equation (2.12) reads:

$$\int_{\Omega} w_{i,j} \sigma_{ij} \, dV = \int_{\Omega} w_{i} b_{i} \, dV + \int_{\Gamma_{t}} w_{i} t_{i} \, dA \quad + \sum_{k=1}^{n} \int_{\Gamma_{c}^{k}} \{ w_{i} [n_{i} (-p_{nn}) + s_{i} (-p_{sn})] \} \, dA, \quad (2.13)$$

where $[\cdot] = (\cdot)^{+} - (\cdot)^{-}$ denotes a jump in quantity ($\cdot$) from $\Gamma_{c}^{-}$ to $\Gamma_{c}^{+}$. Moreover, the sum of the products $w_{i,j} \sigma_{ij}$ can be replaced by $\varepsilon_{ij}(w)\sigma_{ij}$ (because $\sigma$ is symmetric, i.e. $\sigma_{ij} = \sigma_{ji}$) and $\sigma$ can be substituted with the relevant constitutive law (2.6)-(2.9) such that we have:

$$\int_{\Omega} \varepsilon_{ij}(w) C_{ijkl} \varepsilon_{kl}(u) \, dV = \int_{\Omega} w_{i} b_{i} \, dV + \int_{\Gamma_{t}} w_{i} t_{i} \, dA \quad + \sum_{k=1}^{n} \int_{\Gamma_{c}^{k}} \{ w_{i} [n_{i} (-p_{nn}) + s_{i} (-p_{sn})] \} \, dA \quad (2.14)$$
In order for the integral in (2.14) to be well-posed, the trial and test functions (i.e. \( w \) and \( u \), respectively) need to satisfy the essential properties of smoothness and integrability [46]. In this case, both \( w \) and \( u \) need to be continuous functions with weak differentiability and square-integrability (in the Lebesque sense). As such, \( w \) and \( u \) should generally belong to the special class of Sobolev functions denoted by \( S^{2,1} \); for example, if \( q \in S^{2,1}(\Omega) \) then:

\[
\int_\Omega (q^2 + q_i^2) \, dV < \infty
\] (2.15)

states that \( q \) and its first derivatives are square integrable over \( \Omega \), i.e. the integrals are finite (or bounded). Provided \( w \) and \( u \) satisfy (2.15) (when substituted in place of \( q \)), the terms in the variational form (2.14) will be bounded as well. Since Sobolev functions are considered equivalent if they only differ on a Lebesque measure zero [46] (e.g. at a point or along a boundary where the functions are defined), it is necessary of \( u \) to explicitly satisfy the prescribed displacement boundary conditions on \( \Gamma_u \) and of \( w \) to vanish on \( \Gamma_u \).

For this purpose, the admissible test and trial function spaces can be defined as follows:

\[
\mathcal{U} = \{ u \in H^1(\Omega) : u|_{\Gamma_u} = \bar{u} \} 
\] (2.16)

\[
\mathcal{U}_0 = \{ w \in H^1(\Omega) : w|_{\Gamma_u} = 0 \} 
\] (2.17)

where \( H^1 = S^{2,1} \) is the Hilbert space of real vector-valued continuous functions possessing square-integrable generalised (weak) derivatives at least up to order 1. For some \( u \in \mathcal{U} \) to satisfy the weak form, equation (2.14) is required to hold true for all test functions \( w \in \mathcal{U}_0 \).

Hence, the weak-form of elasto-static equilibrium is stated as follows. Find \( u \in \mathcal{U} \) so that:

\[
\forall w \in \mathcal{U}_0 \quad \int_{\Omega} \varepsilon_{ij}(w)C_{ijkl}\varepsilon_{kl}(u) \, dV = \\
\int_{\Omega} w_i b_i \, dV + \int_{\Gamma_t} w_i t_i \, dA + \sum_{k=1}^{n_c} \int_{\Gamma_k} [w_i] T_{ij} p_j \, dA 
\] (2.18)

In (2.18), \( T = \begin{bmatrix} s^- \cdot n^- \end{bmatrix} \equiv \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \) is the local-to-global rotation matrix that transforms the local crack surface tractions \( p = [p_{\text{sn}}, p_{\text{nn}}] \) to their global equivalent; here, \( \theta \) is the anticlock-wise angle between the global \( y \)-axis and the unit normal vector \( n^- \) to the
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fracture surface \( \Gamma_{\text{c}} \). It can be shown that the weak-form (2.18) is in fact a variational
statement where the test space \( \mathcal{U}_0 \) spans the admissible variations of the field \( u \), i.e. \( \delta u \in \mathcal{U}_0 \) such that \( \delta u = 0 \) on \( \Gamma_u \). Thus, equation (2.18) can be equivalently stated as:

\[
\forall \delta u \in \mathcal{U}_0 \quad \int_{\Omega} \varepsilon_{ij}(\delta u)C_{ijkl}\varepsilon_{kl}(u) \, dV = \int_{\Gamma_t} \delta u_t t_i \, dA + \sum_{i=1}^{n_c} \int_{\Gamma_{\text{c}}} [\delta u_i] T_{ij} p_j \, dA + \int_{\Omega} \delta u_i b_i \, dV,
\]

(2.19)

The variational statement (2.19) can be rearranged to describe a vanishing variation of a particular functional. The variation of this yet-unknown functional can be defined as:

\[
\delta \Pi = \int_{\Omega} \varepsilon_{ij}(\delta u)C_{ijkl}\varepsilon_{kl}(u) \, dV - \int_{\Gamma_t} \delta u_t t_i \, dA - \sum_{i=1}^{n_c} \int_{\Gamma_{\text{c}}} [\delta u_i] T_{ij} p_j \, dA - \int_{\Omega} \delta u_i b_i \, dV
\]

(2.20)

Since the strains \( \varepsilon_{ij}(u) \) are linear in \( u \) such that \( \delta \varepsilon_{ij}(u) = \varepsilon_{ij}(\delta u) \), and the constitutive matrix \( C \) is symmetric, the variational symbol \( \delta \) can be placed outside the integrals:

\[
\delta \Pi = \delta \int_{\Omega} \frac{1}{2} \varepsilon_{ij}(u)C_{ijkl}\varepsilon_{kl}(u) \, dV - \delta \left( \int_{\Gamma_t} u_t t_i \, dA + \sum_{i=1}^{n_c} \int_{\Gamma_{\text{c}}} [u_i] T_{ij} p_j \, dA + \int_{\Omega} u_i b_i \, dV \right)
\]

(2.21)

In turn, the sought functional \( \Pi(u) \) can be determined to take the following form:

\[
\Pi(u) = \frac{1}{2} \int_{\Omega} \varepsilon_{ij}(u)C_{ijkl}\varepsilon_{kl}(u) \, dV - \left( \int_{\Gamma_t} u_t t_i \, dA + \sum_{i=1}^{n_c} \int_{\Gamma_{\text{c}}} [u_i] T_{ij} p_j \, dA + \int_{\Omega} u_i b_i \, dV \right)
\]

(2.22)

Since \( \Pi(u) \) appears as a positive-definite quadratic form of the displacement field \( u \), the solution \( u \in \mathcal{U} \) that satisfies the variation-form (2.19) also happens to be a global minimizer of \( \Pi(u) \); conversely, \( u \in \mathcal{U} \) that minimises \( \Pi(u) \) also satisfies (2.19). Thus, the problem of static equilibrium, whose strong-form is given by equations (2.1)-(2.5), can be weakly posed as a minimisation problem where \( \Pi(u) \) is to be minimised in terms of \( u \in \mathcal{U} \).
Consequence, were we to seek an approximate solution $u^h \in \mathcal{U}^h$ that exists in a finite-dimensional space of all possible solutions $\mathcal{U}^h$, such that $\mathcal{U}^h \subset \mathcal{U}$ and $\mathcal{U}^h_0 = \mathcal{U}^h - \bar{u}$, the solution to the variational-form (2.19) would ensure that $u^h \in \mathcal{U}^h$ is the optimal solution from that particular space $\mathcal{U}^h$. This is because, solving the variational-form (2.19) means that $u^h \in \mathcal{U}^h$ is a minimizer of $\Pi(u^h)$; in turn, the approximation $u^h$ is the nearest-possible solution to the true solution $u \in \mathcal{U}$ with respect to the minimum of the potential energy. The functional $\Pi(u)$ is formally known as the potential energy of the mechanical system [313]. It is composed of two principal parts, namely: the elastic strain energy $U_s(u)$ and the potential energy of the external load $V(u)$; the definitions are given in line with (2.22):

\[
\Pi(u) = U_s(u) + V(u) \tag{2.23}
\]

\[
U_s(u) = \frac{1}{2} \int_{\Omega} \varepsilon_{ij}(u) C_{ijkl} \varepsilon_{kl}(u) \, d\Omega \tag{2.24}
\]

\[
V(u) = - \left( \int_{\Gamma_t} u_i t_i \, d\Gamma + \sum_{i=1}^{n_c} \int_{\Gamma_t^-} \|u_i\| T_{ij} p_j \, d\Gamma + \int_{\Omega} u_i b_i \, d\Omega \right) \tag{2.25}
\]

Note that the minus sign in $V(u)$ implies that the load potential decreases as the external force does work, i.e. as the force displaces in its direction. Since the reference value of the load potential is inconsequential in practice it can be assumed as zero, i.e. $V_0 \equiv V(0) = 0$.

Finally, it should be remarked that the weak solution $u \in \mathcal{U}$ to the variational formulation (2.19) is generally not the strong solution to the original problem defined by (2.1)-(2.5). This is because the PDE (2.1) requires the existence of continuous second derivatives of the solution $u$ in order for the PDE to be satisfied at every point in the domain. However, the weak formulation "weakens" this requirement by admitting a solution that only needs to be continuous and weakly differentiable. The weak and strong solutions coincide only if the problem coefficients in (2.1)-(2.5) are continuous functions. Nonetheless, the weak formulation essentially embodies the original problem of elasto-static equilibrium.

The displacement solution will be presumed to automatically satisfy the condition of no fracture surface interpenetration, i.e. $\|u_i\| n_i \geq 0$ on $\Gamma_c^-$. Hence, the contact constraint on the displacement solution will not be enforced. The fracture problems of practical interest (such as wafer splitting in Chapter 6) will involve predominantly mode-I loaded cracks.
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2.4 Evolution of crack lengths

The problem of crack growth is analysed (in 2D) in two parts: (1) the evolution of the crack lengths, and (2) the problem of determining the crack growth direction.\(^1\) The first part is addressed in this section (Section 2.4) whereas the second part will be tackled in Section 2.6. In this section, the 1D evolution of cracks in a 2D multiply cracked solid is considered. Firstly, the crack representation is described to allow for a simpler association between the possible fracture propagations and the resulting energy release rates. Within this framework, the Griffith’s fracture growth criterion is applied to multiple cracks. Based on the Griffith’s crack growth law, the principle governing multiple crack behaviour is defined. The principle states that the quasi-static fracture evolution maximises energy dissipation. Subsequently, the problem of fracture growth is posed as a total energy minimisation problem. For competing crack growth (i.e. when the local energy dissipation rates at multiple crack tips are equivalent), the fracture advance solution based on the maximum energy dissipation rate is no longer unique in terms of the crack tip growth rates. Three solution methods are proposed to solve the competing crack growth problem. The different solution strategies are applied based on the local behaviour of the total energy function (in terms of its curvature) in order to solve the problem efficiently.

2.4.1 Description of cracks

In describing the evolution of multiple cracks it is practical to consider unique crack branches that stem from the tips of the pre-exciting cracks. The reason for this approach is that it simplifies the association of the crack tip energy release rate \(G_{a_i}\) with a particular crack tip branch \(i \in \{1, 2, \ldots, n_{\text{tip}}\}\). For this purpose, let us denote the set of pre-existing cracks by \(\mathcal{I}_c = \{1, 2, \ldots, n_c\}\) and the set of crack tip branches by \(\mathcal{I}_{\text{tip}} = \{1, 2, \ldots, n_{\text{tip}}\}\) such that the number of crack tips is related to the number of cracks via \(n_{\text{tip}} = 2n_c\). In this reference frame (see Figure 2.2 for details), a crack \(i \in \mathcal{I}_c\) is considered to have a pre-existing (constant) length \(a_{0_i}\), whereas a crack-tip branch \(i \in \mathcal{I}_{\text{tip}}\) is supposed to have

\(^1\) The problem of fracture growth can be split this way because the crack growth directions are independent of the crack growth rates (Section 2.7). The two problems are addressed separately for the sake of simplicity.
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a *time*-dependent length $\ell_i(\tau)$. Here $\tau \in [0, \tau_\infty]$ is a pseudo time variable that characterises the time-line of the quasi-static process from beginning to end. Therefore, at the initial time $\tau = 0$ the length of any fracture branch is zero, i.e. $\ell_i(0) = 0$, and for $\tau > 0$ it is generally $\ell_i(\tau) \geq 0$. It is emphasised that, at any point in time, the crack growth rate is assumed to be non-negative, i.e. $\forall \tau \in [0, \tau_\infty]: \dot{\ell}_i(\tau) \geq 0$ where $i \in I_{\text{tip}}$ and $\dot{\ell}_i = d\ell_i/d\tau$.

![Figure 2.2: The proposed crack representation scheme. A pre-existing crack is assumed to have a fixed length $a_{0i}$ where $i \in I_c$. The length of a crack tip branch, which is assumed to evolve over time, is $\ell_j$ where $j \in I_{\text{tip}}$.](image)

Within this framework of crack representation, the length $a_i$ of a crack $i \in I_c$ is determined as the sum of its pre-existing length $a_{0i}$ and the lengths of its tip branches, $\ell_{2i-1}$ and $\ell_{2i}$:

$$i \in I_c \quad a_i = a_{0i} + \ell_{2i-1} + \ell_{2i} \quad (2.26)$$

Then the rate of crack growth $\dot{a}_i = da_i/d\tau$ with respect to time $\tau$ may be expressed as:

$$i \in I_c \quad \dot{a}_i = \dot{\ell}_{2i-1} + \dot{\ell}_{2i} \quad (2.27)$$

assuming $\dot{\ell}_{2i-1} \geq 0$ and $\dot{\ell}_{2i} \geq 0$

However, *time* $\tau$ is not an ideal variable for parametrising the evolution of a quasi-static process. The main reason is that it has no physical relation to the problem. A more suitable alternative is to use the total fracture length (because it is assumed to be irreversible):

$$a = \sum_{i=1}^{n_c} a_i \quad (2.28)$$

$$a = \sum_{i=1}^{n_c} a_{0i} + \sum_{i=1}^{n_{\text{tip}}} \ell_i \quad (2.29)$$
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The total fracture length $a \in [a_0, a_\infty]$ is considered to span the interval from the initial fracture length of $a_0$ to the final value of $a_\infty$, which marks the end of the fracture process; the interval bounds can be said to correspond to times $\tau = 0$ and $\tau_\infty$ respectively. The rate of crack and crack-tip growth, relative to the total fracture length, can be defined as:

\[ i \in I_c \quad \dot{a}_i = \frac{d a_i}{d a} \quad (2.30) \]

\[ i \in I_{\text{tip}} \quad \dot{\ell}_i = \frac{d \ell_i}{d a} \quad (2.31) \]

The second form (2.31) is more useful in describing multiple crack-tip propagations because it refers specifically to the growth of tips. The relative crack-tip growth rates (2.31) can be defined in terms of a vector $\hat{\ell} \in A$, where $A$ is the space of admissible growth rates:

\[ A = \left\{ \hat{\ell} : \forall i \in I_{\text{tip}}, \hat{\ell}_i \in [0, 1] \text{ subject to } \sum_{i \in I_{\text{tip}}} \hat{\ell}_i = 1 \right\} \quad (2.32) \]

A typical instance in the fracture process is marked by the total fracture length $a^* \in [a_0, a_\infty]$. The corresponding crack-tip branch lengths $\ell = \ell(a^*)$ can then be obtained by integrating the relative crack tip growth rates with respect to the total fracture length variable $a$:

\[ \ell_i = \int_{a_0}^{a^*} \dot{\ell}_i(a) \, da, \quad \text{where } i \in I_{\text{tip}} \quad (2.33) \]

2.4.2 Crack growth principle

Irwin [132–135] restated the Griffith’s [105, 106] model in a way that is better suited to solving practical engineering problems by generalising the energy release rate of a crack tip extension to arbitrary loading and structural configurations. The energy release rate $G_{si}$ of a crack tip $i \in I_{\text{tip}}$ is defined as the rate of strain energy liberation ($-d U_s/d \ell_i$) plus
the rate of external work done \( dW_{\text{ext}}/d\ell_i \) with respect to a crack-tip branch length \( \ell_i \):

\[
G_{si} = -\frac{dU_s}{d\ell_i} + \frac{dW_{\text{ext}}}{d\ell_i} \tag{2.34}
\]

\[
G_{si} = -\frac{dU}{d\ell_i} \frac{dV}{d\ell_i} \tag{2.35}
\]

\[
G_{si} = -\frac{d\Pi}{d\ell_i}, \tag{2.36}
\]

where \( dW_{\text{ext}}/d\ell_i \) has been expressed in terms of the decrease rate of the load potential \((-dV/d\ell_i)\) by supposing that the external load stays constant during an infinitesimal crack tip increment \(d\ell_i\). As a result, \( G_{si} \) is equal to the negative rate of change (or the decrease rate) of the potential energy \( \Pi \) with respect to the crack-tip branch length \( \ell_i \). Considering the general case of simultaneous multiple crack tip growth, the effective energy release rate \( G_s \) with respect to the crack tip extension rate \( \dot{\ell} \in A \) can be computed as follows:

\[
G_s = -\frac{d\Pi}{da} \tag{2.37}
\]

\[
G_s = G_{si} \frac{d\ell_i}{da} \tag{2.38}
\]

\[
G_s = G_{si} \dot{\ell}_i \tag{2.39}
\]

If the crack tips happen to exist in distinct materials that are characterised by different critical energy release rates \( G_{ci} \) where \( i \in I_{\text{tip}} \), the equivalent \( G_c \) (or, the equivalent resistance of the material to fracture growth) can be determined analogously to (2.39):

\[
G_c = G_{ci} \dot{\ell}_i \tag{2.40}
\]

Since the onset of crack growth occurs at the instance the fracture driving force \( (G_s) \) overcomes the material resistance \( (G_c) \), the crack growth criterion can be stated as follows:

\[
\forall \dot{\ell} \in A \quad \begin{cases} (G_{si} - G_{ci}) \dot{\ell}_i < 0 & \text{no growth} \\ (G_{si} - G_{ci}) \dot{\ell}_i = 0 & \text{growth} \end{cases} \tag{2.41}
\]
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Note that the driving energy release rate \( G_s = G_s \hat{\ell}_i \) is always bounded (from above) by the critical energy release rate \( G_c = G_c \hat{\ell}_i \). This is because a material cannot physically exist in a state where its capacity to resist fracture growth is exceeded by the applied fracture driving force. Consequently, the necessary condition for the physical consistency between the crack-tip and the critical energy release rates can be generally expressed as:

\[
\forall i \in I_{\text{tip}} \quad G_{si} \leq G_{ci} \tag{2.42}
\]

If a particular crack tip growth rate \( \hat{\ell} \in A \) satisfies the growth condition in (2.41) then that growth rate is (naturally) the most energetically favourable (i.e. critical) growth rate. The critical growth rate \( \hat{\ell}_c \in A \) must in turn satisfy the following equation:

\[
\hat{\ell}_c = \arg \max_{\hat{\ell} \in A} \left( (G_{si} - G_{ci}) \hat{\ell}_i \right), \tag{2.43}
\]

to ensure that the physical consistency condition (2.42) of the crack-tip energy release rates is not violated at the instance crack growth takes place. Based on (2.43), the critical fracture path \( \ell_c = \int_{a_0}^{a_{\infty}} \hat{\ell}_c \, da \) must continuously maximise the so-called dissipation rate:

\[
\mathcal{D}(\hat{\ell}) = (G_{si} - G_{ci}) \hat{\ell}_i \tag{2.44}
\]

such that, at any point in time in the evolution process, the following equation holds true:

\[
\mathcal{D}(\hat{\ell}_c) = \max_{\forall \hat{\ell} \in A} \mathcal{D}(\hat{\ell}) \tag{2.45}
\]

2.4.3 The total energy function

Following from the result that the critical fracture path produces maximum dissipation (2.45), it is possible to formulate a total energy function \( \mathcal{E} = \mathcal{E}(\ell) \) whose time-continuous minimisation, in terms of the fracture length variable \( \ell \), would yield the solution to the
fracture path. The first step towards obtaining $\mathcal{E}$ is to define the following relationship:

$$\frac{-d\mathcal{E}}{da} = D(\hat{\ell}), \quad (2.46)$$

which states that the decrease rate of $\mathcal{E}$ with respect to the total fracture length $a$ is equal to the energy per unit fracture length that is available for dissipation. The total energy function $\mathcal{E}(\ell)$ can then be obtained by integrating equation (2.46) with respect to $a$:

$$\mathcal{E}(\ell) = \int (-G_{si} + G_{ci}) \hat{\ell}_i da$$

$$\mathcal{E}(\ell) = \int \left( \frac{d\Pi}{d\ell_i} + G_{ci} \right) d\ell_i$$

$$\mathcal{E}(\ell) = \Pi(u(\ell), \ell) + \int G_{ci}(\ell) d\ell_i \quad (2.49)$$

It has been emphasised in equation (2.49) that the displacement field $u$ is considered to be a function of the fracture length variable $\ell$. At this point, it is not so important to define the relationship between $u$ and $\ell$ but only to assume that such a relationship exists. However, it is important to recognise that $\mathcal{E}(\ell)$ can be used as a self-contained function to completely describe the evolution of the crack-tip lengths $\ell$; specifically, (1) to determine if crack growth is favourable and (2) to determine the critical fracture path. These two objectives are accomplished seamlessly by the following means: (1) fracture growth is determined as favourable if $\mathcal{E}(\ell)$ can decrease or remain constant with increasing fracture length $\ell$ and (2) the critical fracture path is obtained by the time-continuous minimisation of $\mathcal{E}(\ell)$ with respect to $\ell$. With regard to point (2), the term time-continuous refers to a minimisation process whereby $\mathcal{E}(\ell)$ follows the path of steepest descent rate with respect to $\ell$.

Finally, the term available energy in the current crack growth formulation implies positive dissipation, i.e. $D(\hat{\ell}) > 0$. This may appear as a direct contradiction with the physical consistency requirement between the critical and the crack tip energy release rates that is specified in (2.42). To clarify, the idea of available energy serves purely as a mathematical tool to determine if crack growth is favourable, i.e. $-d\mathcal{E}/da \geq 0$. The fracture path will be

---

2A relationship between $u$ and $\ell$ exists because $u$ is uniquely determined by solving the static equilibrium problem for a given fracture boundary $\Gamma_c$, which depends on $\ell$. This is explained in Section 2.4.4.
physically consistent (or critical) if dissipation (2.46) is maximised as required by (2.43). Hence, the fracture growth criterion that embodies the growth principle can be stated as:

\[
\max_{\forall \ell \in A} \left\{ \left( \frac{-d\mathcal{E}}{da} \right) \right\} \begin{cases} < 0 & \text{(no growth)} \\ \geq 0 & \text{(growth)} \end{cases}
\] (2.50)

where equality holds for crack growth under energy conservation conditions. In order to uphold energy conservation, the magnitude of the external load is required to be scaled such that fracture growth is just favourable. This is explained in detail in Section 2.4.5.

### 2.4.4 Total energy minimisation

It has been determined so far that the evolution of the crack-tip branch lengths $\ell$ is governed by the time-continuous minimisation of the total energy function $\mathcal{E}(\ell)$. However, up to this point, the problem of fracture growth has been considered independently of the equilibrium state of the solid. The purpose of this section is to resolve the problem of crack evolution in a manner that is consistent with the static-equilibrium equations.

In the definition of $\mathcal{E}(\ell)$ in equation (2.49), the potential energy $\Pi = \Pi(u(\ell), \ell)$ was expressed in terms of the fracture length variable $\ell$. It is worth clarifying how this relationship arises because in the initial definition of $\Pi$ in equation (2.22), which was given in the context of static-equilibrium alone, the functional was expressed singly in terms of the displacement field $u$; all other problem parameters, including the fracture boundary $\Gamma_c$, were assumed to be invariant. However, in the context of fracture growth, $\Gamma_c$ is indeed a variable. As such, $\Pi$ will depend not only on the displacement field $u$ but also on the fracture boundary $\Gamma_c$, both of which are parameterizable in terms of the variable $\ell$.

In practice, however, the relationship between $u$ and $\ell$ is an implicit one because it needs to be imposed via the condition of static-equilibrium; specifically, the potential energy $\Pi = \Pi(u, \ell)$ is required to be minimised (or rendered stationary) in terms of $u$ for a given
ℓ.\(^3\) As such, the relationship \(u = u(\ell)\) is embedded in the solution of the variational form (2.19) of static-equilibrium. The set of governing equations can be basically expressed as:

\[
\frac{\partial \Pi}{\partial \bar{u}} \bigg|_{\bar{u}=u, \Gamma_c(\ell)} = 0, \tag{2.51}
\]

where \(\bar{u}\) denotes a dummy displacement field variable. Although an explicit functional relationship between \(u\) and \(\ell\) is not readily available, we will nevertheless apply the functional notation \(u(\ell)\) to highlight that \(u\) is assumed to be parametrized in terms of \(\ell\) such that \(u(\ell)\) is consistent with the state of static-equilibriums of solid. At any rate, it is possible to explicitly resolve the differential relationship \(du/d\ell\) that will prove to be useful later. To this end, it is only necessary to suppose that the condition of static-equilibrium is maintained during the infinitesimal crack extension \(\delta \ell = \hat{\ell} \delta a\). Consequently, we have:

\[
\forall i \in I_{\text{tip}} \quad \frac{d}{d\hat{\ell}_i} \left( \frac{\partial \Pi}{\partial u} \right) = 0 \\
\frac{\partial}{\partial \hat{\ell}_i} \left( \frac{\partial \Pi}{\partial u} \right) + \frac{\partial^2 \Pi}{\partial u^2} \frac{du}{d\hat{\ell}_i} = 0 \\
\frac{du}{d\hat{\ell}_i} = -\frac{\partial}{\partial \hat{\ell}_i} \left( \frac{\partial \Pi}{\partial u} \right)^T \left( \frac{\partial^2 \Pi}{\partial u^2} \right)^{-1} \tag{2.52}
\]

where \(u = [u_x, u_y]\), \(\frac{\partial}{\partial u} = \left[ \frac{\partial}{\partial u_x}, \frac{\partial}{\partial u_y} \right]^T\) and \(\frac{\partial^2}{\partial u^2} = \frac{\partial}{\partial u} \frac{\partial}{\partial u}^T\). In assuming that the solid is in a state of static-equilibrium, the computation of the rate of change of the total energy function \((-d\Pi/d\hat{a})\) can be made simpler; this specifically affects to the determination of the fracture driving force \(G_s\). Continuing from equation (2.36), the fundamental relationship between \(G_{s_i}\) and the rate of change of \(\Pi(u(\ell), \ell)\) in terms of the length \(\ell_i\) of a specific crack-tip branch \(i \in I_{\text{tip}}\), can be revised as follows:

\[
G_{s_i} = -\frac{d\Pi}{d\ell_i} \\
G_{s_i} = -\frac{\partial}{\partial \ell_i} \frac{d\Pi}{du} \frac{du}{d\ell_i} \\
G_{s_i} = -\frac{\partial}{\partial \ell_i} \tag{2.53}
\]

\(^3\)This is to say that, in general, \(\Pi = \Pi(u, \ell)\) is considered as a function of two independent variables: \(u\) and \(\ell\), but that the relationship \(u = u(\ell)\) is established when static equilibrium of the solid is supposed.
Thus, the result of (2.53) is that the total derivative that appears in the standard definition of $G_{si}$ in equation (2.36) is now reduced to a partial derivative instead. Accordingly, $G_s$ can be determined solely on the geometrical variations of the fracture surface $\Gamma_c(\ell)$ and the material domain $\Omega(\ell)$, as affected by $\delta \ell$. The simplified form of $G_s$ (2.53) combined with the principles that govern fracture growth (2.43) and the static-equilibrium of the solid (2.18), collectively describe the system’s tendency to minimise its total energy $E(u, \ell)$ in terms of the variables $u$ and $\ell$, which can now be considered as a pair of independent variables. Thus, it is useful to express the total energy function in a more general form as:

$$E(u, \ell) = \Pi(u, \ell) + \int G_{ci}(\ell) \, d\ell,$$

(2.54)

where the subtle change from the previous definition of $E$ in equation (2.49) is in considering the displacement field $u$ as independent of the fracture length variable $\ell$. To recapitulate: (i) at any point in time in the fracture evolution process, the total energy of the solid $E(u, \ell)$ is minimised in terms of the displacement field $u$ for static-equilibrium to hold true, and (ii) in the state of static-equilibrium, the evolution of the fracture lengths $\ell$ is such that the total energy $E(u, \ell)$ follows the path of steepest rate of descent. Altogether, the evolution of the mechanical system can be described by the time-continuous minimisation of $E(u, \ell)$ with respect to the variable pair $\{u, \ell\}$. If the evolution process is assumed to be parameterized in terms of the combined fracture length variable $a$, such that $\{u, \ell\} = \{u, \ell\}(a)$, then at a typical instance during fracture growth $a = a^*$, where $a^* \in [a_0, a_\infty]$, the state of the solution is determined by the following set of equations:

$$\begin{cases}
\ell = \int_{a_0}^{a^*} \hat{\ell}(a) \, da \\
u = \arg \min_{u^* \in \mu(\Gamma_c)} E(u^*, \ell) \\
\hat{\ell}_c = \arg \min_{\hat{\ell}_c \in A(\Gamma_c)} \left( \frac{\partial E}{\partial \ell} \right)_{u^*} \cdot \hat{\ell}_c \\
\hat{\ell} = \begin{cases}
\hat{\ell}_c & \text{if } \left( \frac{\partial E}{\partial \ell} \right)_{u^*} \cdot \hat{\ell}_c \leq 0 \\
0 & \text{otherwise}
\end{cases}
\end{cases}$$

(2.55)
A more practical form of (2.55) can be put forth as:

\[
\begin{align*}
\ell &= \int_{a_0}^{a_*} \hat{\ell}(a) da \\
u &= \arg\min_{u_* \in U} \Pi(u_*, \ell) \\
\hat{\ell}_c &= \arg\max_{\hat{\ell}_* \in A} D(u, \ell, \hat{\ell}_*) \\
\hat{\ell} &= \begin{cases} \hat{\ell}_c & \text{if } D(u, \ell, \hat{\ell}_c) \geq 0 \\ 0 & \text{otherwise} \end{cases}
\end{align*}
\] (2.56)

where the dissipation-like term \(D\) is considered as:

\[
D(u, \ell, \hat{\ell}) = (G_s(u, \ell) - G_c(\ell)) \hat{\ell}_i, \quad \text{where } i \in I_{\text{tip}}
\] (2.57)

The system of equations (2.55) serves four key purposes, which can be summarised as follows: to determine (1) the current crack tip branch lengths (given the history of crack evolution), (2) the current equilibrium displacement field, (3) the critical (or the most energetically favourable) crack-tip growth rate, and (4) to determine if this growth rate is indeed possible, i.e. does the total energy of the system decrease or at least stay the same.

In conclusion, the evolution of the mechanical system is determined by the time-continuous minimisation of \(E(u, \ell)\) in terms of the variable pair \(\{u, \ell\}\). Based on this formulation, the fractures and the equilibrium material state can evolve naturally insofar as \(E(u, \ell)\) can be minimised in terms of \(\{u, \ell\}\) for the given external load application.

### 2.4.5 Energy conservation

The crack growth formulation based on the total energy minimisation considers fixed boundary conditions at every point in time in the evolution process. At a given instance, crack growth is favourable provided that the total energy function can decrease or stay constant. The former condition is not energy conserving because it implies that there is

\[\text{This is a more inclusive form of } D \text{ than initially defined in (2.44) as it highlights the relevant variables.}\]
more energy being liberated than is converted to fracture surface energy. On the other contrary, crack growth that is characterised by a constant total energy function upholds the energy conservation principle such that the rate of energy liberation exactly matches the rate of energy dissipation via fracture surface creation. Although energy conservation does not affect the fracture path \textit{per se}, in order to respect the energy conservation principle, the external load is required to adapt appropriately over time such that the total energy stays constant during the entire evolution of the mechanical system.\footnote{The total energy is required to stay constant because the system is considered as an isolated system.} Under these conditions, fracture growth can be considered as \textit{just possible}. For simplicity, it will be supposed that the external load, say $t_0$, can be scaled by a factor $\lambda_t$, such that the effective applied load is: $t = \lambda_t t_0$. For a linear-elastic solid, its potential energy is proportional to the square of the magnitude of the applied load; hence, the same relationship also needs to hold for the crack tip energy release rate by virtue of the relationship in (2.34). Assuming $G_{si} = G_{si}(t_0)$, the load-factor $\lambda_t$ for a particular crack growth configuration $\ell \in \mathcal{A}$ under energy conservation conditions is obtained as:

$$\lambda_t = \sqrt{\frac{G_{ci}}{G_{si} \ell_i}}$$

where $i \in \mathcal{I}_{\text{tip}}$.

### 2.5 Competing crack growth

Concerning the problem of multi-crack growth, it is possible that under certain geometrical and loading conditions the maximum dissipation rate is attained at several crack tips simultaneously. For the so-called problem of \textit{competing crack growth} (CCG), a unique crack growth solution based on the maximum dissipation rate can not be determined because any admissible combination of the critical crack tip extension rates gives an equivalent energy dissipation rate (2.44). For this reason, it is necessary to consider the rate at which the dissipation rate changes with respect to the growth rates of the critical crack tips. Say If $\hat{\ell} = \{\hat{\ell}_i\}$, where $i \in \mathcal{I}_{\text{tip}}^c$, is a set of critical crack tip growth rates, then the rate of change
of energy dissipation is computed as follows:

\[
\frac{dD}{da} \bigg|_{\ell} = \frac{dD}{d\ell} \bigg|_{\ell}
\]

(2.59)

\[
\frac{dD}{da} \bigg|_{\ell} = -\frac{\partial^2 E(\ell)}{\partial \ell_i \partial \ell_j} \dot{\ell}_i \dot{\ell}_j
\]

(2.60)

\[
\frac{dD}{da} \bigg|_{\ell} = \left( -\frac{\partial^2 \Pi(\ell)}{\partial \ell_i \partial \ell_j} + \frac{dG_{ci}}{d\ell_j} \right) \dot{\ell}_i \dot{\ell}_j
\]

(2.61)

The solution to the CCG problem in terms of the favourable crack tip growth rate \( \dot{\ell}_c \in A_c \), is determined as the one that maximises the rate at which the dissipation rate changes:

\[
\dot{\ell}_c = \arg \max_{\ell \in A_c} \frac{dD}{da} \bigg|_{\ell}
\]

(2.62)

Here, \( A_c \subseteq A \) denotes the admissible crack tip growth rates of the set of crack tips that are critical \( I_{\text{tip}}^c \subseteq I_{\text{tip}}; \ A_c \) is, therefore, analogous to the definition of \( A \) in equation (2.32):

\[
A_c = \left\{ \dot{\ell} : \forall i \in I_{\text{tip}}, \ \dot{\ell}_i \in [0, 1] \text{ subject to } \sum_{i \in I_{\text{tip}}} \dot{\ell}_i = 1 \right\}
\]

(2.63)

The crack tips in the set \( I_{\text{tip}}^c \) are assumed to satisfy the condition of critical dissipation:

\[
\forall j \in I_{\text{tip}}^c, \quad D_j = \max_{\forall i \in I_{\text{tip}}} D_i
\]

(2.64)

Before the CCG problem is tackled, it is useful to address the concept of fracture stability, which is characterised by the sign of \( \frac{dD}{da} \bigg|_{\ell} \), as it play an important part in the solution.

### 2.5.1 Stability of cracks

The rate of change of dissipation (2.61) describes the property of stability of a fracture extension. The concept of fracture growth stability refers two possible fracture growth regimes, namely: one that is stable and one that is unstable. The terms are respectively used
to describe a decreasing and an increasing (or an otherwise constant) rate of dissipation:

stable growth : \( \frac{dD}{da} \bigg|_\ell < 0 \) \hspace{1cm} (2.65)

unstable growth : \( \frac{dD}{da} \bigg|_\ell \geq 0 \) \hspace{1cm} (2.66)

The significance of fracture stability, for a crack tip near the threshold of satisfying the fracture growth criterion (2.50), is as follows. If fracture growth is stable (2.65) then given a small load increment there exists an equilibrium fracture front position that the crack tip will advance to and subsequently arrest. Conversely, if fracture growth is unstable (2.66), an equilibrium fracture front position does not exist upon the application of a load increment. Thus, in the unstable case (2.66), crack growth may persist indefinitely. The classification of fracture growth stability can also serve as a means to interpret the local curvature of the total energy function \( E(\ell) = E(u(\ell), \ell) \) with respect to the evolution of the fracture lengths \( \ell \). Figure 2.3 illustrates two different behaviours of \( E(\ell) \) corresponding to a stable and an unstable evolutions of cracks. However, in order to characterize the shape of \( E(\ell) \) with respect to all tip perturbations that preserve the current fracture area, the following three cases can be defined in reference to the stability of the fracture front:

stable fracture front : \( \frac{\partial^2 E}{\partial \ell_i \partial \ell_j} \delta \ell_i \delta \ell_j > 0 \), \( \forall \delta \ell \in \mathbb{R}^{n_{tip}} \) s.t. \( \sum_{i=1}^{n_{tip}} \delta \ell_i = 0 \) \hspace{1cm} (2.68)

unstable fracture front : \( \frac{\partial^2 E}{\partial \ell_i \partial \ell_j} \delta \ell_i \delta \ell_j \leq 0 \), \( \forall \delta \ell \in \mathbb{R}^{n_{tip}} \) s.t. \( \sum_{i=1}^{n_{tip}} \delta \ell_i = 0 \) \hspace{1cm} (2.69)

partially stable front : \( \frac{\partial^2 E}{\partial \ell_i \partial \ell_j} \delta \ell_i \delta \ell_j \geq 0 \), \( \exists \delta \ell \in \mathbb{R}^{n_{tip}} \) s.t. \( \sum_{i=1}^{n_{tip}} \delta \ell_i = 0 \) \hspace{1cm} (2.70)

The nature of unstable crack growth can conflict with the the quasi-static assumption of the evolution of the mechanical system because a quasi-static model typically relies on the load to increase for the system to progress in time. This naturally implies stable crack growth. However, for the quasi-static assumption to make physical sense in the unstable case, the magnitude of the applied load, say \( \lambda_t \), is required to decrease at such a rate that the dissipation term has a net tendency to decrease as well. In general, to ensure that a quasi-static process is physically possible, the following inequality needs to be satisfied at the time of growth:

\[
\frac{\partial D}{\partial \ell} + \frac{\partial D}{\partial \lambda_t} \frac{d \lambda_t}{d \ell} < 0
\]

\[
\frac{d \lambda_t}{d \ell} < - \left( \frac{\partial D}{\partial \lambda_t} \right)^{-1} \frac{\partial D}{\partial \ell}
\]  

(2.67)

The reason is as follows. If the strain energy release rate \( G_s(\ell) \) at the instance of crack growth increases faster than the critical energy release rate of the material \( G_c(\ell) \), i.e. \( dD/d\ell > 0 \), then, by virtue of energy conservation, the solid will start-to-begin to gain kinetic energy \( U_k(\ell) \) such that \( d^2U_k/d\ell^2 = dD/d\ell \). This can in turn undermine the quasi-static assumption regarding the slow evolution of the mechanical system.
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\[ E(u, \ell = \text{const.}) \]

\[ \frac{d^2 E}{d\ell^2} > 0 \]

(a) Stable crack growth: \[ \frac{dD}{d\ell} < 0 \]

\[ \frac{d^2 E}{d\ell^2} < 0 \]

(b) Unstable crack growth: \[ \frac{dD}{d\ell} > 0 \]

**Figure 2.3:** Stable (a) and unstable (b) crack growth with the corresponding behaviours of the energy function \( E(u(\ell), \ell) \). Note that a constant external load is supposed and that a decreasing total energy function simply means that there is available energy for crack growth (given the assumed load).

Therefore, a stable fracture front corresponds to a (locally) convex \( E(\ell) \), an unstable front is associated with a concave \( E(\ell) \), whereas a partially stable front results when \( E(\ell) \) is a saddle function. Note that the total (combined) fracture length of the fracture configuration is unchanged. In other words, the admissible perturbations include both positive and negative variations in the crack lengths such that the total fracture length is preserved.

The behaviour of \( E(\ell) \) plays an important part in the solution to the competing crack growth (CCG) problem whereby several crack tips attain the maximum dissipation rate. Since a unique solution to the crack tip growth rates is not possible based on the maximum dissipation rate alone, it becomes necessary to consider the rate at which the dissipation rate changes. This ultimately leads to solve an optimisation problem for which a closed-form analytical solution is difficult. Therefore, an efficient numerical technique will typically exploit the properties of the curvature of the total energy function, i.e. the stability property of the critical part of the fracture front (2.68) - (2.70). Several effective solution methods to solve the CCG problem are proposed in the subsequent section.
2.5.2 Crack growth solution

The solution to the competing crack growth (CCG) problem, as stated in equation (2.62), are the crack tip extension rates \( \hat{\ell} \in \mathcal{A}_c \) that maximise the rate at which the dissipation rate changes. From a mathematical viewpoint, the CCG problem can be considered as a constrained quadratic optimisation problem. This is because the crack tip extension rates appear in a quadratic form in the expression of \( \frac{dD}{dt} |_{\hat{\ell}} \) in equation (2.61), and the constraints on the solution arise by having to consider the admissible space of the critical crack tip extension rates \( \mathcal{A}_c \), as defined in (2.63). The constraints are, namely: (1) the crack tip growth rates must add-up to a unit growth rate (i.e. \( \sum_{i \in \mathcal{I}_{c\text{tip}}} \hat{\ell}_i = 1 \)), and (2) the growth rates must be non-negative (i.e. \( \hat{\ell}_i \geq 0 \ \forall \ i \in \mathcal{I}_{c\text{tip}} \)). Consequently, the CCG problem can be postulated in a way that better lends itself to the mathematical treatment; that is, by explicitly stating the objective function to be maximised and the constraints to be satisfied:

\[
\begin{align*}
\text{objective : } & \quad \max \Psi(v) = \frac{1}{2} H_{sij} v_i v_j \\
\text{subject to : } & \quad C(v) \equiv v_i e_i - 1 = 0, \\
& \quad v_i \geq 0 \ \forall \ i \in \mathcal{I}_{c\text{tip}}
\end{align*}
\tag{2.71}
\]

In (2.71), the objective function to be maximised is \( \Psi(v) \). \( C(v) \) defines the equality constraint to be satisfied by any trial fracture growth rate \( v = \{v_i\} \), where \( i \in \mathcal{I}_{c\text{tip}} \). Additionally, the condition of fracture growth irreversibility is enforced by requiring that \( v_i \geq 0 \ \forall i \in \mathcal{I}_{c\text{tip}} \). The constant term \( H_{sij} \), where \( i, j \in \mathcal{I}_{c\text{tip}} \), corresponds to the negative element of the Hessian matrix of the total energy function \( E(\ell) \) that is evaluated for the particular fracture front configuration at hand; specifically:

\[
\begin{align*}
H_{sij} &= -\frac{\partial^2 \mathcal{E}(\ell)}{\partial \ell_i \partial \ell_j} \\
H_{sij} &= -\frac{\partial^2 \Pi(\ell)}{\partial \ell_i \partial \ell_j} + \frac{\partial G_{c\ell}}{\partial \ell_j}
\end{align*}
\tag{2.72}
\tag{2.73}
\]

The constraint of a unit combined fracture growth rate that any solution \( v \) needs to satisfy is enforced via the equality constraint equation \( C(v) = 0 \). In addition, the constraint of a
non-negative fracture growth rate is imposed via the inequality constraint \( v_i \geq 0 \), where \( i \in I_{tip} \). Finally note that the fraction “\( 1/2 \)” in equation (2.71) is introduced purely for the convenience in applying a suitable solution methodology. Since the analytical solution to the CCG problem (2.71) is difficult, a numerical approach will need to be applied instead. In order to solve the CCG problem efficiently, a numerical scheme will have to be based around the particular shape (or curvature) of \( \Psi(v) \) within the confines of the feasible solution space, as defined by the constraint conditions in (2.71). Within this solution space, the function \( \Psi(v) \) can be downward-convex (concave), upward-convex (convex) or a generalised saddle function. These three behaviours of \( \Psi(v) \) can be generalised as stable (2.68), unstable (2.69), and partially (un)stable (2.70) fracture front configurations, respectively. In the vicinity of a feasible solution \( v \geq 0 \) the curvature of \( \Psi(v) \) can be examined by assessing its second variation subject to satisfying \( C(v) = 0 \):

\[
\delta^2 \Psi = H_{sij} \delta v_i \delta v_j \quad \forall \delta v : \delta v_i \nabla C_i = 0, \tag{2.74}
\]

where the gradient of \( C(v) \) is simply a vector of ones, i.e. \( \nabla C \equiv e \). In (2.74), the equality-constraint reduces the available space of the variation \( \delta v \) by requiring that it be orthogonal to the gradient of \( C(v) \), i.e. \( \delta v_i \nabla C_i = 0 \). Therefore, the type of curvature that \( \Psi(v) \) can exhibit along any feasible perturbation \( \delta v \) is determined by the definitiveness of the second order term \( \delta^2 \Psi(V^*) = H_{sij} V_i^* V_j^* \) for all real-valued vectors \( V^* \) that satisfy \( V_i^* \nabla C_i = 0 \). To this end, \( V^* \) can be constructed from any same-dimension real-valued vector \( V \) by subtracting \( V \)’s component in the direction of \( \nabla C \); therefore, \( V^* \) can be given as shown:

\[
V^* = \left( I - \frac{\nabla C \nabla C^T}{\nabla C^T \nabla C} \right) V \tag{2.75}
\]

The definitiveness of \( \delta^2 \Psi(V^*) = H_{sij} V_i^* V_j^* \), where \( V^* \) is constrained, can be effectively described in terms of that of \( \delta^2 \Psi^*(V) = H_{sij}^* V_i V_j \), where \( V \) is unconstrained and where the matrix \( H_{sij}^* \) is the projection of \( H_s \) on the feasible solution plane; hence, \( H_{sij}^* \) is given as:

\[
H_{sij}^* = \left( I - \frac{\nabla C \nabla C^T}{\nabla C^T \nabla C} \right)^T H_s \left( I - \frac{\nabla C \nabla C^T}{\nabla C^T \nabla C} \right) \tag{2.76}
\]
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Figure 2.4: Three instances of a pair of competing cracks, each showing a different shape of the objective function $\Psi(v)$ with its behaviour highlighted within the feasible solution space. The surface of $\Psi(v)$ is governed by $H_s$, whereas its behaviour within the feasible solution space is governed by $H_s^*$. It is remarked that the resulting symmetric matrix $H_s^*$ is semidefinite because at least one eigenvalue is zero, e.g. $\nabla C_i H_s^*_{ij} \nabla C_j = 0$. Nonetheless, the signs of the remaining eigenvalues of $H_s^*$ can be used to characterise the relevant behaviour of $\Psi(v)$ within the feasible solution space. Therefore, $\Psi(v)$ is convex with respect to $v$, subject to $C(v) = 0$, if $H_s^*$ is positive semidefinite (i.e. all the remaining eigenvalues of $H_s^*$ are positive); $\Psi(v)$ is concave if $H_s^*$ is negative semidefinite (i.e. the eigenvalues are negative); $\Psi(v)$ is a saddle function if $H_s^*$ is indefinite (i.e. the eigenvalues are of mixed signs).

The stability property of the fracture front can be characterised using $H_s^*$ in the same way. Thus, the fracture front is stable if $H_s^*$ is negative semidefinite; the fracture front is unstable if $H_s^*$ is positive semidefinite; the fracture front is partially (un)stable if $H_s^*$ is indefinite. Figure 2.4 illustrates the usefulness of $H_s^*$ in describing the relevant behaviour of $\Psi(v)$ for a few different instances involving a pair of competing crack tips.

The following subsections delineate numerical solution methods for solving the competing crack growth problem (2.71) for arbitrary numbers of competing crack tips. The numerical solution methodologies are tailored based on the stability property of the critical crack tips. Consequently, solution are provided for the three cases of: stable (2.68), unstable (2.69), and partially (un)stable (2.70) fracture front configurations.
Fracture front is unstable

The simplest case arises when the critical fracture front is unstable (2.69). In this case, $H_s^*$ is positive semidefinite by reason that it has no negative eigenvalues. The solution $v$ that maximises $\Psi(v)$ can be determined by inspection of $H_s$ alone; specifically, the solution is obtained as $v_{i^*} = 1$ where $i^* \in T_{\text{tip}}$ is the tip that corresponds to the largest entry on the main diagonal of $H_s$, i.e. $i^* = \arg\max_{i \in T_{\text{tip}}} H_{si}$. Figure 2.4c illustrates the particular case.

Under these conditions, only a single crack tip can advance since only then does the growth maximise the objective function $\Psi(v)$ subject to satisfying the constraints. This has an important implication concerning symmetric problems where there are at least a few critical crack tips; specifically, it reveals that the symmetric fracture advance is unstable since an asymmetric solution (growth at one crack tip) is energetically favoured better. Case in point is a 2D problem with a center crack subjected symmetric boundary conditions such that $H_{s11} > H_{s12}$, and where $H_{s11} = H_{s22}$ and $H_{s12} = H_{s21}$. An analogous case is depicted in Figure 2.4c. Firstly, by assuming a symmetric solution, i.e. $v_1 = v_2 = \frac{1}{2}$, the objective function acquires the value $\Psi_{\text{sym}} = \frac{1}{8}(H_{s11} + H_{s22} + 2H_{s12})$. On the other hand, assuming an asymmetric solution, i.e. growth of only one crack tip, gives $\Psi_{\text{asym}} = \frac{1}{2}H_{s11} = \frac{1}{2}H_{s22}$. The difference in $\Psi$ is therefore $\Psi_{\text{asym}} - \Psi_{\text{sym}} = \frac{1}{2}H_{s11} - H_{s12} > 0$. This proves that the 2D problem favours an asymmetric solution, i.e. growth of only one crack tip, rather than a symmetric solution, i.e. simultaneous growth of both crack tips.

Fracture front is stable

When the fracture front is stable (2.68), the matrix $H_s^*$ is negative semidefinite, i.e. $H_s^*$ has no positive eigenvalues. As a result, the function $\Psi(v)$ is concave (convex-down) within the feasible solution space. To find $v$ that maximise $\Psi(v)$ (or that causes $\Psi(v)$ to decrease least) requires to solve the constrained quadratic optimisation problem (2.71). Since a closed-form solution is difficult by virtue of the inequality constraint, a more practical approach is to apply an iterative solution scheme. One such technique that is well suited for handling inequality constrains is the active-set method for convex quadratic
programming problems [210]. The method consists of first making a feasible guess for the initial solution (such that it satisfies all constraint conditions), then seeking to improve it in a series of equality-constrained optimizations. In more detail, the algorithm at iteration step \( k \) projects the current solution \( v^k \) for a set of crack tips \( W^k \subseteq T^c \) (called the working-set) along a feasible direction \( d^k \) that maximises the objective function, subject to all equality constraints being met. The extent to which the solution is advanced along \( d^k \) is determined by a weight factor \( w^k \) such that the objective function \( \Psi(v^k + w^k d^k) \) is either maximised locally (i.e. reaches an extremum) or it is maximised up to the point the solution hits an inequality constraint. When it is the latter cause, the subsequent iteration \( k + 1 \) treats the about-to-fail inequality constraint as an equality constraint. This effectively leads to a reduced working set \( W^{k+1} = W^k \setminus \{i\} \) of tips in the incremental solution process.

It is remarked that the inequality constraints only provide the bounds to the extent the solution can be projected towards the maximum value of \( \Psi^{k+1} \) for a working-set \( W^k \) at step \( k \). Therefore, insofar as it concerns the problem of determining the optimum marching direction, the method of Lagrangian multipliers can be applied directly since the problem at hand is an equality-constrained optimisation. As such, the Lagrangian at step \( k \) reads:

\[
\mathcal{L}(v^{k+1}, \lambda^{k+1}) = \frac{1}{2} H_{sij} v_i^{k+1} v_j^{k+1} + \lambda^{k+1} (e_i v_i^{k+1} - 1), \quad \text{for } i, j \in W^k \quad (2.77)
\]

The solution to \( \{v^{k+1}, \lambda^{k+1}\} \) corresponds to the stationary point of the Lagrangian. Taking the variation of \( \mathcal{L}(v^{k+1}, \lambda^{k+1}) \) with respect to each variable in turn produces two equations:

\[
H_{sij} v_j^{k+1} + e_i \lambda^{k+1} = 0 \quad (2.78)
\]

\[
e_i v_i^{k+1} - 1 = 0 \quad (2.79)
\]

Solving (2.78) and (2.79) will yield the solution to the idealised rate of fracture advance, \( v^{k+1} \). The solution \( v^{k+1} \) is termed idealised because the requirement for a strictly non-negative solution is unenforced. Nonetheless, the solution advance direction \( d^k = v^{k+1} - v^k \) at
iteration step $k$ can be used. In this case, $d^k$ can be shown to take the following form:

$$d_i^k = \frac{H_{s}^{-1}}{H_{s}^{-1} e_i e_j - v_i^k} e_j$$ for $i \in W^k$$ \quad (2.80)$$

The amount the current solution $v^k$ is advanced along the direction $d^k$ is determined by the weight-factor $w^k \in [0, 1]$ such that the new solution is $v^{k+1} = v^k + w^k d^k$. The weight factor $w^k$ is computed based on the distance from the current solution $v^k$ to the most imminent boundary of any inequality constraint such that $v_i^{k+1} \geq 0$ for $i \in W^k$. This leads to the following expression for the maximum (positive) value of the weight:

$$w^k = \min \left( \left\{ \frac{v_i^k}{-d_i^k}, 1 \right\} \right), \quad \text{where } i \in W^k$$ \quad (2.81)$$

**Fracture front is partially stable**

For the general case of a partially stable fracture front (2.70), the matrix $H_{s}^*$ is indefinite, i.e. $H_{s}^*$ has eigenvalues of mixed signs. As a result, the function $\Psi(v)$ behaves as a generalised saddle function within the feasible solution space. This, in turn, prevents the two previously delineated techniques from being used effectively since they are limited to convex problems only. The non-convexity of $\Psi(v)$ gives rise to a solution space that can contain many extrema, among which it can prove difficult to determine the solution that globally maximises $\Psi(v)$. For this reason it may be necessary to examine all stationary solutions as well as the solutions that lie on the vertices of the feasible domain. In order to solve the present variant of the CCG problem (2.71), we adopt a gradient-based solution methodology. Specifically, the solution advance direction is determined as the projection of the gradient of $\Psi(v)$ on the plane that is orthogonal to $\nabla C$. The solution $v^k$ at iteration step $k$ is advanced following the active-set framework, as described in Section 2.5.2; however, any chance of downward convexity of $\Psi$ along a particular solution advance directions is exploited. In this formulation, the solution advance vector $d^k$ can be obtained as:

$$d_i^k = \left( \delta_{ij} - \frac{\nabla C_i \nabla C_j}{\nabla C_q \nabla C_q} \right) \nabla \Psi_j^k, \quad \text{where } i, j, q \in W^k$$ \quad (2.82)$$
where the gradient of the objective function is $\nabla \Psi^k_i = H_{sij} v_j^k$. Since the gradient of the equality constraint is a vector of ones, i.e. $\nabla C_i = e_i$, equation (2.82) can be simplified to:

$$d_i^k = \nabla \Psi^k_i - \text{mean}(\nabla \Psi^k)$$ (2.83)

The solution is projected along $d^k$ using the weight factor $w^k \in [0, \infty)$ to the extent that no inequality constraint is violated, i.e. $v_i^{k+1} = v_i^k + w^k d_i^k \geq 0$ for $i \in W^k$. Thus, $w^k$ is similar to that in (2.81), though the upper-bound $w^k \leq 1$ can be omitted so long as $\Psi(v^k + w^k d^k)$ is upward-convex with respect to $w^k$, i.e. $H_{sij} d_i^k d_j^k > 0$; hence, the solution for $w^k$ reads:

$$w^k = \min \left( \left\{ \frac{v_i^k}{-d_i^k} \right\} \right), \text{ where } i \in W^k$$ (2.84)

In case $\Psi(v^k + w^k d^k)$ is downward-convex with respect to $w^k$, i.e. $H_{sij} d_i^k d_j^k < 0$, an optimum weight factor $w^k$ can be determined via a line-search technique. The locally optimal value of the weight factor $w^k$ is obtained by solving for stationarity value of $\Psi(v^k + w^k d^k)$ with respect to $w^k$ while minding the inequality constrains via (2.84):

$$w^k = -\frac{H_{sij} d_i^k v_j^k}{H_{sij} d_i^k d_j^k}, \text{ provided } H_{sij} d_i^k d_j^k < 0 \text{ and }$$

$$\text{subject to } w^k < \min \left( \left\{ \frac{v_i^k}{-d_i^k} \right\} \right), \text{ where } i, j \in W^k$$ (2.85)

It is reminded that the converged solution $v^n$, when $n \to \infty$, can depend on the initial (trial) solution $v^0$. For this reason, it is generally required to assess different starting points, e.g. the vertices of the feasible solution space, in order to safe-guard against a converged solution that may only be locally optimal. A pseudo-code of the algorithm for solving the competing crack growth problem (2.71) for the general case of a partially (un)stable fracture front is provided in Appendix A.2.

The subsequent section is concerned with the problem of the crack kink direction. Crack kinking based on the maximum dissipation rate is considered first. The governing principle is then extended to finite crack extensions whereby the crack tip branch direction is determined as the direction that minimises (on average) the total energy of the system.
2.6 Direction of crack growth

In a 2D framework, the incipient growth direction of any crack tip \( i \in I_{\text{tip}} \) can be specified in terms of the crack tip growth angle \( \theta_i \) (or, alternatively, in terms of the crack tip angle of kink \( \Delta \theta_i \)). If \( \delta \ell \in \mathbb{R}^n_0 \) consists of \( n \) small crack tip extensions, i.e. \( \delta \ell_i \to 0^+ \forall i \in W \), where \( W \subseteq I_{\text{tip}} \), then minimising the total energy \( E(\delta \ell, \Delta \theta) \) with respect to \( \Delta \theta \) is equivalent to finding \( \Delta \theta \) that maximises the incipient energy dissipation rate \( D(\ell, \Delta \theta) \equiv D_i(\ell, \Delta \theta_i) \hat{\ell}_i \):

\[
\begin{align*}
\min_{\Delta \theta \in \mathbb{R}^n} E(\ell + \delta \ell, \Delta \theta) & \equiv \left[ \min_{\Delta \theta \in \mathbb{R}^n} E(\ell + \delta \ell, \Delta \theta) \right] - E(\ell) \quad (2.86) \\
\min_{\Delta \theta \in \mathbb{R}^n} E(\ell + \delta \ell, \Delta \theta) & \equiv \min_{\Delta \theta \in \mathbb{R}^n} \frac{\sum_{i \in W} \delta \ell_i}{\delta a} \quad (2.87) \\
\min_{\Delta \theta \in \mathbb{R}^n} E(\ell + \delta \ell, \Delta \theta) & \equiv \min_{\Delta \theta \in \mathbb{R}^n} \frac{\partial E(\ell, \Delta \theta)}{\partial \ell_i} \frac{d \ell_i}{d a} \quad (2.88) \\
\min_{\Delta \theta \in \mathbb{R}^n} E(\ell + \delta \ell, \Delta \theta) & \equiv \max_{\Delta \theta \in \mathbb{R}^n} D_i(\ell, \Delta \theta_i) \frac{d \ell_i}{d a} \quad (2.89) \\
\min_{\Delta \theta \in \mathbb{R}^n} E(\ell + \delta \ell, \Delta \theta) & \equiv \max_{\Delta \theta \in \mathbb{R}^n} D(\ell, \Delta \theta) \quad (2.90)
\end{align*}
\]

For \( D(\ell, \Delta \theta) \) to be maximum, the individual crack tip energy dissipation rates \( D_i(\ell, \Delta \theta_i) \) must be maximum regardless of the relative crack tip growth rates \( \hat{\ell}_i = d \ell_i / d a \) for \( i \in W \):

\[
\begin{align*}
\min_{\Delta \theta \in \mathbb{R}^n} E(\delta \ell, \Delta \theta) & \equiv \max_{\Delta \theta \in \mathbb{R}^n} D_i(\ell, \Delta \theta_i) \frac{d \ell_i}{d a} \quad (2.91) \\
\min_{\Delta \theta \in \mathbb{R}^n} E(\delta \ell, \Delta \theta_i) & \equiv \max_{\Delta \theta \in \mathbb{R}^n} D_i(\ell, \Delta \theta_i) \quad \forall i \in W \quad (2.92)
\end{align*}
\]

Consequently, the solution to the crack tip extension directions is the solution that maximises the individual crack tip energy dissipation rates (2.92). In other words, based on the principle of maximum dissipation (2.45), any crack tip \( i \in I_{\text{tip}} \) has a preferred growth direction that locally maximises \( D_i(\theta_i) = G_{si}(\theta_i) - G_{ci}(\theta_i) \). The optimality condition for \( \theta_i \), in the sense of a maximum \( D_i(\theta_i) \), can be formulated as the following stationary condition:

\[
\frac{d D_i}{d \theta_i} = 0, \quad \text{subject to} \quad \frac{d^2 D_i}{d^2 \theta_i} < 0 \quad (2.93)
\]
where it is assumed that $D_i(\theta_i)$ is a concave function of $\theta_i$. Alternatively, (2.93) can be formulated as a principle of stationary (minimum) total energy $E(\Delta \ell_i, \theta_i)$ with respect to the sweeping crack tip extension $\Delta \ell_i > 0$ through the angle $\theta_i$ in the limit the extension tends to zero, i.e. $\Delta \ell_i \to 0^+$. This alternative form can be obtained directly from (2.93) by integrating $D_i = -dE/d\ell_i$ with respect to $\ell_i$ over the infinitesimal crack tip extension $\Delta \ell_i$:

$$\lim_{\Delta \ell_i \to 0^+} \left( -\frac{dE}{d\theta_i} \bigg|_{\Delta \ell_i} \right) = 0, \quad \text{subject to} \quad \lim_{\Delta \ell_i \to 0^+} \left( -\frac{d^2E}{d\theta_i^2} \bigg|_{\Delta \ell_i} \right) < 0 \quad (2.94)$$

For the purpose of notational convenience, let us define a variable $D_{\theta_i}$ to represent the average rotational dissipation of the fracture extension $\Delta \ell_i$ with respect to its angle $\theta_i$:

$$D_{\theta_i} = -\frac{dE}{d\theta_i} \bigg|_{\Delta \ell_i} \quad (2.95)$$

The rotational dissipation term $D_{\theta_i}$ describes how the total energy $E$ of the mechanical system changes with respect to the rotation of the crack tip extension $\Delta \ell_i$ in terms of its angle of kink $\theta_i$. Substituting (2.95) in (2.94) gives the criterion for the incipient crack growth angle $\theta_i$ in terms of the fracture state of zero rotational dissipation:

$$\lim_{\Delta \ell_i \to 0^+} D_{\theta_i} = 0, \quad \text{subject to} \quad \lim_{\Delta \ell_i \to 0^+} \left( \frac{dD_{\theta_i}}{d\theta_i} \right) < 0, \quad (2.96)$$

To sum up, the fundamental crack-growth direction criterion in (2.93), which is based on the principle of maximum dissipation, has been reformulated in (2.94) as a minimum total energy principle that considers the angle of a virtual crack tip extension. The state of minimum total energy has been equivalently represented in (2.96) as the state of a vanishing rotational dissipation $D_{\theta_i}$ with respect to the crack tip extension angle $\theta_i$. The main advantage of the minimum energy formulation (2.96) over the maximum dissipation principle (2.93) is that it is readily extensible to finite crack increments (i.e. a discrete framework) by disregarding the limit of a vanishing $\Delta \ell$ in the computations.

---

$^7$ As the fracture increments are assumed to be vanishingly small, their mutual interactions are irrelevant; hence, to assert $\forall i \in \mathcal{I}_{\text{tip}}$ that $\theta_i$ is optimal in terms of $D_{\theta_i} = 0$, it suffices to determine that $dD_{\theta_i}/d\theta_i < 0$. 

---
2.7 The case of a constant $G_c$

In Chapter 3, the evolution problem of the mechanical system will be solved within a discrete framework. The special case of a material with a constant critical energy release rate will be considered for simplicity. Although some generality of the problem is lost as a result of the simplification, the fundamental principles governing the discrete problem and its solution are unchanged. The following subsections provide the simplified forms of the equations governing the evolution of crack lengths (2.56) and crack tip kinking (2.96).

**Evolution of crack lengths**

Assuming a constant material $G_c$, the total energy function $E(u, \ell)$ (2.54) can be written as:

$$E(u, \ell) = \Pi(u, \ell) + G_c \sum_{i=1}^{n_{tip}} \ell_i$$

Then the solution $\{u, \ell\}(a)$ at a particular instance in the fracture evolution process $a = a^*$, where $a^* \in [a_0, a_\infty]$, is governed by the following set of equations:

$$\begin{align*}
\ell &= \int_{a_0}^{a^*} \dot{\ell}(a) da \\
u &= \arg \min_{u_c \in U(\Gamma_c)} \Pi(u_c, \ell) \\
\dot{\ell}_c &= \arg \max_{\ell_c \in A(\Gamma_c)} \left(G_s \dot{\ell}_c i\right) \\
\dot{\ell} &= \begin{cases} 
\dot{\ell}_c & \text{if } G_s \dot{\ell}_c i \geq G_c \\
0 & \text{otherwise}
\end{cases}
\end{align*}$$

In (2.98), the critical fracture path $\ell_c = \int_{a_0}^{a_\infty} \dot{\ell}_c da$ is determined by the time-continuous maximisation of the energy release rate $G_s = G_s \dot{\ell}_c i$, subject to satisfying static equilibrium. Crack growth takes place if there is sufficient fracture driving force $G_s$ to overcome the material resistance $G_c$ (however, the principle of energy conservation requires $G_s \leq G_c$).
Direction of crack growth

For a material with a constant $G_c$, the equations governing crack kinking can be simplified. Firstly, the criterion for the incipient crack tip kink angle $\theta_i$ can be written as follows:

$$\frac{dG_{si}}{d\theta_i} = 0, \text{ subject to } \frac{d^2G_{si}}{d^2\theta_i} < 0 \quad (2.99)$$

The alternative form of (2.99) in terms of the minimum potential energy $\Pi(\Delta\ell_i, \theta_i)$ is obtained by integrating $G_{si} = -\frac{d\Pi}{d\ell_i}$ with respect to $\ell_i$ over the extension $\Delta\ell_i \to 0^+$:

$$\lim_{\Delta\ell_i \to 0^+} \left( -\frac{d\Pi}{d\ell_i} \bigg|_{\Delta\ell_i} \right) = 0, \text{ subject to } \lim_{\Delta\ell_i \to 0^+} \left( -\frac{d^2\Pi}{d\theta_i^2} \bigg|_{\Delta\ell_i} \right) < 0 \quad (2.100)$$

Next, it is useful to define a new variable $G_{\theta_i}$ as the rotational energy release rate of the fracture extension $\Delta\ell_i$ with respect to its kink angle $\theta_i$:

$$G_{\theta_i} = -\frac{d\Pi}{d\theta_i} \bigg|_{\Delta\ell_i} \quad (2.101)$$

Finally, the crack tip kinking criterion in terms of a vanishing rotational energy release rate is obtained by substituting (2.101) into (2.100):

$$\lim_{\Delta\ell_i \to 0^+} G_{\theta_i} = 0, \text{ subject to } \lim_{\Delta\ell_i \to 0^+} \left( \frac{dG_{\theta_i}}{d\theta_i} \bigg|_{\Delta\ell_i} \right) < 0 \quad (2.102)$$

2.8 Summary

This chapter has mainly focused on three issues: the problem of static equilibrium of an elastic solid, the principle governing fracture behaviour (according to Griffith’s theory), the problem of competing crack growth, and the alternative formulation of the crack growth direction criterion (which was still based on Griffith’s theory).
Firstly, the problem of static equilibrium of a pre-cracked linear-elastic solid was formulated in what is called the weak-form (2.18). The solution to the weak-form satisfies the equilibrium equations in an integral sense rather than point-wise; this has the great advantage of reducing the smoothness requirement of the trial displacement field $u$, which allows for the first derivatives of $u$ to be discontinuous. The practical consequence is that the weak solution can naturally capture solutions with discontinuous strains, such as those appearing across material interfaces. Otherwise, if the elastic coefficients (2.9) are spatially continuous functions, then the weak form implies the strong form (2.1), i.e. the weak solution coincides with the strong. It was shown that the weak form could be interpreted as a variational statement (2.20) that described when a particular functional $\Pi(u)$, called the potential energy of the mechanical system, was stationary (2.19) in terms of $u$. Since $\Pi(u)$ is generally convex, the static-equilibrium solution $u$ is one that minimises $\Pi(u)$.

The problem of fracture growth within the framework of linear-elastic fracture mechanics (LEFM) was considered next. In this context, a crack is represented by a zero thickness discontinuity in the displacement field and the solid is assumed to be perfectly brittle, i.e. internal (elastic) energy dissipation is through fracture surface energy alone (Section 1.3). It was assumed that the fracture behaviour was governed by Griffith’s law (2.41), which states that a crack grows when the fracture driving force (i.e. the fracture energy release rate) (2.39) overcomes the resistance of the material (i.e. the critical energy release rate) (2.40). Within the LEFM framework, Griffith’s law (2.41) was shown to naturally lead to the principle of maximal energy dissipation (2.43) with respect to the increase in the total fracture length (2.29). Subsequently, the problem of fracture evolution was posed as a time-continuous minimisation (2.55) of the so-called total-energy functional (2.54) whereby the total energy is minimised with respect to the increase in the total fracture length.

In case of competing crack growth, which is defined as the instance when multiple crack tips have equivalent energy dissipation rates (2.44), the condition of maximum energy dissipation rate (2.43) is no longer sufficient to determine the critical competing crack growth solution because any admissible solution (2.63) yields an equivalent energy dissipation rate. In order to effectively apply the principle of maximal energy dissipation to determine the critical competing crack growth solution, it is required to consider higher
order terms in the total energy function (2.61). This means that the critical solution needs to maximise the rate of energy dissipation (2.62) with respect to the increase in the total fracture length. This leads to a quadratic constrained optimisation problem (2.71) for the solution of the competing crack tip growth rates (2.31). Three solution methods were proposed to tackle the three different cases of competing crack growth. The choice of a particular solution approach was tailored to the curvature of the total energy function; specifically, whether the energy function was convex, concave or a generalised saddle function. These three behaviours of the energy function were described in terms of a physically more meaningful classification of the fracture configuration; specifically, weather the fracture front was stable (2.68), unstable (2.69), or partially stable (2.70).

Finally, the direction of crack growth was considered in line with the maximum total energy dissipation principle. Since the global maximality condition (2.90) automatically implies local maximality (2.92), the incipient direction of crack growth can be determined separately for each crack tip, regardless of crack tip extension rates (2.31). The principle of maximum local dissipation (2.93) with respect to the incipient crack growth direction was reformulated in a more convenient form stating that the total energy function had to be minimised with respect to the extension direction of an infinitesimal crack branch (2.94). At this point, it was convenient to introduce the concept of rotational dissipation (2.95) to define the rate at which the total energy of the system decreased with respect to the rotation of a fracture extension (2.94). Subsequently, the minimum total energy principle could be posed as the principle of vanishing rotational dissipation (2.96).

The main advantage of determining multiple crack evolutions based on the energy minimisation approach (2.55) is that the method can be applied to the discrete framework (i.e. for finite crack extensions) more robustly and yet more easily than the principle of maximal dissipation (2.43). This is because both the static-equilibrium and the fracture evolution problems can be solved just by minimising the total energy of the system.
Chapter 3

Discrete Solution
3.1 Introduction

As described in Section 2.4.4, the evolution of fracture lengths is governed by the time-continuous minimisation of the total energy function $E(u(a), \ell(a))$ with respect to $a$, where $a \in [a_0, a_\infty]$ is the combined fracture length variable, which also parametrises the time-line of the fracture evolution process. Let us first consider the evolution of the mechanical system in terms of the variable triplet $\{u, \ell, \theta\}(a)$ as a rate problem. In this case, the solution to $\{u, \dot{\ell}, \Delta \theta\}(a)$, where $\dot{\ell}$ are the relative crack tip extensions rates (2.31), is theoretically obtained as follows: (1) determine the equilibrium displacement field $u(a)$ for the current fracture configuration $\Gamma_c(a)$ (2.19), (2) determine the optimal crack tip extension directions in terms of the crack tip growth angles $\Delta \theta(a)$ (2.96), and (3) determine the relative crack tip growth rates $\dot{\ell}(a)$ such that energy dissipation is maximised (2.45).

In the discrete framework that supposes straight finite-length crack tip extensions at sharp kink angles, the evolution of the variable triplet $\{u, \ell, \theta\}(a)$ is considered as a sequence of solutions $\{u, \ell, \theta\}(a^k)$ where $a^k = a_0 + k \Delta a$ is the total fracture length (2.29) at some discrete time instance $k \in \{1, 2, \ldots\}$ and where $\Delta a$ is the discrete fracture length increment per time-step $k$. The discrete solution process consists of a sequence of minimisations of the functional $E^k = E(u^k, \ell^k + \Delta \ell^k, \theta + \Delta \theta^k)$ in terms of the variable triplet $\{u, \Delta \ell, \Delta \theta\}^k$, where $\Delta \ell^k$ are the crack tip extension lengths (such that $\sum_{i \in I_{\text{inc}}} \Delta \ell_i^k = \Delta a$) and where $\Delta \theta^k$ are the crack tip kink angles. Consequently, at a particular time-step, there is the non-linear interdependence between: (1) the set of crack tips to extend, (2) their extension lengths, and (3) their extension directions. Thus, the discrete solution increment needs to be solved iteratively, starting from some initial guess. In general, the trial set of crack tips is selected quite conservatively so that the most energetically favourable crack extension solution can be found by iteratively updating the trial solution (and possibly excluding the energetically unfavourable crack tips) based on some solution strategy.

Three solution strategies will be outlined for the discrete fracture growth problem that are respectively based on: (1) load-control, (2) fracture area-control, and on the (3) energy-gradient. The application of each technique is tailored to the stability property of the
fracture configuration, as defined by (2.68)-(2.70), which is used to characterise the important behaviour of the total energy function at a given time-step. The three solution methods have pros and cons in terms of the kind of fracture problems that can be solved. For instance, the technique based on load-control is limited to problems where the fracture front is unconditionally stable for all crack tip extensions (2.68). On the other hand, the scheme based on the fracture length-control relaxes the requirement for a strictly convex $E^k$ insofar that $E^k$ only needs to be convex within the feasible solution space, as constrained by a fixed amount of fracture length increment, i.e. $\sum_{i \in \mathcal{I}_{inc}^k} \Delta \ell_i^k = \Delta a$. Finally, the formulation based on the energy gradient is aimed at solving general fracture problems.

3.2 Preliminaries

Henceforth, we will concern ourselves with the special case of a constant crack tip $G_c$. This allows focusing on the key principles of the solution methodology instead of having to deal with an arbitrary $G_c$, e.g. as a function of crack tip position. With this in mind, the expressions for the rates of the crack tip energy release rates can be simplified. For convenience sake, let us recall the definitions of the relevant crack tip quantities. Firstly, the discrete fracture extension force and the rotational energy release rate can be given as:

$$G_{si} = -\frac{\partial \Pi(u, \Delta \ell, \Delta \theta)}{\partial \Delta \ell_i} \quad (3.1)$$
$$G_{\theta i} = -\frac{\partial \Pi(u, \Delta \ell, \Delta \theta)}{\partial \Delta \theta_i} \quad (3.2)$$

where $i \in \mathcal{I}_{inc}$. Similarly, the rates of the crack tip energy release rates are given as:

$$H_{sij} = -\frac{\partial^2 \mathcal{E}(\Delta \ell, \Delta \theta)}{\partial \Delta \ell_i \partial \Delta \ell_j} = -\frac{\partial^2 \Pi(\Delta \ell, \Delta \theta)}{\partial \Delta \ell_i \partial \Delta \ell_j} \quad (3.3)$$
$$H_{\theta ij} = -\frac{\partial^2 \mathcal{E}(\Delta \ell, \Delta \theta)}{\partial \Delta \theta_i \partial \Delta \theta_j} = -\frac{\partial^2 \Pi(\Delta \ell, \Delta \theta)}{\partial \Delta \theta_i \partial \Delta \theta_j} \quad (3.4)$$
$$H_{mij} = -\frac{\partial^2 \mathcal{E}(\Delta \ell, \Delta \theta)}{\partial \Delta \ell_i \partial \Delta \theta_j} = -\frac{\partial^2 \Pi(\Delta \ell, \Delta \theta)}{\partial \Delta \ell_i \partial \Delta \theta_j} \quad (3.5)$$

where $i,j \in \mathcal{I}_{inc}$. A practical way of computing the higher order rate terms (3.3)-(3.5) can be provided by considering the displacement field explicitly in the potential energy.
function. Thus, the rate of the energy release rate \( H_{sij} \equiv \frac{dG_s}{d\Delta \ell_i} \) can be computed as shown:

\[
H_{sij} = \frac{d}{d\Delta \ell_j} \left( -\frac{\partial \Pi(u(\Delta \ell, \Delta \theta), \Delta \ell, \Delta \theta)}{\partial \Delta \ell_i} \right) 
\]

(3.6)

\[
H_{sij} = \frac{\partial}{\partial \Delta \ell_j} \left( -\frac{\partial \Pi}{\partial \Delta \ell_i} \right) + \frac{du}{d\Delta \ell_j} \frac{\partial}{\partial u} \left( -\frac{\partial \Pi}{\partial \Delta \ell_i} \right) 
\]

(3.7)

\[
H_{sij} = -\frac{\partial^2 \Pi}{\partial \Delta \ell_i \partial \Delta \ell_j} \bigg|_u + \frac{\partial}{\partial \Delta \ell_i} \left( \frac{\partial \Pi}{\partial u} \right) \left( \frac{\partial^2 \Pi}{\partial u^2} \right)^{-1} \frac{\partial}{\partial \Delta \ell_j} \left( \frac{\partial \Pi}{\partial u} \right) 
\]

(3.8)

where in (3.7) the substitution for \( \frac{du}{d\Delta \ell_i} \) is in accordance with the result in equation (2.52). Analogous expressions hold for \( H_{\theta ij} \equiv \frac{dG_{\theta}}{d\Delta \theta_j} \) and \( H_{mij} \equiv \frac{dG_m}{d\Delta \ell_i} \) as well:

\[
H_{\theta ij} = -\frac{\partial^2 \Pi}{\partial \Delta \theta_i \partial \Delta \theta_j} \bigg|_u + \frac{\partial}{\partial \Delta \theta_i} \left( \frac{\partial \Pi}{\partial u} \right) \left( \frac{\partial^2 \Pi}{\partial u^2} \right)^{-1} \frac{\partial}{\partial \Delta \theta_j} \left( \frac{\partial \Pi}{\partial u} \right) 
\]

(3.9)

\[
H_{mij} = -\frac{\partial^2 \Pi}{\partial \Delta \ell_i \partial \Delta \theta_j} \bigg|_u + \frac{\partial}{\partial \Delta \ell_i} \left( \frac{\partial \Pi}{\partial u} \right) \left( \frac{\partial^2 \Pi}{\partial u^2} \right)^{-1} \frac{\partial}{\partial \Delta \theta_j} \left( \frac{\partial \Pi}{\partial u} \right) 
\]

(3.10)

Note that a constant external load has been supposed in the computations of \( H_s, H_\theta \) and \( H_m \) even though the load is expected to change with crack growth to satisfy energy conservation. This assumption, however, is not detrimental because the load is assumed to be uniformly variable by means of a load scaling factor (2.58), which ensures that the crack tip energy release rates are physical, i.e. \( G_{si} \leq G_c \forall i \in \mathcal{I}_{tip} \). Therefore, as the external load scales uniformly, the energy release rates (and their rates) scale uniformly (quadratically) at every crack tip in the domain. Consequently, the relative magnitudes of the crack tip energy release rates (and their rates), which are the quantities that actually govern the fracture paths, can be assessed even if a nominal external load is supposed for simplicity.

### 3.3 Methods for the discrete solution

We will consider 3 different solution strategies for solving the problem of multi-crack evolution following the principle of total energy minimisation (2.55). The first strategy assumes energy minimisation subject to the constraint of fracture length-control (or, area-control, to be more precise) whereby the energy is minimised for a given (fixed) total fracture length increment. This approach is suitable for both stable (2.65) and unstable...
crack growth regimes; however, the fracture front is required to be stable as the method counts on the energy function to be convex such that its stationary point is its global minimum. In the second method, load-control is assumed. This strategy is limited to stable fracture growth and a stable fracture front. The solution for the fracture extensions at each time-step is obtained automatically by incrementing the external load parameter. Finally, the third strategy uses the gradient of the total energy function to minimise the energy with respect to the fracture extensions subject to a fixed total crack increment length. The method is suitable for solving general crack growth problems involving both stable and unstable crack growth regimes as well as stable, unstable or partially stable fracture front configurations.

3.3.1 Crack growth by crack length control

In the present formulation, it will be supposed that the displacement field is automatically determined by the prevailing values of the variable tuple \( \{\Delta \ell^k, \Delta \theta^k\} \), as determined by the solution to the discrete equilibrium problem. Consequently, the evolution of fracture can be considered as the sequential minimisation of the energy function \( \mathcal{E}^k = \mathcal{E}(\Delta \ell^k, \Delta \theta^k) \) in terms of \( \{\Delta \ell^k, \Delta \theta^k\} \) over the discrete time \( k \in \{1, 2, \ldots\} \). At a typical time-step \( k \), the constraints imposed on the working-set of crack tips \( \mathcal{W}^k \subseteq I_{\text{tip}}^k \) are: (1) a prescribed unit of fracture growth, i.e. \( \sum_{i \in \mathcal{W}^k} \Delta \ell_i = \Delta a \), and (2) the condition of fracture growth irreversibility, i.e. \( \Delta \ell_i \geq 0 \ \forall i \in \mathcal{W}^k \). The minimisation problem can be formally written as:

\[
\min_{k \in \{1, 2, \ldots\}, \ i \in \mathcal{W}^k \subseteq I_{\text{tip}}^k} \mathcal{E}^k = \mathcal{E}(\Delta \ell^k, \Delta \theta^k)
\]

subject to:

\[
\sum_{i \in \mathcal{W}^k} \Delta \ell_i^k = \Delta a, \quad \Delta \ell_i^k \geq 0
\]

where the displacement field \( \mathbf{u}^k = \mathbf{u}(\Delta \ell^k, \Delta \theta^k) \) is implicitly accounted for in the minimisation of \( \mathcal{E}(\Delta \ell^k, \Delta \theta^k) \) by requiring \( \mathbf{u}^k \) to satisfy static equilibrium at all times. As such,
the Lagrangian of the constrained minimisation problem (3.11)-(3.14) can be defined as:

\[ \forall i \in W^k \quad L(\Delta \ell^k_i, \Delta \theta^k_i, \lambda^k_s, \mu^k_i) = E(\Delta \ell^k_i, \Delta \theta^k_i) + \lambda^k_s \left( e_i \Delta \ell^k_i - \Delta a \right) + \mu^k_i \left( -\Delta \ell^k_i \right), \] (3.15)

where \( \lambda^k_s > 0, \mu^k_i \geq 0 \) are the Karush-Kuhn-Tucker (KKT) multipliers. The necessary (but generally insufficient) set of conditions for a stationary point of \( L^k \) to correspond to a global minimizer of \( E^k \) (subject to satisfying all constraints) is summarised below:

- **The stationarity condition:**
  \[ \forall i \in W^k \quad \frac{\partial L^k}{\partial \Delta \ell^k_i} = \frac{\partial E^k}{\partial \Delta \ell^k_i} + \lambda^k_s e_i + \mu^k_i (-1) = 0 \] (3.16)
  \[ \frac{\partial L^k}{\partial \Delta \theta^k_i} = \frac{\partial E^k}{\partial \Delta \theta^k_i} = 0 \] (3.17)
  \[ \frac{\partial L^k}{\partial \lambda^k_s} = e_i \Delta \ell^k_i - \Delta a = 0 \] (3.18)

- **Primal feasibility condition:**
  \[ \forall i \in W^k \quad \Delta \ell^k_i \geq 0 \] (3.19)

- **Dual feasibility condition:**
  \[ \forall i \in W^k \quad \mu^k_i \geq 0 \] (3.20)

An example solution to the equation system (3.16)-(3.20) concerning the problem of two crack tips is shown graphically in Figure 3.1. Subsequently, however, it is convenient to disregard the dual feasibility condition (3.20) and the associated \( \mu \)-multipliers from the standard Lagrangian form in (3.15) as this adds no practical advantage over the primal feasibility condition \( \Delta \ell^k_i \geq 0 \) by virtue of the simplicity of the inequality constraint. In other words, it is chosen to enforce the inequality constraint \( \Delta \ell^k_i \geq 0 \) directly instead of having to do it implicitly via the enforcement of the dual feasibility constraint \( \mu_i \geq 0 \). The system of non-linear equations (3.16)-(3.18) that arises from the stationary principle of the Lagrangian can be linearised and put in an iterative from using Newton’s formula:
The now linearised system of equations can be solved to determine the change in the solution \( \{ \delta \Delta \ell, \delta \Delta \theta, \delta \lambda_s \}^{k,m} \) at time-step \( k \in \{1, 2, \ldots \} \) and iteration number \( m \in \{1, 2, \ldots \} \); however, it is practical to make a few simplifications beforehand. Firstly, the system of equations (3.21) can be rearranged in order to solve for the multiplier \( \lambda_s \) directly. Secondly, it is convenient to suppose that the initial (trial) solution \( \Delta \ell^{k,m} = 1 \) satisfies the equality constraint (3.18) from the beginning; this way, the residual of the constraint equation will vanish for all iterations, making it somewhat easier to maintain the feasibility of the iterated solution with regard to the inequality constraints (3.19). Finally, the derivatives of the total energy function can be substituted with the corresponding energy release rates, as defined by equations (3.1)-(3.10). Altogether, the change in the solution is given as:

\[
\begin{bmatrix}
\delta \Delta \ell \\
\delta \Delta \theta \\
\lambda_s \\
\end{bmatrix}^{k,m}_{k,m} = - \begin{bmatrix}
H_s & H_m & -e \\
H_m^T & H_{\theta} & 0 \\
-e^T & 0 & 0 \\
\end{bmatrix}^{k,m}_{k,m} \begin{bmatrix}
G_s - G_c \\
G_{\theta} \\
0 \\
\end{bmatrix}_{k,m}
\]

(3.22)

where it can be asserted (by inspection of the third equation) that the net change in the total crack extension will be zero, i.e. \( \sum_{i \in \mathcal{W}^{k,m}} \delta \Delta \ell^{k,m}_i = 0 \). Consequently, the equality constraint (3.18) that was satisfied by the trial solution would likewise be satisfied by the
incremented solution: $\Delta \ell^{k,m+1} = \Delta \ell^{k,m} + \delta \Delta \ell^{k,m}$. Nonetheless, $\Delta \ell^{k,m+1}$ is also required to uphold the inequality constraints (3.19), i.e. $\Delta \ell^{k,m+1}_i \geq 0 \forall i \in W^{k,m}$. To this end, the solution increment $\{\delta \Delta \ell, \delta \Delta \theta\}^{k,m}$ generally needs to be scaled by a factor $w^m$ (as ruled by the most imminent inequality constraint) in order to maintain feasibility of $\Delta \ell^{k,m+1}$:

$$w^m = \min \left( \left\{ \frac{\Delta \ell_i^{m}}{-\delta \Delta \ell_i^{m}}, 1 \right\} \right), \text{ where } i \in W^m$$

Equation (3.23) states that the maximum change in the crack extensions solution $\Delta \ell^{k,m}$ at iteration $m$ is $w^m \delta \Delta \ell^{k,m}$ that still maintains feasibility of $\Delta \ell^{k,m+1}$, i.e. $\Delta \ell^{k,m+1}_i \geq 0 \forall i \in W^{k,m}$. Hence, the solution after the $m$’th iteration is finally obtained as:

$$\begin{bmatrix} \Delta \ell \\ \Delta \theta \end{bmatrix}^{k,m+1} = \begin{bmatrix} \Delta \ell \\ \Delta \theta \end{bmatrix}^{k,m} + w^m \begin{bmatrix} \delta \Delta \ell \\ \delta \Delta \theta \end{bmatrix}^{k,m}$$

The same scaling factor is applied to the change in crack tip kink angles $\delta \Delta \theta^{k,m}$ since they are linearly related to $\delta \Delta \ell^{k,m}$. Also note, if $w^m = 1$ no inequality constraint limits the ideal change in the solution as a means to enforce the feasibility condition (3.19). For the subsequent iteration $m+1$, and assuming the same working-set of crack tips $W^{k,m+1} \leftarrow W^{k,m}$, if it is found that a change in the solution is prevented by some inequality constraint, say at crack tip $i \in W^{k,m+1}$ by virtue of having $w^{m+1} = 0$, then this limiting crack tip is discarded from the working-set and the solution at $m+1$ is recomputed considering the updated working-set $W^{k,m+1} \leftarrow W^{k,m+1} \setminus i$. The $m$-iterations are continued in this way (updating the working-set as required) until the solution converges for time-step $k$. Upon convergence, the solution is advanced to the subsequent time-step $k+1$ and the iterative solution process repeated for a new set of candidate crack tip extensions $W^{k+1,m=1} \subseteq T^{k}_{\text{tip}}$.

For the current algorithm to converge to the globally minimising solution of the energy function $\mathcal{E}(\Delta \ell^k, \Delta \theta^k)$ in a single trial attempt, the function needs to be convex within the feasible solution space, as defined by the constraint equations (3.13) and (3.14). Consider the set of active crack tips $W^{k,m \rightarrow \infty}$ at convergence, whose size is $n = |W^{k,m \rightarrow \infty}|$, the
second order sufficiency condition for $E^k$ to be minimised (at least locally) can be given as:

$$\forall \delta \Delta \ell \in \{v \in \mathbb{R}^n : \sum_{i=1}^n v_i = 0\}, \forall \delta \Delta \theta \in \mathbb{R}^n$$

$$\left[ \begin{array}{cc} \delta \Delta \ell_i & \delta \Delta \theta_i \\ \delta \Delta \ell_j & \delta \Delta \theta_j \end{array} \right] \left[ \begin{array}{cc} H_{sij} & H_{mij} \\ H_{mji} & H_{sij} \end{array} \right] \left[ \begin{array}{c} \delta \Delta \ell_j \\ \delta \Delta \theta_j \end{array} \right] \leq 0$$

(3.25)

The feasible variation $\delta \Delta \ell$ can be expressed in terms of an arbitrary variation $\delta \Delta \ell^* \in \mathbb{R}^n$ by computing the projection of $\delta \Delta \ell^*$ onto the feasible $(n-1)$-dimensional hyperplane that is defined by the zero-variation of the equality constraint equation (i.e. $\sum_{i=1}^n \delta \Delta \ell_i = 0$):

$$\delta \Delta \ell_i = \left( I_{ij} - \frac{e_i e_j}{e_i e_i} \right) \delta \Delta \ell^*_j$$

(3.26)

$$\delta \Delta \ell_i = \delta \Delta \ell^*_i - \text{mean}(\delta \Delta \ell^*)$$

(3.27)

Hence, the second order sufficiency condition (3.25) can be expressed more usefully as:

$$\forall \delta \Delta \ell, \delta \Delta \theta \in \mathbb{R}^n$$

$$\left[ \begin{array}{cc} \delta \Delta \ell_i & \delta \Delta \theta_i \\ \delta \Delta \ell_j & \delta \Delta \theta_j \end{array} \right] \left[ \begin{array}{cc} H^*_s \ ij & H^*_m \ ij \\ H^*_m \ ji & H^*_s \ ji \end{array} \right] \left[ \begin{array}{c} \delta \Delta \ell_j \\ \delta \Delta \theta_j \end{array} \right] \leq 0$$

(3.28)

where $H^*_s$ and $H^*_m$ are defined as follows:

$$H^*_s \ ij = \left( I_{iq} - \frac{e_i e_q}{e_i e_i} \right) H_{sqr} \left( I_{rj} - \frac{e_r e_j}{e_r e_r} \right)$$

(3.29)

$$H^*_m \ ij = \left( H^*_m \ T \right)_{ji} = \left( I_{iq} - \frac{e_i e_q}{e_i e_i} \right) H_{maj}$$

(3.30)

In summary, the algorithm described in this section is suitable for stable/unstable, competing/non-competing crack growth problems; however, the fundamental requirement is that at each solution time-step $k \in \{1, 2, \ldots \}$ the total energy function $E(\Delta \ell^k, \Delta \theta^k)$ needs to be convex within the confines of the feasible solution space. If this condition is met, the solution that minimises $E(\Delta \ell^k, \Delta \theta^k)$ can be determined in a single trial; otherwise, if the energy function is not convex the minimisation algorithm is not robust even if multiple trials are attempted. In the non-convex case, the converged result (even though it
may be a critical point of the energy function) does not necessarily correspond to the point of minimum energy if the energy function is concave or a generalised saddle function.

In solving a non-convex minimisation problem it is usually more reliable to use a gradient-based solution approach whereby the iterated solution is improved upon by advancing it along the feasible direction that leads to the greatest decrease in the objective function. In case the objective function happens to be convex along a particular advance direction, a line-search technique can be employed in order to estimate the optimal solution change. Before we set about to describe in detail a type of a gradient-based solution approach, it is worth outlining one more solution method that is exclusively suited for solving stable crack growth problems. For this specific case, the fracture front is required to be stable, i.e. the total energy function needs to be convex for all admissible fracture front configurations (see equation (2.68)). In this approach, an external load control scheme is used (as opposed to fracture-length control) in order to cause incremental crack growth with each load-step.

3.3.2 Crack growth by external load control

Crack growth stability depends on a number of factors. At the most basic level, stable crack growth in a solid is attained for certain geometrical and loading configurations; some examples include: the double cantilever problem or the wedge-splitting problem (2D/3D) [296], a small embedded crack (2D/3D) with counter-balancing point loads applied on the top and bottom crack surfaces [266], a pull-out test (3D) whereby a conical shape crack surface develops with an expanding circular fracture front [14, 241]. Another aspect that tends to promote stable crack growth by virtue of an increasing $G_c$ (at least in the short-term of growth and especially in metals) is small scale yielding and the expansion of the plastic region at the crack tip. Finally, environmental conditions can also play a part in crack growth stability in a phenomena called static fatigue [220, 295]. The chemically active environment can locally reduce the material’s resistance to fracture well below the critical value observed in an otherwise inert environment such that as the crack propagates and exposes virgin material the effective $G_c$ increases. A common example of environmentally assisted crack growth is the slow fracture of glass in the presence of moisture [54, 55, 295].
Let us assume the type of solid geometry and boundary conditions that can be associated with a convex total energy function \( E(\Delta \ell, \Delta \theta) \) in terms of all possible crack tip extensions \( \Delta \ell \in \mathbb{R}^{n_{\text{tip}}} \) and their angular orientations \( \Delta \theta \in \mathbb{R}^{n_{\text{tip}}} \), where \( n_{\text{tip}} \) is the number of crack tips. In this case, it is assumed that the (unconstrained) Hessian of \( E(\Delta \ell, \Delta \theta) \) is positive definite (or, equivalently, that the matrix of the rates of the crack tip energy release rates is negative definite) with respect to all perturbations of the crack tip positions in space:

\[
\forall \delta \Delta \ell, \delta \Delta \theta \in \mathbb{R}^{n_{\text{tip}}}, \quad \begin{bmatrix} \delta \Delta \ell_i \\ \delta \Delta \theta_i \end{bmatrix} \begin{bmatrix} H_{sij} & H_{mij} \\ H_{mji} & H_{sij} \end{bmatrix}_{k,m} \begin{bmatrix} \delta \Delta \ell_j \\ \delta \Delta \theta_j \end{bmatrix} \leq 0
\] (3.31)

At time \( k \in \{1, 2, \ldots \} \), the external load is increased by \( \Delta t^k = t_0 \Delta \lambda^k \), where \( t_0 \) is a nominal load and \( \Delta \lambda^k \) is a change in the load scaling factor. Upon the application of the load increment, the system is generally not in a state of equilibrium; consequently, the new equilibrium state is obtained by minimising \( E(\Delta \ell^k, \Delta \theta^k) \) in terms of \( \{ \Delta \ell, \Delta \theta \}^k \) subject to \( \Delta \ell^k_i \geq 0 \forall i \in I_{\text{tip}}^k \). Since the energy function is convex, it suffices to consider a single trial solution for it to converge to the point that globally minimises \( E(\Delta \ell^k, \Delta \theta^k) \).

For instance, the maximum hoop stress criterion can be used to uniformly extend all crack tips in the working-set \( W_{k,m}^1 \subseteq I_{\text{tip}}^k \) as an initial solution. At any rate, the linearised system of equations to be solved at a typical iteration step \( m \in \{1, 2, \ldots \} \) is similar to that of the previous formulation that was based on crack-length control; however, no equality-constraints are active this time such that the resulting set of equations reads:

\[
\begin{bmatrix} \frac{\partial E(\Delta \ell, \Delta \theta)}{\partial \Delta \ell_i, \Delta \theta_j} & \frac{\partial E(\Delta \ell, \Delta \theta)}{\partial \Delta \ell_i, \Delta \theta_j} \\ \frac{\partial E(\Delta \ell, \Delta \theta)}{\partial \Delta \theta_i, \Delta \ell_j} & \frac{\partial E(\Delta \ell, \Delta \theta)}{\partial \Delta \theta_i, \Delta \theta_j} \end{bmatrix}_{k,m} \begin{bmatrix} \delta \Delta \ell_j \\ \delta \Delta \theta_j \end{bmatrix}_{k,m} = - \begin{bmatrix} \frac{\partial E(\Delta \ell, \Delta \theta)}{\partial \Delta \ell_i} \\ \frac{\partial E(\Delta \ell, \Delta \theta)}{\partial \Delta \theta_i} \end{bmatrix}_{k,m}
\] (3.32)

The inequality-unbounded solution change \( \{ \delta \Delta \ell, \delta \Delta \theta \}^{k,m} \) can be determined straightforwardly from (3.32). For notational convenience, let us substitute the appropriate definitions of the energy release rates (3.1)-(3.10) in place of the derivatives of the energy.
function that appear in (3.32) so that the solution to \(\{\delta \Delta \ell, \delta \Delta \theta\}^{k,m}\) can be given as:

\[
\begin{bmatrix}
\delta \Delta \ell \\
\delta \Delta \theta
\end{bmatrix}_{k,m} = - \begin{bmatrix}
H_s & H_m \\
H_m^T & H_\theta
\end{bmatrix}_{k,m}^{-1} \begin{bmatrix}
G_s - G_c \\
G_\theta
\end{bmatrix}_{k,m}
\] (3.33)

Since the total energy function is presumed to be convex, the tangent matrix in (3.33) will be negative definite. Consequently, the problem of determining the new equilibrium crack tip positions for a given external load increase \(\Delta t^k\) is, effectively, a problem of growing cracks to the point that no crack tip exceeds the critical value of the energy release rate \(G_c\). The complete solution process for time-step \(k\) is analogous to the one described in the previous Section 3.3.1, which was concerned with the solution algorithm based on crack-length control. In short, the solution \(\{\Delta \ell, \Delta \theta\}^k\) at a typical time-step \(k\) is determined iteratively, by solving (3.33) for \(\{\delta \Delta \ell, \delta \Delta \theta\}^{k,m}\) and updating the crack tip positions to \(\{\Delta \ell, \Delta \theta\}^{k,m+1}\) in accordance with equations (3.23) and (3.24) as a means to uphold the constraint of fracture irreversibility, i.e. \(\Delta \ell_i^{k,m} \geq 0 \forall i \in W^{k,m}\). In case the solution progression at iteration step \(m\) is stopped by an active inequality constraint at a particular crack tip \(i \in W^{k,m}\), then this crack tip is discarded from the working-set \(W^{k,m}\) and the ideal solution change \(\{\delta \Delta \ell, \delta \Delta \theta\}^{k,m}\) is recomputed for iteration \(m\) by considering the reduced set of crack tips \(W^{k,m} \leftarrow W^{k,m} \setminus i\). The \(m\)-iterations are continued in this way (updating the working-set as required) until the solution converges for time-step \(k\). At this point, the solution time-step is advanced to \(k+1\), the external load is incremented by \(\Delta t^{k+1}\) and the iterative solution process is repeated for a new set of crack tips \(W^{k+1,m=1} \subseteq T_{\text{tip}}^k\).

The reader can consult the work of David et al. [63, 64] for details on a 3D implementation regarding planar crack growth that follows an analogous formulation. The main shortcoming of the load-control formulation is that its application is limited to a convex total energy function \(\mathcal{E}(\Delta \ell, \Delta \theta)\). A convex energy function rarely arises in typical fracture problems, unless the material undergoes toughening during fracture growth such that the effective value of the material parameter \(G_c\) increases at a sufficiently high rate.
3.3.3 Energy-gradient based crack growth

The crack growth solution algorithms based on crack length-control and external load-control schemes (Sections 3.3.1 and 3.3.2, respectively) are limited to the kinds of fracture problems that can be described in terms of a convex total energy function of the system. Concerning the crack length-control scheme, for example, it is required that the energy function $E(\Delta \ell, \Delta \theta)$ be convex within the feasible solution space (as constrained by the fixed total fracture extension). To this end, the second order sufficiency condition, given by equation (3.28), must hold true for all possible fracture configurations. On the other hand, the application of the load-control scheme necessitates that the (unconstrained) energy function $E(\Delta \ell, \Delta \theta)$ be simply a convex function. This condition is satisfied if the tangent matrix in equation (3.33) is negative definite for all possible fracture configurations.

Assuming the convexity property of the energy function is satisfactory for the particular scheme adopted, it is sufficient to use a single trial solution for the solution iterations to convergence to the globally minimising solution of $E(\Delta \ell, \Delta \theta)$. Although this property is computationally advantageous, neither method is well-suited for solving the general case of crack growth that may be associated with a non-convex energy function.

In order to overcome this limitation, an alternative solution method is pursued whereby a mixture of an extremum-based and a gradient-based energy minimisation techniques is used. The two techniques are employed alternately to determine the directions and the lengths of the crack tip extensions in turn. The two sets of variables, namely: the crack tip extension angles ($\Delta \theta = \{\Delta \theta_i\}$ for $i \in I_{\text{tip}}$) and the crack tip extension lengths ($\Delta \ell = \{\Delta \ell_i\}$ for $i \in I_{\text{tip}}$) are considered as decoupled sets of variables in each iteration, i.e. the inter-dependence (3.5) (but, not the intra-dependence) is omitted; however, with each iteration, the crack tip extension angles are updated to match any changes in the lengths. The act of first computing the crack tip extension directions (assuming constant extension lengths) and subsequently updating the extension lengths is allowed by reason that all interactions between the members of $\Delta \ell$ and those of $\Delta \theta$ vanish in the limit each crack tip extension tends to zero, regardless of the relative crack tip extension lengths.
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At a typical time-step \( k \in \{1,2,\ldots\} \) in the fracture evolution process, the first part of an iteration \( m \in \{1,2,\ldots\} \) is concerned with finding the crack growth directions for the working-set of crack tips \( W^{k,m} \subseteq I_{\text{tip}} \) by using a convex minimisation scheme to minimise the system’s total energy \( E^{k,m} = E(\Delta \theta^{k,m}, \Delta \ell^{k,m}) \) (or potential energy \( \Pi^{k,m} \) if \( G_c \) is assumed to be constant) with respect to the crack tip extension angles \( \Delta \theta^{k,m} \) while keeping \( \Delta \ell^{k,m} \) fixed. In this case, the energy minimum is supposed to correspond to its stationary value; hence, the stationary principle for the crack tip kinking can be stated as:

\[
\begin{align*}
\text{find } & \Delta \theta_i \in \mathbb{R}(-\pi,\pi) \text{ s.t. } G_{\theta_j}^{k,m} = 0 \quad \forall i, j \in W^{k,m} \\
\text{assuming: } & H_{\theta_{ij}}^{k,m} \delta \Delta \theta_i \delta \Delta \theta_j \leq 0 \quad \forall \delta \Delta \theta_i \in \mathbb{R}
\end{align*}
\]

The solution to the non-linear problem (3.34) in terms of the crack tip kink angles \( \Delta \theta^{k,m} \) is determined by using Newton’s method. The solution at the \( n \)'th iteration step reads:

\[
\Delta \theta_{i}^{k,m,n+1} = \Delta \theta_{i}^{k,m,n} - (H_{\theta_{ij}}^{-1})^{k,m,n} G_{\theta_j}^{k,m,n} \quad \text{where } i, j \in W^{k,m}
\]

The \( n \)-iterations are repeated until the change in the solution between iterations becomes sufficiently small, e.g. \( \| \Delta \theta^{k,m,n+1} - \Delta \theta^{k,m,n} \|_{\infty} < \epsilon \) where \( \epsilon \) is a small positive number.

In the second part of the \( m \)'th iteration, the crack tip extension lengths are updated by applying a gradient-based solution scheme to minimise the energy of the system with respect to crack tip extension lengths \( \Delta \ell^{k,m} \) whilst keeping constant \( \Delta \theta^{k,m} \leftarrow \Delta \theta^{k,m,n \rightarrow \infty} \), as determined by (3.36). In this case, the change in the crack tip extension lengths should theoretically take place in the direction of the vector \( d_{i}^{k,m} = G_{r_{i}}^{k,m} - \text{mean}(G_{r_{i}}^{k,m}) \) where \( i \in W^{k,m} \) such that the constraint of a unit total fracture increment is preserved, i.e. \( \sum_{i \in W^{k,m}} d_{i}^{k,m} = 0 \). However, the numerical discretisation (XFEM) used within the current framework imposes a constraint on the allowable crack tip extension lengths such that, in practice, it is only possible to consider fixed-length crack tip extensions, i.e. crack tip growth is switched either on or off.\footnote{The aspect of the discretisation (XFEM) that sets a restriction on the minimum crack extension length, is the requirement of finite size enrichment radius of the crack tip field that, crucially, needs to be small enough so that the displacement discontinuity introduced via enrichment does not extend past the crack tip increment (where the discontinuity should not exist). Although it is possible to map the discontinuous} For this reason, the gradient-descent method needs
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to be adapted to deal with this constraint explicitly; henceforth, the crack tip extension
lengths are updated in accordance with the following boolean-like criterion:

$$\forall i \in W^{k,m}, \quad \Delta\ell_{i}^{k,m+1} = \begin{cases} 
\Delta\ell_{\text{inc}} & \text{if } G_{s_{i}}^{k,m} \geq \text{mean } (G_{s}^{k,m}) \\
0 & \text{otherwise.}
\end{cases} \quad (3.37)$$

This step effectively results in the annihilation of the crack tip extensions that are ener-
ggetically favoured to undergo some amount of closure and the retention of the crack tip
extensions that are energetically favoured to undergo further opening. The new working-
set of crack tips $W^{k,m+1} \subseteq W^{k,m}$ for the subsequent iteration $m+1$ consists only of the
remaining crack tip extensions, i.e. $W^{k,m+1} = \{i \in W^{k,m} : \Delta\ell_{i}^{k,m+1} > 0\}$.

Although the gradient-descent approximation in (3.37) is quite rough, the proposed
method will nonetheless converge (with respect to finer crack growth discretisations) to
energetically optimal fracture paths provided at least one of the following two conditions
is met: (1) crack tip competition is absent or (2) the total energy function is convex.
This means that under condition (1) the energy function can be convex or non-convex
(e.g. concave or a saddle), and that under condition (2) crack tip competition can be
resolved naturally. In all such cases that satisfy (1) or (2), a single trial solution suffices,
e.g. uniformly incrementing all promising crack tips in the set $W^{k,m} = T^{k}_{\text{tip}}$. On the
contrary, the current method can not be applied robustly to solve the case of competing
crack growth at the instance the energy function becomes non-convex. This is due to
the possibility of multiple locally optimal solutions that the algorithm can converge to,
depending on the starting solution; see for example Figure 3.2. Furthermore, if the energy
function is non-convex, it is possible from this point onward to completely diverge from
the critical fracture path by virtue of following only a locally optimal solution. A few
examples of such cases that involve multiple competing crack tips are given in Figure 3.7.
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\[ \mathcal{E}(\Delta \ell_1, \Delta \ell_2) = \Delta \ell_1 + \Delta \ell_2 = \text{const}. \]

\[ -\nabla \mathcal{E}|_{(\Delta \ell_1^*, \Delta \ell_2^*)} \]

\[ -\nabla \mathcal{E}|_{(\Delta \ell_1^*, \Delta \ell_2^*)} \]

\[ \Delta \ell_1 + \Delta \ell_2 = \text{const.} \]

**Figure 3.2:** Converged solution dependence on the starting point. The idealised fracture problem is governed by a concave energy function within the feasible solution space. Using a gradient-descent method can lead to a sub-optimal solution, depending on the starting point. Hence, a gradient approach is generally not robust, unless multiple trial solutions are assessed.

Overall, the proposed approach is more versatile than the extremum-based convex minimisation methods, as described in Sections 3.3.1 and 3.3.2, because it can be applied even if the total energy function is non-convex (provided, of course, crack competition does not arise). On the other hand, the main shortcoming (in comparison to the previous formulations) is reduced order of precision due to: (1) the decoupling of the crack tip extension lengths \( \Delta \ell^{k,m} \) from the extension directions \( \Delta \theta^{k,m} \) (which means that the interactive terms between \( \Delta \ell^{k,m} \) and \( \Delta \theta^{k,m} \) are disregarded during \( m \)-iterations), and (2) the assumption of a fixed-length crack tip increment (which is a constraint imposed entirely by the numerical discretisation that is used to solve the problem of static-equilibrium).

The satisfactory performance of the proposed solution approach is verified by a number of fabricated test case that are designed to reflect the possible conditions that may arise in solving competing/non-competing crack growth problems for convex/non-convex behaviours of the energy function. The numerical results are presented as part of Section 3.4.

special mapping of the enrichment functions along the crack is required. The current form of discretisation is thought to be adequate for the purposes of describing the key aspects of the gradient-based solution approach.
3.4 Resolving competing crack growth

Several formulations have been described for solving multi-crack growth problems within a discrete framework. The different solution strategies lend themselves to certain types of fracture growth problems rather than to others, as governed by the shape of the energy function; however, none of the strategies are completely robust in the case of competing crack growth and unstable (2.69) or partially stable (2.70) fracture front configurations. To this end, the energy-gradient based method (Section 3.3.3) holds most promise in solving general competing crack growth problems; however, the constraint of fixed length crack tip extensions, which is imposed by the current XFEM discretisation (refer to Section 4.3 for details), adds some complexity. Nonetheless, an effective solution method is proposed. The following sub-sections focus on the method for the detection of crack tip competition, determination when crack tip competition needs to be resolved explicitly, and the description of the proposed solution method. The proposed strategy for resolving crack tip competition, particularly in the case of an unstable (2.69) or a partially stable (2.70) fracture front configuration, is verified by solving several fabricated benchmark problems. Finally, the energy-gradient solution algorithm is described with the help of a flow chart.

3.4.1 Detection of crack tip competition

As the gradient-based energy minimisation technique (3.37) is not robust in the non-convex competing crack growth case, it is recommended to use a brute-force alternative to minimise the energy function once crack tip competition is encountered. In this context a brute-force approach refers to a solution method whereby multiple trial solutions are evaluated in an attempt to find the critical solution that minimises the energy function. A brute-force energy minimisation routine is necessary when two conditions are met: (1) all crack tips in the set $W^{k,m}$ are competing (or quasi-competing), which is to say that the crack tips in question have sufficiently similar energy release rates such that

\footnote{Note that the proposed method is necessary due to the assumption of fixed-length crack tip extensions. If the discretisation were to allow for arbitrary crack tip extension lengths, the energy-gradient method could be used directly to solve the general case of competing crack growth. However, multiple initial (trial) solutions would still need to be assessed to ensure that the converged solution is the globally optimal solution.}
the affects of the higher order energy release rates, namely those of: \( H_s, H_m \) and \( H_\theta \), can become significant (given the finite-length extensions), and (2) the energy function \( \Pi(\Delta \ell^{k,m}, \Delta \theta^{k,m}) \) is determined to be non-convex following the solution to equation (3.36), i.e. as assessed in the fracture state of minimum potential energy with respect to \( \Delta \theta^{k,m} \).

Although the second order KKT sufficiency condition (3.28) can be used to evaluate if \( \Pi(\Delta \ell^{k,m}, \Delta \theta^{k,m}) \) is convex in both of its variables, it is possible to reduce the complexity of this criterion (3.28) by assuming small crack tip extension lengths such that the second order interactive effects between different crack tips in terms of the quantities of \( H_{mij} \) and \( H_{\theta ij} \) where \( i \neq j \) vanish relative to the self-interactions for \( i = j \), where \( i, j \in \mathcal{W}^{k,m} \). On the other hand, the same reasoning can not be applied to the terms of \( H_{sij} \) for \( i \neq j \) because non-vanishing interactions exist for vanishing crack tip lengths. To state it another way, the interactions between different crack tip extensions in terms of the second order derivatives of the energy function can be ignored if some of the derivatives are taken with respect to the crack tip extension angles and the crack tip extension lengths themselves happen to be small. In general, for small crack tip extensions the self-interactions will dominate over the cross-interactions, meaning that the matrices \( H_m \) and \( H_\theta \) will be diagonally dominant.

By considering the fact that the fracture state at time \( \{k, m\} \) corresponds to the minimum energy state with respect to the crack tip extension angles \( \Delta \theta^{k,m} \), it can be inferred that the self-interaction of the terms in \( H_{mii} = \frac{\partial}{\partial \theta_i} \left(-\frac{\partial \Pi}{\partial \ell_i}\right) = \frac{\partial G_s}{\partial \theta_i} \) for \( i \in \mathcal{W}^{k,m} \) must vanish for small crack tip extensions because for the minimum energy state to hold true, the crack tip energy release rates \( G_s \) at the individual crack tips \( i \in \mathcal{W}^{k,m} \) need to be maximised (or stationary) with respect to the crack tip extension angles; hence, \( \forall i \in \mathcal{W}^{k,m} \lim_{\Delta \ell_i \to 0^+} \frac{\partial G_s}{\partial \theta_i} \bigg|_{\Delta \ell_i} = 0 \). All in all, if the crack tip extensions are sufficiently small, the following condition can be used to assess if the energy function is non-convex:

\[
\exists \delta \ell_i, \delta \theta_i \in \mathbb{R}^{|\mathcal{W}^{k,m}|} \\
\begin{bmatrix}
\delta \ell_i \\
\delta \theta_i
\end{bmatrix}
\begin{bmatrix}
H_{sij} & 0 \\
0 & H_{\theta ij}
\end{bmatrix}
\begin{bmatrix}
\delta \ell_j \\
\delta \theta_i
\end{bmatrix} > 0,
\quad (3.38)
\]
where the matrix $H^*_s$ is a projection of $H_s$ onto the feasible solution plane that is defined by the constraint equation of a fixed unit of total crack growth (3.13); the definition of $H^*_s$ is given in (3.29). With regarding to the detection of competing crack growth, although it can be somewhat arbitrary to define a criterion within a discrete framework, a sensible choice is proposed as follows. A competing crack growth regime is highlighted during the discrete solution process when the differences in the crack tip energy release rates are on the order of the changes in the energy release rates that result from the extensions of the crack tips. One possibility of a criterion for detecting crack tip competition may be:

$$\forall i \in W^{k,m} \quad |G_{s_i}^{k,m} - \text{mean}(G_s^{k,m})| < \Delta t_{\text{inc}} \|H_s^{k,m}\|_\infty$$

(3.39)

If equations (3.38) and (3.39) are satisfied after the optimal crack tip extension directions have been determined (3.36) for a set of active tips $W^{k,m}$, then a brute-force energy minimisation routine will be required. To this end, multiple trial solutions need to be assessed in an attempt to converge to the solution that most minimises the energy function per fixed unit of total fracture advance. The total amount of crack growth in each converged solution needs to be the same because the optimal solution must be sought within the same solution space, which is defined (in part) by the constraint equation:

$$\sum_{i \in W^k} \Delta t_i^k = \Delta a.$$

However, the current numerical framework is ill-suited to solving the non-convex competing crack growth case because the space of possible crack growth solutions is significantly reduced by having to consider only fixed length crack tip increments. For example, a competing crack growth solution that consists of several crack tips advancing at different rates can not be reproduced within the current numerical framework. Although the inability to account for arbitrary crack tip growth rates does not necessarily preclude capturing the critical fracture path, the reduced solution search space does raise the possibility to misidentify the critical crack tips. The consequence of extending the wrong crack tips can be detrimental to resolving the competing crack growth problem effectively; in particular, if the sub-optimal extension solution happens to be locally optimal, the fracture path will begin to diverge from the critical path, which ultimately leads to the loss of solution. On the other hand, if the critical set of tips is identified exactly, the relative fracture extension
rates have a lesser impact on the solution accuracy and on the ability to capture the critical fracture path. This is because the simultaneous growth of multiple crack tips indicates that the energy function is convex in the vicinity of the critical solution; a convex energy function has the property of smoothing-out a sub-optimal fracture front such that the fracture path tends to adhere to the optimal path. In practice, advancing a sub-set of critical crack tips at time $k$ leads to a relatively greater increase in the energy release rates of the remaining critical crack tips at time $k + 1$, which prompts their growth subsequently.

In other words, so long as none other than the critical crack tips (or at least some of them) are advanced at time $k$, the critical fracture path solution will not be lost even if constant length crack tip extensions are supposed. Therefore, the main challenge pertaining to fixed length crack tip incrementation is identifying the most critical crack tips exactly.

3.4.2 Description of solution method

To get around the problem of not being able to minimise the energy function for arbitrary crack tip extension lengths and, thus, to determine the set of critical crack tips reliably (even to the point of vanishingly small crack tip extensions) it is proposed to (1) construct an explicit approximation of the discrete energy function such that it is free from the discretisation related constraints and (2) to minimise this energy function so as to better predict the set of critical crack tips that are favoured to grow. Although the solution to the crack tip extension lengths (herein referred to as the off-line solution) will be sub-optimal by virtue of the underlying approximation, it should suffice to identify the set of critical crack tips exactly. Once the set of critical crack tips has been determined, the transition from the off-line solution to the discrete solution can be made by a simple operation of scaling-and-rounding of the off-line solution to fit the particular numerical discretisation.

For small crack tip extensions and small changes in the fracture front configuration relative to some reference state, the energy function can be considered as essentially a quadratic function. Information about its local behaviour, as governed by $G_s$, $G_\theta$, $H_s$, $H_m$ and $H_\theta$, can be used to extrapolate it about a reference solution point. As such, the approximation is written as a second order Taylor’s series expansion of $\Pi(\Delta \ell^k, \delta \Delta \theta^k)$ about a
reference fracture configuration \( \{ \Delta \ell_0^k, \Delta \theta_0^k \} \) with respect to the crack tip extension lengths \( \Delta \ell^k = \Delta \ell_0^k + \delta \Delta \ell^k \) and the relative changes in their kink angles \( \delta \Delta \theta^k = \Delta \theta^k - \Delta \theta_0^k \):

\[
\Pi(\Delta \ell^k, \delta \Delta \theta^k) = \Pi^{k-1} - \left[ \left( G_{s,i}^0 - H_{s,ij}^0 \Delta \theta_{0,j}^k \right) \Delta \ell^k_i + G_{\theta,i}^0 \delta \Delta \theta_i^k + \ldots \right. \\
\left. + \frac{1}{2} H_{s,ij}^0 \Delta \ell^k_i \Delta \ell^k_j + H_{m,ij}^0 \Delta \ell^k_i \delta \Delta \theta_j^k + \frac{1}{2} H_{\theta,ij}^0 \delta \Delta \theta_i^k \delta \Delta \theta_j^k \right] (3.40)
\]

The reference fracture configuration \( \{ \Delta \ell_0^k, \Delta \theta_0^k \} \) is the fracture increment solution at the instance crack tip competition is detected; all terms in (3.40) that are superscripted with a nought are computed in the reference configuration, i.e. \( (\cdot)^0 = (\cdot)(\Delta \ell_0^k, \Delta \theta_0^k) \). Since the energy function \( \Pi(\Delta \ell_0^k, \Delta \theta_0^k) \) is minimised (stationary) with respect to \( \Delta \theta_0^k \) following the solution to (3.36), the rotational energy release rates can be assumed to vanish in (3.40), i.e. \( \forall i \in \mathcal{W}^{k,m} G_{\theta,i}^0 = 0 \). Subsequently, the changes in the crack tip kink angles \( \delta \Delta \theta^k \) can be expressed in terms of the crack tip extension lengths \( \Delta \ell^k \) by supposing that the energy function \( \Pi(\Delta \ell^k, \Delta \theta^k - \Delta \theta_0^k) \) remains stationary with respect to \( \Delta \theta^k \) for a given \( \Delta \ell^k \):

\[
\delta \Delta \theta_i^k \left( \frac{\partial \Pi}{\partial \theta_i} \right)_{\Delta \ell_0^k, \Delta \theta_0^k} + \delta \Delta \ell_i^k \left( \frac{\partial \Pi}{\partial \ell_i} \right)_{\Delta \ell_0^k, \Delta \theta_0^k} = 0 \quad (3.41)
\]

\[
\delta \Delta \theta_i^k = - (\Delta \ell_{0,j}^k - \Delta \ell^k_{0,j}) H_{m,ij}^0 \left( H_{\theta,j}^{0,-1} \right)_{i,i}, \quad \text{where } i, j, I \in \mathcal{W}^{k,m} \quad (3.42)
\]

At this point it is possible to make the claim that the variation \( \delta \Delta \theta^k \) is negligible due to the following three reasons: (1) the long-distance interactions between different crack tips are negligible if the crack tip extensions are small relative to the problem geometry, i.e. \( H_{m,ij} \equiv \frac{\partial G_{s,i}}{\partial \theta_j} \to 0 \) and \( H_{\theta,ij} \equiv \frac{\partial G_{s,i}}{\partial \theta_j} \to 0 \) for \( i \neq j \), (2) the self-interaction \( H_{m,ii} \) will tend to vanish for small crack tip extensions likewise as the state of minimum energy with respect to the crack tip kink angles implies that the energy release rates at the individual crack tips are maximum, i.e. \( G_{si} \) is stationary such that \( H_{m,ii} \equiv \frac{\partial G_{s,i}}{\partial \ell_i} \to 0 \), finally (3) the effect of the self-interaction \( (H_{\theta,j}^{0,-1})_{ii} = O(1/\Delta \ell_0^k) \) will cancel out with \( (\Delta \ell_{0,j}^k - \Delta \ell^k_{0,j}) = O(\Delta \ell_0^k) \) such that the products have no significant influence on \( \delta \Delta \theta^k \). For the same reasons, the last two terms in the expression for \( \Pi(\Delta \ell^k, \delta \Delta \theta^k) \) in equation (3.40) can be disregarded since their influence will be small relative to that of the remaining terms. As a result, \( \Pi(\Delta \ell^k, \delta \Delta \theta^k) \)
is predominately governed by $\Delta \ell^k$ such that its expression in (3.40) can be reduced to:

$$\tilde{\Pi}(\Delta \ell^k) = \Pi^{k-1} - \left[ \left( G_{0}^{0}s_{i} - H_{sij}^{0} \Delta \ell_{0j}^{k} \right) \Delta \ell_{i}^{k} + \frac{1}{2} H_{sij}^{0} \Delta \ell_{i}^{k} \Delta \ell_{j}^{k} \right]$$

(3.43)

The approximation above contains sufficient information to be able to resolve the general case competing crack growth for small crack tip extensions such that by minimising $\tilde{\Pi}(\Delta \ell^k)$ the critical extension lengths can be determined. The explicit energy minimisation can be equivalently posed as a maximization of the energy decrease so that the constant $\Pi^{k-1}$ can omitted. The competing crack growth problem is finally stated as follows:

objective : $\Delta \tilde{\ell}^k = \arg\max_{\Delta \ell^k \in \mathbb{R}_{2a}^{\text{tip}} : \sum \Delta \ell^k = \Delta a} \left( -\Delta \tilde{\Pi}(\Delta \ell^k) \right)$

(3.44)

assuming : $-\Delta \tilde{\Pi}(\Delta \ell^k) = \left( G_{0}^{0}s_{i} - H_{sij}^{0} \Delta \ell_{0j}^{k} \right) \Delta \ell_{i}^{k} + \frac{1}{2} H_{sij}^{0} \Delta \ell_{i}^{k} \Delta \ell_{j}^{k}$

(3.45)

where :

$\forall i \in \mathcal{W}^{k,m} \Delta \theta_{0i}^k = \arg(G_{\theta_{i}^k}^{0} = 0)$,

$\forall i \in \mathcal{W}^{k,m} \Delta \ell_{0i}^k = \Delta \ell_{\text{inc}}$

(3.46)  

(3.47)

Although the term in the parenthesis in (3.45) will almost never have all equal elements, which is to say that competing crack growth at any discrete time instance will almost never arise in the numerical solution to the discrete problem (unless the fracture problem has symmetry), the purpose of (3.44) is to capture the competing crack growth solution as crack tip competition occurs between two discrete times. With regard to the constant $\Delta a$ in (3.44), ideally it should be chosen such that the off-line solution $\Delta \tilde{\ell}^k$ can be reproduced by the discrete solution $\Delta \ell^k$ exactly. However, this is not generally possible if the off-line solution consists of multiple crack tips advancing at different rates (as opposed to the extension of single crack tip). Nonetheless, a good compromise for the value of $\Delta a$ is the characteristic length of a crack tip extension that is specific to the discrete problem, e.g. $\Delta a = \Delta \ell_{\text{inc}}$. Now, if the off-line solution indicates multiple crack tip growth then this leads to infer that the energy function is convex in the vicinity of the critical solution; thus, reproducing the crack tip extensions exactly is not as critical as growing the right crack tips. For this reason, the off-line crack tip extension lengths can be adjusted to fit the discrete solution, e.g. by scaling and rounding the off-line solution, regardless of $\Delta a$. 
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The solution to the off-line competing crack growth problem (3.44) can be carried out using standard iterative solution methods for solving constrained quadratic programming problems. In the present implementation, an active-set solution approach is used where the solution is updated along the feasible gradient of the objective function such that all solution constraints are respected, i.e. \( \sum \Delta \ell_i^k = \Delta a \) and \( \Delta \ell_i^k \geq 0 \) where \( i \in W^{k,m} \). In addition, a line search routine is introduced within the gradient-based solution framework so as to find locally optimal solutions along a particular solution advance direction.

If the energy is non-convex within the constrained solution space, multiple trial solutions need to be attempted to find the global optimum. Since competing crack growth of more than a few crack tips is a relatively rare occurrence in typical fracture problems, it is reasonable to consider the extension of each crack tip as a viable initial solution to the off-line problem. In doing so, the solution to the competing crack growth problem can be solved (always) if the energy function is concave as only one crack tip can advance in this case. Otherwise, a locally optimal solution found on a convex part of the energy function can be captured using the aforementioned line search routine. Although the success of finding the globally optimal solution based on any trial attempt cannot be guaranteed a priori if the energy function (3.43) is non-convex, the likelihood of leaving out the optimal solution is small if there are very few (quasi-)competing (3.39) crack tips at a given time.

As the off-line solution is usually of a much finer resolution than that which can be reproduced by discretely, the off-line solution will generally need to be coarsened so as to fit into the discrete framework, i.e. to satisfy the constraint of fixed-length crack tip extensions. One way to do this is to (1) scale the off-line crack tip extensions such that the maximum extension equals the discrete increment length and (2) round-off the remaining crack tip extensions relative to the discrete increment length. For example, the off-line solution \( \Delta \tilde{\ell}_i^k \) can be coarsened to obtain the discrete solution \( \Delta \ell_i^k \) as shown:

\[
\Delta \ell_i^k = \text{round} \left( \frac{\Delta \tilde{\ell}_i^k}{\max(\Delta \tilde{\ell}_i^k)} \right) \Delta \ell_{\text{inc}}, \quad \text{where } i \in W^{k,m}
\]  

(3.48)

Following the discrete solution to the crack tip extension lengths \( \Delta \ell_i^k \), it is desirable to make an adjustment to the crack tip kink angles since the existing solution, which is the...
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reference solution $\Delta \theta^k_0$, is sub-optimal due to the finite changes in the crack tip extension lengths that have take place relative to the reference solution $\Delta \ell^k_0$. As the changes in the crack tip kink angles are expected to be small (by virtue of small crack tip extensions and, thus, diminishingly small interactions between the extension lengths and angles), a few iterations of equation (3.36) should suffice to obtain the optimal solution for $\Delta \theta^k$. Further changes in the crack tip extension lengths $\Delta \ell^k$ can be disregarded since for small crack tip extensions the competing crack growth solution has been shown (3.43) to be predominately governed by the crack tip extension lengths rather than the kink angles.

In summary, at the instance competing crack growth is discovered (3.39) at the $m$’th iteration of the gradient-based solution approach (Section 3.3.3), the solution method switches to brute-force energy minimisation where a simplified energy minimisation problem (3.44) is solved off-line, i.e. irrespective of the discretisation. Generally, multiple trial solutions are required when the energy function is non-convex (3.38). Since the off-line solution can not generally be reproduced within a discrete framework, a coarsening of the off-line solution is carried out (3.48) to determine the final discrete solution for time $k$.

The subsequent section verifies the proposed formulation for solving competing crack growth problems within the discrete framework. Several representative case studies are considered that are designed to test the method’s robustness against competing/non-competing crack growth for convex/non-convex behaviours of the energy function.

3.4.3 Verification of solution algorithm

The gradient-based and the brute-force energy minimisation methods assuming fixed-length crack tip extensions are verified in a number of test cases involving multiple crack tips. The underlying assumption about each test case is that at any time $k \in \{1, 2, \ldots \}$ the energy function $\Pi(\Delta \ell^k, \Delta \theta^k)$ is convex in $\Delta \theta^k \in \mathbb{R}^{n_{\text{tip}}}_{(-\pi, \pi)}$ but not necessarily convex in $\Delta \ell^k \in \mathbb{R}^{n_{\text{tip}}}_{\geq 0}$. In other words, it is assumed that for a given $\Delta \ell^k$ a unique stationary point of $\Pi(\Delta \ell^k, \Delta \theta^k)$ can always be found in terms of $\Delta \theta^k$ such that the energy is minimised. Consequently, the test cases can be simplified to only consider $\Delta \ell^k$ as the solution for $\Delta \theta^k$ will be implicit. Moreover, it is sufficient to suppose a quadratic energy function as this is
consistent with small crack tip extensions. Thus, the energy function can be defined as:

$$\Pi(\ell) = \Pi_0 - G_s \ell_i - \frac{1}{2} H_{sij} \ell_i \ell_j$$  \hspace{1cm} (3.49)

The aim of the verification studies is to show that the critical fracture path can be captured using fixed-length crack tip extensions, even at the instance of competing crack growth. Four representative benchmark problems are studied: (non-)competing crack growth and a (non-)convex energy function. Each case (out of four) assesses the solution convergence (or non-convergence) for 3, 6 and 12 crack tips. The forthcoming numerical results are the “worst” results that could be obtained from a sizeable batch of randomly generated cases. The intention is to demonstrate the potential capabilities/limitations of different discrete solution approaches. For the sake of brevity we will use the key-word proposed in the context of a gradient-based solution approach to indicate that the gradient-based method assumes the constraint of fixed-length crack tip extensions and that a single trial solution is used in an attempt to solve for the optimal crack tip extensions (as described in Section 3.3.3). The key-word standard will be used within the context of a gradient-based solution approach to indicate that the method is not restricted to fixed-length crack tip extensions but, instead, constrained by a fixed-unit of total crack growth per time-step. Additionally, a line search routine will be used to find locally optimal solutions along a particular solution advance direction on convex parts of the energy function. Furthermore, multiple trial solutions will be attempted (e.g. extending each crack tip as an individual initial solution) as a way to raise the odds of converging to the globally optimal solution.³

The solution obtained by the standard gradient-based method is used as a reference against which the solutions by the proposed and the brute-force methods are compared. In each test case, the fracture evolution is allowed to persist until the total amount of crack growth reaches $\Delta a_{\text{tot}} = 1$. At this point, the Euclidean norm of the difference between the final crack tip positions, as obtained by different methods, is plotted against the crack growth rate $\Delta \ell_{\text{inc}} / \Delta a_{\text{tot}}$. This is repeated for several different crack growth rates. The results and the relevant commentary pertaining to each test case are given with Figures 3.3-3.8.

³ The main differences between the standard gradient-based method and the brute-force approach is that the latter method assumes a simplified (quadratic) energy function to solve for the optimal solution; also, the solution is subsequently coarsened to fit the discrete framework of fixed-length crack tip extensions in XFEM.
Chapter 3. Discrete Solution

Figure 3.3: Non-competing crack growth and a convex energy function. Convergence of the crack tip paths towards the same solution. The proposed gradient-based solution approach is robust.

Figure 3.4: Non-competing crack growth and a non-convex energy function. Convergence of the crack tip paths towards the same solution. The proposed gradient-based solution approach is robust.
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Figure 3.5: Competing crack growth and a concave energy function. The proposed gradient-based solution approach is not robust because the initial (trial) solution does not converge to the optimal solution.

Figure 3.6: Competing crack growth and a convex energy function. Convergence of the crack tip paths towards the same solution. The proposed gradient-based solution approach is robust.
In conclusion, the gradient-descent solution approach is adequate for most fracture problems but the conditions that may lead to the loss of the solution is when two things occur simultaneously: (1) competing crack growth in the presence of (2) a non-convex energy function. These conditions gives rise to multiple locally optimal solutions meaning that the converged solution will depend on the starting point. Consequently, the gradient-based method is not robust in general. Therefore, it is recommended to switch from the gradient-based solution method to a more reliable means of resolving the non-convex competing crack growth problem by adopting a brute-force energy minimisation routine.

On a final note, it is possible to resolve the competing crack growth problem for two competing crack tips without having to compute higher order energy release rates by simply exploiting the symmetry property of $H_s$. The crack growth solution can be captured by incrementing both crack tips by the same amount. The reason that the critical fracture path can always be captured is that the matrix of the rates of the energy release rates $H_s$
is symmetric and when its size is two-by-two, the energy function’s behaviour within
the constraint of a fixed total fracture extension can either be convex or concave (not a
saddle). In the former (convex) case, extending both crack tips by the same amount is a
satisfactory solution as the fracture path will tend to automatically adhere to the optimal
path even though the most optimal crack tip growth rates are not reproduced. With regard
to the latter (concave) case, extending both cracks by the same amount leads to the more
critical crack tip accumulating a higher energy release rate in the post incremented fracture
configuration, such that the more energetically favourable crack tip is predisposed to grow
in the subsequent time-step. Thus, the critical fracture path solution will not be lost.
3.4.4 Crack growth solution flowchart

The solution steps for solving the discrete fracture growth problem based on the energy-gradient/brute-force energy minimisation methods and assuming fixed-length crack tip extensions can be broken down as follows:

1. Estimate which tips may grow at time $k$, i.e. get the initial working set $\mathcal{W}^{k,m=0} \subseteq \mathcal{I}_{\text{tip}}$.
2. Grow each tip $i \in \mathcal{W}^{k,m=0}$ by $\Delta \ell_{\text{inc}}$ in direction $\Delta \theta_{k,m}^i$ as obtained by a local criterion,
3. For $m \geq 0$, determine the optimal fracture kinks $\Delta \theta_{k,m}^i$ by iteratively solving (3.36),
4. Check if crack tips are competing by applying (3.39); do (a) if true, do (b) otherwise:
   (a) Switch to a brute-force method: solve (3.48) and (3.48) for the critical crack tip extension lengths; then do step-(3) and, subsequently, continue from step-(6),
   (b) Update the working-set $\mathcal{W}^{k,m}$ to $m \leftarrow (m + 1)$ by using the criterion in (3.37),
5. Repeat steps (3) and (4) for $m = \{1, 2, \ldots \}$ until a single crack tip extension remains,
6. The equilibrium load for time $k$ is obtained by scaling the magnitude of a nominal load by $\lambda_t = \sqrt{G_c / \max G_s}$, where $G_c$ is the critical energy release rate of the material.
7. Solution is complete for time-step $k$; advance to $k \leftarrow k + 1$ and repeat from step (1).

It is emphasised that the fracture growth criterion is evaluated in the post-incremented fracture configuration by assessing the crack tip energy release rates using the $J$-integral [248, 249]. The need to resolve the correct load magnitude is the result of quasi-statics and the fact that a physically admissible material state must satisfy $G_{si} \leq G_c \forall i \in \mathcal{I}_{\text{tip}}$, as implied by the growth criterion in (2.41). Therefore, as indicated in step-6 of the foregoing solution outline, the fracture growth criterion is satisfied by scaling the external load magnitude by a factor $\lambda_t$. Since for a linear-elastic material $G_s$ is proportional to the square of the applied load, which can either be in a form of a surface traction or a displacement boundary condition, the load scaler is determined as $\lambda_t = \sqrt{G_c / \max G_s}$, where generally $\lambda_t \in [0, 1]$. For example, in case of a prescribed external traction on $\Gamma_t$, the critical load for the onset of fracture growth is $t = \lambda_t t_0$, where $t_0$ is a reference (maximum) load.
3.5 Discretisation of mechanical system

This section describes the extended finite element method (XFEM) for the 2D discretisation of the cracked solid body. The extended finite element approximation is used to obtain the discrete static-equilibrium equations (2.19), compute the discrete potential energy (2.23) of the solid, and to evaluate the fracture energy release rates (3.1)-(3.5), which are to be used in the prediction of the fracture evolution. The fracture energy release rates are computed by considering algebraic derivatives of the discrete potential energy, which is more accurate than using numerical differencing of the potential energy (to be examined in Section 5.2). The procedure primarily entails the evaluation of the derivatives of the generalised stiffness matrix and the force vector. An efficient way to compute the derivatives within the XFEM framework is proposed. Details are provided of how the algebraic derivatives of different terms appearing in the equations are computed.

3.5.1 Discrete equilibrium equation

As the variational formulation (2.18) is based on the Galerkin method, the test and trial spaces are identical except that the test functions are required to vanish wherever displacements are prescribed. Both function spaces are supposed to consist of continuous functions with square-integrable generalised derivatives of up to order 1, i.e. they belong to $H^1(\Omega)$ Hilbert space. The finite-dimensional test and trial spaces are defined as follows:

$$U_h = \{ v^h \in H^1(\Omega) : v^h = \bar{u} \text{ on } \Gamma_u, v^h \text{ is discontinuous on } \Gamma_c \}$$  \hspace{1cm} (3.50)

$$\delta U_h = \{ v^h \in H^1(\Omega) : v^h = 0 \text{ on } \Gamma_u, v^h \text{ is discontinuous on } \Gamma_c \}$$  \hspace{1cm} (3.51)

Subsequently, the discrete problem of static equilibrium (2.19) is to find $u^h \in U^h$ such that:

$$\forall \delta u^h \in \delta U^h \int_{\Omega} \varepsilon_{ij}(\delta u^h)C_{ijkl}\varepsilon_{kl}(u^h) \, dV = \int_{\Gamma_t} \delta u^h_i t_i \, ds + \sum_{k=1}^{n_c} \int_{\Gamma_c} \|\delta u^h_i\| T_{ij}p_j \, ds$$  \hspace{1cm} (3.52)
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The local-to-global coordinate transformation matrix reads: \( T = [s^-, n^-] \equiv [\cos \theta - \sin \theta, \sin \theta \cos \theta] \) and \( p = [p_{sn}, p_{nn}] \). The following section describes the process of constructing the interpolants for \( u^h \in U^h \) based on the framework of the extended finite element method (XFEM).

### 3.5.2 Extended finite element method

The extrinsically enriched XFEM approximation takes the following shifted form [89, 91]:

\[
\begin{align*}
\mathbf{u}^h(\mathbf{x}) &= \sum_{I \in \mathcal{N}_S} N_I(\mathbf{x}) \mathbf{u}_I + \sum_{i=1}^{n_{crk}} \sum_{I \in \mathcal{N}_H^i} N_I(\mathbf{x}) \left( H^i(\mathbf{x}) - H^i(\mathbf{x}_I) \right) a^i_I \\
&\quad + \sum_{i=1}^{n_{tip}} 4 \sum_{\alpha=1}^{4} \sum_{I \in \mathcal{N}_B^i} N_I(\mathbf{x}) \left( B_{i,\alpha}(\mathbf{x}) - B_{i,\alpha}(\mathbf{x}_I) \right) b^i_{I,\alpha},
\end{align*}
\]

(3.53)

where \( N_I(\mathbf{x}) \) are the piece-wise continuous interpolation functions and where \( \mathcal{N}_S, \mathcal{N}_H^i \) and \( \mathcal{N}_B^i \) denote the nodal sets corresponding, respectively, to the standard degrees of freedom (DOF) \( u_I \), the Heaviside enrichment DOF \( a^i_I \) for cracks \( i \in \{1, 2, \ldots, n_{crk}\} \), and the branch enrichment DOF \( b^i_{I,\alpha} \) for crack tips \( i \in \{1, 2, \ldots, n_{tip}\} \) and branch functions \( \alpha \in \{1, 2, 3, 4\} \). The enriched nodal degrees of freedom serve to adjust the enrichment so that it can better approximate the solution at hand. Thus, the enrichment functions need not be precisely the local solution to the problem. This is a useful property of a PU based enrichment because the enrichment functions are sometimes approximations themselves.

For example, the singular enrichment functions, or branch functions, are the asymptotic near crack tip displacement field functions characterizing the local deformation at the crack tip in terms of polar coordinates[297]. The basis of these functions is given below:

\[
\{ B_{\alpha} (r, \theta) \}_{\alpha=1}^4 = \left\{ \sqrt{r} \sin \frac{\theta}{2}, \sqrt{r} \cos \frac{\theta}{2}, \sqrt{r} \sin \frac{\theta}{2} \sin \theta, \sqrt{r} \cos \frac{\theta}{2} \sin \theta \right\},
\]

(3.54)

where \((r, \theta)\) is a polar coordinate system with its origin centered at the crack tip. In addition to the branch enrichment, which makes sense only close to the crack tip, a Heaviside (or discontinuous) enrichment is used to introduce a jump in the displacement field at a general location along a crack [27]. The Heaviside function \( H(\mathbf{x}) \) is +1 if \( \mathbf{x} \in \Omega \) lies on one side of the fracture surface and −1 otherwise. As such, the Heaviside can be defined as
the sign of the signed-distance function:

\[
H(x) = \begin{cases} 
+1 & \text{if } (x - x_c) \cdot n_c \geq 0, \\
-1 & \text{otherwise}
\end{cases}
\]  

(3.55)

where \( n_c \) is a unit normal to \( \Gamma_c \) and \( x_c \in \Gamma_c \) is the most proximate point to \( x \). The equilibrium equations (2.19) for a discrete system can be generally written as:

\[
Ku = f,
\]

(3.56)

where \( K \) is called the stiffness matrix, \( u \) is the generalised vector of degrees of freedom (comprising both standard and enriched DOF), and where \( f \) is the nodal force vector. The potential energy (2.22) of the linear-elastic solid is given as:

\[
\Pi = \frac{1}{2} u^T K u - u^T f
\]

(3.57)

The discrete equilibrium system can be written more explicitly so as to distinguish between the standard and enriched parts:

\[
\begin{bmatrix} K_{ss} & K_{se1} & \cdots & K_{sen} \\ K_{es1}^T & K_{e1e1} & \cdots & K_{e1en} \\ \vdots & \vdots & \ddots & \vdots \\ K_{esn}^T & K_{e1en}^T & \cdots & K_{enen} \end{bmatrix} \begin{bmatrix} u_s \\ u_{e1} \\ \vdots \\ u_{en} \end{bmatrix} = \begin{bmatrix} f_s \\ f_{e1} \\ \vdots \\ f_{en} \end{bmatrix}
\]

(3.58)

where \( u_s \) and \( u_e \) denote (respectively) the standard (displacement) DOF and the generalised enrichment DOF for the specific enrichment used, e.g. Heaviside or branch. The individual members of the stiffness matrix and the force vector are computed as follows:

\[
K_{ss} = \int_{\Omega} B_s(x)^T C B_s(x) \, dV
\]

(3.59)

\[
K_{se_i} = \int_{\Omega} B_s(x)^T C B_{ei}(x) \, dV
\]

(3.60)

\[
K_{e1e_j} = \int_{\Omega} B_{e1}(x)^T C B_{ej}(x) \, dV
\]

(3.61)
\[ f_s = \int_{\Omega} N_s(x)^T b \, dV + \int_{\Gamma_t} N_s(x)^T t \, ds \] (3.62)

\[ f_{ei} = \int_{\Omega} N_{ei}(x)^T b \, dV + \int_{\Gamma_t} N_{ei}(x)^T t \, ds + \int_{\Gamma_e} \|[N_{ei}'](x)^T Tp\| \, ds \] (3.63)

The standard strain operator matrix (B-matrix) reads:

\[
B_{sI} = \begin{bmatrix} N_{I,x} & 0 \\ 0 & N_{I,y} \\ N_{I,y} & N_{I,x} \end{bmatrix}, \quad \forall I \in \mathcal{N}_S
\] (3.64)

The B-matrix for the discontinuous enrichment for crack \(i\) is:

\[
B_{ei}^{iI} = \begin{bmatrix} N_{I,x}(H^i - H_i^i) & 0 \\ 0 & N_{I,y}(H^i - H_i^i) \\ N_{I,y}(H^i - H_i^i) & N_{I,x}(H^i - H_i^i) \end{bmatrix}, \quad \forall I \in \mathcal{N}_H^i
\] (3.65)

whereas for the singular enrichment in the vicinity of crack tip \(j\) it is:

\[
B_{ei}^{jI} = \begin{bmatrix} \left(N_I(B^j - B_i^j)\right)_{,x} & 0 \\ 0 & \left(N_I(B^j - B_i^j)\right)_{,y} \end{bmatrix}, \quad \forall I \in \mathcal{N}_B^j
\] (3.66)

where \(B^j\) is a vector of the singular crack tip \(j\) enrichment functions, as defined by (3.54).

The so-called displacement operator matrices (N-matrices) are given as follows:

\[
N_{sI} = \begin{bmatrix} N_I \\ 0 \end{bmatrix}, \quad \forall I \in \mathcal{N}_S
\] (3.67)

\[
N_{ei}^{iI} = \begin{bmatrix} N_I(H^i - H_i^i) \\ 0 \end{bmatrix}, \quad \forall I \in \mathcal{N}_H^i
\] (3.68)

\[
N_{ei}^{jI} = \begin{bmatrix} N_I(B^j - B_i^j) \\ 0 \end{bmatrix}, \quad \forall I \in \mathcal{N}_B^j
\] (3.69)
Chapter 3. Discrete Solution

The jump in the enriched N-matrices is defined as:

\[
\begin{bmatrix} N_{\alpha I} \end{bmatrix} = N_{\alpha I}^+ - N_{\alpha I}^-
\]  

(3.70)

For Heaviside enrichment, the jump is:

\[
\begin{bmatrix} N_{\alpha I}^i \end{bmatrix} = N_{sI}[H^i], \quad \forall I \in \mathcal{N}_H^i
\]  

(3.71)

whereas for branch enrichment, it is:

\[
\begin{bmatrix} N_{\alpha I}^j \end{bmatrix} = N_{sI}[B^j], \quad \forall I \in \mathcal{N}_B^j
\]  

(3.72)

Note that only the first branch function exhibits a jump across the fracture interface (the other three are continuous); hence,

\[
\{[B_{\alpha}](r, \theta)\}_{\alpha=1}^{4} = \{2\sqrt{r}, 0, 0, 0\}
\]  

(3.73)

The jump in the Heaviside enrichment across the fracture interface, according to (3.55), is:

\[
\begin{bmatrix} H \end{bmatrix} = 2
\]  

(3.74)

This completes the summary of how the constituents of the stiffness matrix and force vector are defined. The following section describes how the discrete energy release rates are computed using algebraic differentiation.

### 3.6 Discrete energy release rates

The potential energy of a discrete mechanical system is written in matrix notation as:

\[
\Pi = \frac{1}{2} u^T Ku - u^T f
\]  

(3.75)
where $u$, $K$, and $f$ are, respectively, the generalised displacement vector, the stiffness matrix, and the nodal force vector. The rotational energy release rate of a crack extension $\Delta \ell_i$ is computed analogously to the works of [130, 168]:

$$G_{\theta_i} = -\frac{1}{2} u^T \delta_i K u + u^T \delta_i f - \delta_i u^T (K u - f)$$  \hspace{1cm} (3.76)

$$G_{\theta_i} = -\frac{1}{2} u^T \delta_i K u + u^T \delta_i f$$  \hspace{1cm} (3.77)

where, for brevity’s sake, $\delta_i$ is used to denote a derivative with respect to the free variable, in this case $\theta_i$. Note that the last term in (3.76) vanishes due to the assumed equilibrium of the discrete system, i.e. $K u = f$. The rates of the rotational energy release rates for a multiply cracked solid are computed as follows:

$$H_{\theta ij} = -\left( \frac{1}{2} u^T \delta_{ij}^2 K u - u^T \delta_{ij}^2 f \right) - \delta_j u^T (\delta_i K u - \delta_i f)$$  \hspace{1cm} (3.78)

$$H_{\theta ij} = -\left( \frac{1}{2} u^T \delta_{ij}^2 K u - u^T \delta_{ij}^2 f \right) + (\delta_j K u - \delta_j f)^T K^{-1} (\delta_i K u - \delta_i f)$$  \hspace{1cm} (3.79)

where in (3.78), $\delta_j u$ is determined from the condition that the variations of the equilibrium equations are vanishing, i.e. $\delta_i (K u + f) = 0$. The force variations $\delta_i f$ and $\delta_{ij}^2 f$ need only be accounted for if the applied loads act on the virtual crack rotation, e.g. crack face tractions and body-type loads. In (3.79), the first term containing the second order derivatives captures the local interaction between the rotations of different crack increments; on the other hand, the second term encompassing the products of first order variations represents the remote interaction. Concerning the second order cross-differentials $\delta_{ij}(\cdot)$ where $i \neq j$, unless there is a strong geometrical coupling between the different virtual crack rotations, the cross derivatives are null; hence only the “self-interaction” $\delta_{ii}^2 (\cdot)$ needs to be accounted for. The local cross-interactions tend to arise only when crack tips are sufficiently close.

### 3.6.1 Stiffness and force derivatives

Concerning the second order variations $\delta_{ij}^2 (\cdot)$ it will be considered for simplicity’s sake that the fracture configuration at hand is one where the crack extensions are sufficiently far
apart such that the cross-variations do not arise, i.e. \( \delta^2_{ij}(\cdot) = 0 \) for \( i \neq j \). However, when
the local-interactions do arise (eventually), say for a pair of nearby crack tips, the tips tend to already be too close for practical handling and so a crack intersection is forced instead.

Note that the remote coupling between the different rates of rotational energy release rates \( H_{\theta ij} \) when \( i \neq j \) is retained by the products of the first order variations that appear as the second term in (3.79). For convenience, the equations for the discrete potential energy, the energy release rates and the rates of the energy release rates are recalled:

\[
\Pi = \frac{1}{2} u^T Ku - u^T f, \tag{3.80}
\]

\[
G_i = -\frac{1}{2} u^T \delta_i Ku + u^T \delta_i f, \tag{3.81}
\]

\[
H_{ij} = -\left( \frac{1}{2} u^T \delta^2_{ii} Ku - u^T \delta^2_{ii} f \right) + (\delta_j Ku - \delta_j f)^T K^{-1}(\delta_i Ku - \delta_i f) \tag{3.82}
\]

where in (3.82) only the self interaction \( \delta^2_{ii}(\cdot) \) needs to be resolved. Henceforth, the subscript(s) in \( \delta_i \) and \( \delta^2_{ii} \) will be omitted. The global stiffness matrix \( K \) is obtained by summing the element-level stiffness matrices:

\[
K = \sum_{i=1}^{n_{el}} K_{el} \tag{3.83}
\]

\[
K = \sum_{i=1}^{n_{el}} \int_{\bar{\Omega}_{el}} B^T CB \det(J) \, d\xi \, d\eta \tag{3.84}
\]

where \( \bar{\Omega}_{el} \) describes an element in the parametrized coordinate space \((\xi, \eta)\), \( B \) is a strain operator matrix, \( C \) is the constitutive matrix and \( J \) is the Jacobian of the mapping between the parametric and Cartesian \((x, y)\) coordinate spaces. The first and second order variations of the element stiffness matrix \( K_{el} \) for any element can be generally computed as:

\[
\delta K_{el} = \int_{\Omega_{el}} (\delta B^T CB + B^T C \delta B) \det(J) \, d\xi \, d\eta + \int_{\Omega_{el}} B^T CB \delta \det(J) \, d\xi \, d\eta \tag{3.85}
\]

\[
\delta^2 K_{el} = \int_{\Omega_{el}} (\delta^2 B^T CB + 2 \delta B^T C \delta B + B^T C \delta^2 B) \det(J) \, d\xi \, d\eta
\]

\[+ \int_{\Omega_{el}} 2(\delta B^T CB + B^T C \delta B) \delta \det(J) \, d\xi \, d\eta + \int_{\Omega_{el}} B^T CB \delta^2 \det(J) \, d\xi \, d\eta \tag{3.86}
\]

where \( C \) is assumed to be constant for a homogeneous isotropic material. The global force vector due to local fracture surface tractions is obtained by summing the element level
contributions of those elements cut by the cracks:

\[ f = \sum_{i=1}^{n_{cut}} f_{el} \]  
(3.87)

\[ f = \sum_{i=1}^{n_{cut}} \int_{\Gamma_i^c} [N]^T T p \frac{dl}{d\zeta} d\zeta \]  
(3.88)

where \([N]\) denotes a jump in the displacement-like matrix \(N\) across the fracture interface, \(\frac{dl}{d\zeta}\) is the Jacobian of the mapping between the parametric \((\zeta)\) and the physical coordinate \((l)\) that is on the part of the fracture surface that cuts a particular element. The first and second differentials of the element force vector can be generally computed as follows:

\[ \delta f_{el} = \int_{\Gamma_e} (\delta [N]^T T + [N]^T \delta T) p \frac{dl}{d\zeta} d\zeta + \int_{\Gamma_e} [N]^T T p \frac{d\delta l}{d\zeta} d\zeta \]  
(3.89)

\[ \delta^2 f_{el} = \int_{\Gamma_e} (\delta^2 [N]^T T + 2 \delta [N]^T \delta T + [N]^T \delta^2 T) p \frac{dl}{d\zeta} d\zeta + \int_{\Gamma_e} [N]^T T p \frac{d^2 \delta l}{d\zeta} d\zeta \]  
(3.90)

where the local tractions \(p\) were assumed to be independent of rotation. The matrix \(T(\theta) = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}\) is the local-to-global transformation matrix that operates on \(p\).

### 3.6.2 Element-level derivatives

For the elements in partial rotation that are cut by a crack, the variations of the strain and displacement operator matrices are more intricate to compute due to the involvement of integration over the element’s sub-cells. In order to compute these variations, it is necessary to determine the variations of the element shapes functions and their cartesian derivatives. To this end, there is a constraint equation that needs to be satisfied:

\[ N_j^e (X^e + \delta X^e) (x_j^e + \delta x_j^e) - N_j^e (X^e) x_j^e = N_j^e (X^e) \delta x_j^e \]  
(3.91)

The equation states that the displacements of two coincident material points due to the distortion of the element, as interpolated by the shape functions of the element and the
shape functions of a particular sub-cell, need to be the same. The constraint equation yields a relationship for the variation of the element’s parametric coordinates $\delta X^e$:

$$N_I^e \delta x_I^e + \delta X^e \frac{dN_I^e}{dX^e} x_I^e = N_I^e \delta x_I^e$$ (3.92)

$$\delta X^e = (N_I^e \delta x_I^e - N_I^e \delta x_I^e) \left( \frac{dN_I^e}{dX^e} x_I^e \right)^{-1}$$ (3.93)

The displacement of an interior point due to the displacement of the elements nodes is $\delta x^e = N_I^e \delta x_I^e$ whereas the displacement of the same point, as interpolated by the shapes of the element’s sub-cell, is $\delta x^e = N_I^e \delta x_I^e$. Generally, these two displacements do not coincide, i.e. $\delta x^e \neq \delta x^e$, and so consistency is enforced by $\delta X^e$, as determined by (3.93).

The variations $\delta X^e$ and likewise $\delta^2 X^e$ will not be zero if the displacement mismatch variations $\delta x$ and $\delta^2 x$ are not zero. The latter variations can be defined as follows:

$$\delta x = N_I^e \delta x_I^e - N_I^e \delta x_I^e$$ (3.94)

$$\delta^2 x = (N_I^e \delta^2 x_I^e + \delta N_I^e \delta x_I^e) - (N_I^e \delta^2 x_I^e + \delta N_I^e \delta x_I^e)$$ (3.95)

$\delta x$ and $\delta^2 x$ can then be used to determine $\delta X^e$ and $\delta^2 X^e$:

$$\delta X^e = \delta x J^{-1}$$ (3.96)

$$\delta^2 X^e = \delta^2 x J^{-1} + \delta x \delta (J^{-1})$$ (3.97)

The variations of the element shape functions $\delta N_I^e$ and $\delta^2 N_I^e$ can be determined straightforwardly since $\delta X^e$ and $\delta^2 X^e$ are known. The enriched shape function jump variations $\delta [N_I]$ and $\delta^2 [N_I]$ along a crack are only due to the variations of the PU shape functions $N_I^e$ that multiply the enrichment function jumps $[\psi]$. The enrichment function jumps are constant with respect to the rotation of a crack branch. The variations of the enriched shape functions are not zero if an element undergoes a distortion and zero if the element undergoes a uniform translation or a rotation. In the former case, the variations are generally not zero because the translation of some of the elements nodes causes a change in PU shape function values $N_I^e$ at a quadrature point $x$. Thus, for an element in partial rotation, e.g. the element that contains the crack-kink, the variations of the enriched shape
functions $\delta[N_I]$ and $\delta^2[N_I]$ are computed as follows:

\[
\delta[N_I] = \delta N_I[\psi], \quad (3.98)
\]
\[
\delta^2[N_I] = \delta^2 N_I[\psi], \quad (3.99)
\]

where $N$ make up the PU basis, i.e. the standard shape functions of an element, and where $[\psi]$ denotes a generic enrichment function jump across a crack, i.e. $\psi$ can be either the Heaviside function (3.55) or one of the branch functions (3.54). The variations of the components of equations (3.85), (3.86), (3.89) and (3.90) are detailed below: (note that the vector derivative are defined as: $\partial/\partial \mathbf{X} = \begin{bmatrix} \partial/\partial \xi & \partial/\partial \eta \end{bmatrix}^T$, and $\partial/\partial \mathbf{x} = \begin{bmatrix} \partial/\partial x & \partial/\partial y \end{bmatrix}^T$)

\[
\delta \mathbf{J} = \frac{\partial N_I}{\partial \mathbf{X}} \delta \mathbf{x}_I + \delta \left( \frac{\partial N_I}{\partial \mathbf{X}} \right) \mathbf{x}_I \quad (3.100)
\]
\[
\delta^2 \mathbf{J} = \frac{\partial N_I}{\partial \mathbf{X}} \delta^2 \mathbf{x}_I + 2 \delta \left( \frac{\partial N_I}{\partial \mathbf{X}} \right) \delta \mathbf{x}_I + \delta^2 \left( \frac{\partial N_I}{\partial \mathbf{X}} \right) \mathbf{x}_I \quad (3.101)
\]

The determinant of the Jacobian and its variations are given below:

\[
\det(\mathbf{J}) = \left( \frac{\partial N_I}{\partial \xi} \frac{\partial N_J}{\partial \eta} - \frac{\partial N_I}{\partial \eta} \frac{\partial N_J}{\partial \xi} \right) x_I y_J \quad (3.102)
\]

\[
\delta \det(\mathbf{J}) = \left( \frac{\partial N_I}{\partial \xi} \frac{\partial N_J}{\partial \eta} - \frac{\partial N_I}{\partial \eta} \frac{\partial N_J}{\partial \xi} \right) \delta x_I y_J + \delta \xi \frac{\partial}{\partial \xi} \left( \frac{\partial N_I}{\partial \xi} \frac{\partial N_J}{\partial \eta} - \frac{\partial N_I}{\partial \eta} \frac{\partial N_J}{\partial \xi} \right) x_I y_J
\]
\[
+ \left( \frac{\partial N_I}{\partial \xi} \frac{\partial N_J}{\partial \eta} - \frac{\partial N_I}{\partial \eta} \frac{\partial N_J}{\partial \xi} \right) x_I \delta y_J + \delta \eta \frac{\partial}{\partial \eta} \left( \frac{\partial N_I}{\partial \eta} \frac{\partial N_J}{\partial \xi} - \frac{\partial N_I}{\partial \xi} \frac{\partial N_J}{\partial \eta} \right) x_I y_J \quad (3.103)
\]

\[
\delta^2 \det(\mathbf{J}) = \left( \frac{\partial N_I}{\partial \xi} \frac{\partial N_J}{\partial \eta} - \frac{\partial N_I}{\partial \eta} \frac{\partial N_J}{\partial \xi} \right) \delta^2 x_I y_J + \delta \xi \frac{\partial}{\partial \xi} \left( \frac{\partial N_I}{\partial \xi} \frac{\partial N_J}{\partial \eta} - \frac{\partial N_I}{\partial \eta} \frac{\partial N_J}{\partial \xi} \right) x_I y_J
\]
\[
+ \frac{\partial N_I}{\partial \xi} \frac{\partial N_J}{\partial \eta} - \frac{\partial N_I}{\partial \eta} \frac{\partial N_J}{\partial \xi} \right) 2\delta x_I \delta y_J + 2\delta \xi \delta \eta \frac{\partial^2}{\partial \xi \partial \eta} \left( \frac{\partial N_I}{\partial \xi} \frac{\partial N_J}{\partial \eta} - \frac{\partial N_I}{\partial \eta} \frac{\partial N_J}{\partial \xi} \right) x_I y_J
\]
\[
+ \left( \frac{\partial N_I}{\partial \xi} \frac{\partial N_J}{\partial \eta} - \frac{\partial N_I}{\partial \eta} \frac{\partial N_J}{\partial \xi} \right) x_I \delta^2 y_J + \delta \eta \frac{\partial}{\partial \eta} \left( \frac{\partial N_I}{\partial \eta} \frac{\partial N_J}{\partial \xi} - \frac{\partial N_I}{\partial \xi} \frac{\partial N_J}{\partial \eta} \right) x_I y_J \quad (3.104)
\]
The variations of the inverse of the Jacobian are (note the use of the identity $J^{-1}J = I$):

$$\delta J^{-1} = -J^{-1} \delta J J^{-1}$$  \hfill (3.105)

$$\delta^2 J^{-1} = -J^{-1} \delta^2 J J^{-1} + 2 J^{-1} \delta J J^{-1} \delta J J^{-1}$$  \hfill (3.106)

The variations of the shape function Cartesian derivatives for elements that require integration over sub-cells (note, this only pertains to elements that have the crack kink):

$$\delta \frac{\partial N_I}{\partial x} = \delta J^{-1} \frac{\partial N_I}{\partial X} + J^{-1} \delta \frac{\partial N_I}{\partial X}$$  \hfill (3.107)

$$\delta^2 \frac{\partial N_I}{\partial x} = \delta^2 J^{-1} \frac{\partial N_I}{\partial X} + J^{-1} \delta^2 \frac{\partial N_I}{\partial X}$$  \hfill (3.108)

where the first and second order variations of the shape functions are given as:

$$\delta \begin{bmatrix} \frac{\partial N_I}{\partial x} \\ \frac{\partial N_I}{\partial y} \end{bmatrix} = \delta J^{-1} \begin{bmatrix} \frac{\partial N_I}{\partial \xi} \\ \frac{\partial N_I}{\partial \eta} \end{bmatrix} + J^{-1} \delta \begin{bmatrix} \frac{\partial N_I}{\partial \xi} \\ \frac{\partial N_I}{\partial \eta} \end{bmatrix}$$  \hfill (3.109)

$$\delta^2 \begin{bmatrix} \frac{\partial N_I}{\partial x} \\ \frac{\partial N_I}{\partial y} \end{bmatrix} = \delta^2 J^{-1} \begin{bmatrix} \frac{\partial N_I}{\partial \xi} \\ \frac{\partial N_I}{\partial \eta} \end{bmatrix} + 2 J^{-1} \delta \begin{bmatrix} \frac{\partial N_I}{\partial \xi} \\ \frac{\partial N_I}{\partial \eta} \end{bmatrix} \delta \begin{bmatrix} \frac{\partial N_I}{\partial \xi} \\ \frac{\partial N_I}{\partial \eta} \end{bmatrix} + J^{-1} \delta^2 \begin{bmatrix} \frac{\partial N_I}{\partial \xi} \\ \frac{\partial N_I}{\partial \eta} \end{bmatrix}$$  \hfill (3.110)

The variations of the strain matrix read:

$$\delta \mathbf{B}_I = \begin{bmatrix} \delta \frac{\partial N_I}{\partial x} & 0 \\ 0 & \delta \frac{\partial N_I}{\partial y} \end{bmatrix}$$  \hfill (3.113)

$$\delta^2 \mathbf{B}_I = \begin{bmatrix} \delta^2 \frac{\partial N_I}{\partial x} & 0 \\ 0 & \delta^2 \frac{\partial N_I}{\partial y} \end{bmatrix}$$  \hfill (3.114)
The jump-like matrix is defined as:

$$[N]_J^\alpha = 
\begin{bmatrix}
N_I \|\psi\|_\alpha & 0 \\
0 & N_I \|\psi\|_\alpha
\end{bmatrix}
$$

(3.115)

where $\alpha$ denotes any of the enrichment functions. The spatial $(x, y)$ variations can be expressed solely in terms of the variations in the polar angle $\theta$ since the radius $r$ is constant:

$$\delta_i x = -y \delta \theta_i, \quad \delta_i y = x \delta \theta_i$$

(3.116)

$$\delta_i^2 x = -x \delta \theta_i, \quad \delta_i^2 y = -y \delta \theta_i$$

(3.117)

### 3.7 Determination of the crack growth direction

Equations (3.77) and (3.79) can be used to determine the energy release rates and the rates of the energy release rates associated with the rotations of different crack tip extensions. The most energetically favourable crack growth directions of a set of fracture increments $I_{inc} \subseteq I_{tip}$ are those that yield zero rotational energy release rates, i.e. $G_{\theta_i} = 0$ for $i \in I_{inc}$.

This is a non-linear problem; thus, the solution to the crack extension angle $\theta_k^i$, where $i \in I_{inc}^k$, is written in the form of Newton’s iterations at time-step $k$ and iteration step $m$:

$$\theta_k^{i,m+1} = \theta_k^{i,m} - (H_{\theta}^{-1})_{ij} \cdot G_{\theta_j}^{k,m}$$

(3.118)

The solution for $\theta_k^i$ is considered to have numerically converged when the difference between two consecutive iterations satisfies the criterion $\max_{i \in I_{inc}}(|\theta_k^{i,m+1} - \theta_k^{i,m}|) < \epsilon$, where $\epsilon$ is a small positive number, e.g. $\epsilon = 10^{-3}$. Note that within the discrete framework that supposes straight crack tip extensions (such as the current one), two consecutive extensions at the same crack tip $i \in I_{inc}^{k+1} \cap I_{inc}^k$ will always result in a crack kink under mixed mode loading conditions, i.e. $\theta_k^{i+1} - \theta_k^i \neq 0$. This phenomenon is purely due to discretisation and does not reflect the actual physics of crack growth. In other words, the fracture path should be smooth under normal conditions. The discrete fracture solution approaches the smooth solution in the limit of vanishingly small crack tip extensions.
3.8 Summary

Three methods have been described for the solution of the discrete fracture growth problem. These solution methods were based on: crack length-control, load-control, and on the energy-gradient. The first method was considered to be best suited to problems where the fracture front was stable. This meant that the energy function was required to be convex in the feasible solution space that was defined by a fixed total length fracture extension. The method could be used to solve both stable and unstable crack propagation problems. The second strategy was based on load-control. It was considered to be the simplest method albeit limited to fracture problems that were characterised by a convex energy function, i.e. for stable crack growth and stable fracture front configurations. In this case, the fracture solution was automatically captured by incrementing the load parameter at each time-step and minimising the energy function with respect to the crack tip extensions (subject to irreversibility). Finally, the third solution strategy utilised the gradient of the energy function to determine the instantaneous fracture advance vector that would yield the greatest rate of energy minimisation (or maximum energy dissipation).

The energy-gradient based solution approach had to be adapted to the constraint of fixed-length crack tip extensions that is intrinsic to the current XFEM implementation (Section 4.3). The solution algorithm was modified such that at a given iteration step the energetically less favourable crack tip extensions were annihilated completely whereas the more favourable extensions were retained and carried over to the next iteration step. In this proposed adaptation, the favourability of a crack tip extension was decided based on the energy release rate at the tip relative to the mean energy release rate of all other tips in the trial set of crack extensions. Note that by resorting to this solution approach, the vital constraint of a fixed unit of total fracture advance per time step was violated in the search for the optimal crack extension solution. Nonetheless, this violation was shown not to have a detrimental effect on the fracture solution for most case, e.g. non-competing crack growth. The proposed simplification lacked robustness only in the case of competing crack growth and a non-convex energy function; hence, the method could still be used successfully to resolve competing crack growth provided the energy function was convex.
To tackle the aforementioned limitation of the discretisation-adapted energy-gradient based solution approach to resolving competing crack growth for fixed-length crack tip extensions, it was proposed to minimise a quadratic approximation of the energy function with respect to the crack tip extension lengths. The so-called off-line solution stage would be invoked upon reaching convergence of the solution for the crack tip extensions directions and determining that these crack tips were competing. In carrying out this off-line energy minimisation, which is not subject to the discretisation related constraints, the most critical crack tips and their relative growth rates could be determined sufficiently accurately such that by coarsening the off-line solution to fit the discrete framework the crack tip competition could be effectively resolved. The off-line solution approach was verified by solving several fabricated benchmark problems involving competing cracks.

The second part of this chapter focused on the extended finite element method and the resulting system of equations that needed to be solved for the discrete static equilibrium. Details were provided on the computations of the fracture energy release rates within the XFEM framework based on the stiffness derivative approach. The steps of performing the algebraic differentiation of the XFEM stiffness matrix and the force vector were described. Overall, this chapter has focused on the solution procedure for the problem of fracture evolution as governed by the minimum energy principle. The necessary equations for the numerical solution have been defined. The computer implementation of the proposed solution method within the Matlab environment is delineated in the following chapter.
Chapter 4

Implementation
4.1 Introduction

This chapter addresses the computer implementation of the extended finite element method (XFEM) within the *Matlab* programming language for modelling multi-crack growth with intersections. It is important for the numerical simulations to be practical on a desktop computer even for relatively large size problems, e.g. several million DOF’s and hundreds of cracks. For instance, the parametric studies involving silicon wafer splitting (Chapter 6) are computationally expensive due to the fine-scale discretisation that is needed to accurately capture the micro-crack interactions and coalescence in an SOI wafer specimen that is modelled on the scale of millimetres. The computer implementation is focused primarily on the assembly and updating of the system of equations with respect to the evolving fracture geometry, and on the computation of the fracture energy release rates via the stiffness derivative method, which was described in Section 3.6.

An efficient implementation of XFEM is one which updates the system of equations only where it is necessary by considering the local changes in the enrichment topology as a result of a crack propagation. Although this seems obvious enough, the robust implementation of XFEM for modelling multi-crack growth with intersections tends to be cumbersome because the enrichment needs to be updated in a consistent manner. The complexity of the enrichment tracking and updating of the system of equations further increases since an allowance must be made for elements with multiple enrichment. On the other hand, a basic enrichment updating strategy for a propagating crack is to reassemble the entire enrichment from scratch. This avoids having to update the enrichment consistently with the previous enrichment, which tends to be more straightforward insofar as the implementation is concerned. On the downside, the basic enrichment updating approach can lead to a significant computational overhead. Thus, we show via several representative benchmark studies involving multiple crack growth with coalescence the speed-up of updating the enrichment only where it is needed (i.e. where there are changes in the enrichment topology) relative to re-computing the entire enrichment from scratch.
4.2 Aspects of implementation

Although XFEM facilitates mesh independent fracture propagation, the enrichment needs to be updated at each time-step. This is particularly challenging when multiple crack propagations are involved. In the current implementation this is achieved by means of a systematic book-keeping of the element enrichment data, addition and removal of enrichment only where necessary, and a consistent updating of the global system of equations. Consequently, moderate computational times are obtained, even in the current Matlab implementation. In the benchmark problems that we solve, the greatest cost by far is in the solution of the linear system of equations rather than in the assembly/updating.

Most XFEM implementations exists in either C++ or Fortran [38, 126, 208], i.e. a compiled language, which naturally provides fast computations. In this respect, Matlab or Python are inferior as they are interpreted languages, so the simulation speed is generally slower. Concerning the simulations of multiple cracks in XFEM, it can be noted that after each time-step only minor topological changes take place in spite of the size of the system. Provided the enriched part of the stiffness matrix is updated and not completely reassembled, the bottle neck in every time-step is in the solution of the linear system of equations rather than in the post-processing, for which Matlab has built-in solvers that are fast and robust.

There exist several different variants of XFEM implementations that mainly differ in the way the local partition of unity enrichment is introduced [3, 31, 89, 91, 150]. Each approach offers a particular balance between accuracy, computational expense and robustness. The following subsections address some of these formulations, the numerical difficulties that arise and how they are mitigated for the optimal performance of the numerical method.

4.2.1 Enrichment in XFEM

The XFEM enrichment functions for the modelling of cracks consist of the Heaviside function and the crack tip branch functions [27, 30, 192]. The Heaviside function (3.55) is used to represent a displacement jump discontinuity across the fracture interface at a
general position along a crack whereas the main purpose of the tip enrichment functions (3.54) is to locate the crack tip and to enhance the standard finite element basis so that the stress singularity and the high gradients close to the tip can be captured more effectively.

There are several common strategies of how the crack tip branch functions may be introduced into the finite element basis. The classic enrichment strategy is to enrich only the nodes whose support is cut by the crack tip. This type of enrichment is known as topological enrichment. It achieves the basic goal of locating the crack tip within the element and equipping the element with the necessary basis to reproduce the crack tip singular stress field. Although topological enrichment leads to some improvement in the accuracy of the solution, it proves insufficient to recover the optimal solution convergence rate with mesh refinement (as that of the classic FEM for smooth problems). This is because the standard finite element basis of the (unenriched) elements adjacent to the crack tip can not properly capture the high gradients close to the tip due to the vanishing enrichment domain size as the mesh size approaches zero [24, 158]. To make matters worse, the accuracy tends to deteriorate further when the crack tip happens to be very close to the element edge.

The lack of robustness of topological enrichment motivates the adoption of a different strategy referred to as geometrical enrichment [24, 158]. In this case, the nodes within a fixed domain size are enriched with the branch functions. Geometrical enrichment offers better accuracy and convergence of the solution with mesh refinement than topological enrichment; however, the fixed size of the enrichment domain (independent of the mesh) means that with mesh refinement the number of enriched degrees of freedom increases rapidly. Apart from the higher computational cost in the assembly of equations, the condition number of the stiffness matrix increases remarkably due to the nearly linearly dependent branch functions. The high condition number combined with finite precision arithmetic can lead to poor performance of the linear solver being used (e.g. in terms of computational time, accuracy and robustness). Particularly, an iterative solver may be slow to converge if the condition number is very high. Although the effects of a high condition number are generally less severe on direct linear solvers than on iterative ones, iterative solvers are better suited for large-scale problems [284] due to their more efficient use of computer memory. Of course, if memory is not an issue, a direct solver should be
used for a faster solution time. One way to improve the condition number at the expense of reducing the flexibility of the enriched basis to approximate more general tip fields is to employ the so called enriched degrees-of-freedom gathering technique [7, 8, 158, 279].

It is desirable to retain some favourable properties from topological enrichment, such as computational efficiency and low condition number but also exploit some of the benefits of geometrical enrichment, such as better accuracy and robustness of the enrichment method. Thus, the proposed strategy is to enrich a domain size proportional to the local mesh size but to assume an enrichment radius that spans at least a few layers of elements surrounding the crack tip. The additional rings of elements help resolve the high gradients close to the crack tip while keeping the condition number relatively low [112, 172, 303].

4.2.2 Blending elements

The blending elements that have only some of their nodes enriched “blend” the fully enriched and un-enriched parts of the approximation to preserve continuity of the displacement field across element boundaries. The fact that the enrichment functions can not be reproduced exactly within the blending elements due to the lack of PU support and that these enriched terms can not be compensated by the standard FE basis, tends to pollute the solution and lead to a sub-optimal solution convergence rate [59, 158, 279].

For the good performance of local partition of unity enrichment a proper construction of blending elements is essential. Numerical difficulties due to blending can be reduced by the addition of hierarchical shape functions in order to compensate for the unwanted terms in the partially enriched elements [279]. However, this approach is better suited for polynomial enrichments than for general (e.g. non-polynomial) enrichments. Therefore, an alternative method is the so-called Corrected XFEM [88] whereby a modified enrichment function is used such that partition of unity and inter-element continuity are satisfied within the enriched domain. The modified enrichment function is obtained by multiplying the enrichment function by a ramp function that is unity in the interior of the enriched domain and which smoothly goes to zero on its boundary. Another method, which is similar in principle to the previous one, is the so-called stabilised GFEM (SGFEM) [111]
whereby the modified enrichment function is computed by subtracting the FE interpolation of the enrichment function from the enrichment function itself. Although on the boundary of the enriched domain the element edge continuity between nodes is compromised, the method offers significantly better conditioning than Corrected XFEM whilst offering better accuracy than standard XFEM. One more method to circumvent blending problems (by avoiding blending elements altogether) is to use a discontinuous Galerkin formulation [103] where inter-element continuity is enforced by using an internal penalty method.

The present variant of XFEM is the so-called Corrected XFEM [88] that assumes the modified crack tip branch functions and a full PU support over the enriched domain [179]. With regard to Heaviside enrichment, no modification of the Heaviside function is required nor is it necessary to handle the Heaviside blending elements in any special way since the Heaviside (3.55) is within the order of the standard finite element approximation.

### 4.3 Crack representation

Many numerical solutions assume cracks sufficiently far apart such that crack intersections are never given a chance to take place [143–145]. In the present model, cracks are allowed to interact both *weakly* and *strongly*; weak interactions are due to the changes in the local crack tip stresses caused by relative crack propagations whereas strong interactions refer to the possibility of cracks to arbitrarily intersect (similar in principal to the work of [50]). Here, we describe how crack growth and crack merging is managed within the XFEM framework. Particularly, the focus is on how crack intersections are detected, created and how the FE basis is enriched. The numerical limitations of the proposed explicit crack representation scheme are pointed out as the difficulties with crack junction enrichment.

#### 4.3.1 Crack extension length

The enrichment is considered to be contained within the crack tip segment for the following reasons. Firstly, the crack tip branch functions are analytically derived based on the consideration of a straight crack (and not a curved or a kinked crack) [294, 297]. Secondly,
it is simple to incorporate the standard branch functions for a straight crack segment as there is no need for a curvilinear coordinate system in order to map the branch functions along a non-straight crack. Although the mapping procedure is straightforward in case of a smoothly curving crack, it is more complex if the crack has a kink [72]. Nonetheless, several methods have been proposed in the literature [72, 270] that are essentially based on expressing the arguments of the branch functions (3.54) in terms of the values of the level set functions [221, 222] that are used to describe the crack geometry [37, 281, 282].

In the current implementation of XFEM the tip enrichment is contained within the crack tip segment. As a result, crack kinks do not appear inside the branch enriched domain and the assumption of a straight crack, which is made in the original derivations of the crack tip branch functions [294, 297], is fulfilled. With regard to the fracture energy release rates: $G_\theta$ (3.81) and $H_\theta$ (3.82), the algebraic derivatives of the stiffness matrix with respect to the virtual rotation of the crack tip segment are simpler and numerically more cost effect to compute if the branch enrichment radius is smaller than the length of the crack tip segment; in this case, the domain to experience the virtual geometrical perturbation can be chosen such that the branch enriched elements only undergo virtual rigid translations/rotations, whereas the surrounding unenriched elements undergo virtual distortions (refer to Figure 4.3 for details). This type of a mesh perturbation is chosen so as to avoid having to compute the “distortional” derivatives of the enriched elements as they are more expensive than those of unenriched elements due to the larger element stiffness matrices and the high-order quadrature schemes that are required.

In contrast to the present stiffness derivative approach, the author of [286] proposed the differentiation of the branch enrichment functions rather than of the mesh [228]. Thus, the key advantage of keeping the mesh and the enriched elements fixed is that the derivative of the element’s Jacobian with respect to a virtual crack extension vanishes. Consequently, fewer partial derivatives of the stiffness matrix need to be computed. However, the simplicity of the method does not directly extend to computing the stiffness derivatives with respect the virtual rotation of a crack extension. The derivative of the Jacobian of an intergation sub-cell over a split element does not vanish since the rotating crack strains the sub-domains of integration. Also, the derivatives of the stiffness matrix of the
enriched elements are computationally more expensive than the current approach where the derivatives are obtained by a simple rotational transformation of the stiffness matrix. Thus, there seem to be no clear advantages to the method of [286] for computing the derivatives of the stiffness matrix with respect to the virtual rotation of a crack extension.

The main downside of requiring the radius of the branch enriched domain to be within the length of the crack tip segment is that it imposes a constraint on the minimum allowable crack tip extension length. Specifically, the crack increment needs to be bigger than the tip enrichment radius so that crack kinks do not appear within the enriched domain. The constraint on the minimum crack tip extension length can give a wrong solution by the proposed gradient-based energy minimisation approach for fixed-length crack tip extensions that was described in Section 3.3.3. It was shown in Section 3.4 that numerical difficulties could arise in the case of competing unstable crack growth, e.g. Figure 3.7. However, it was subsequently demonstrated that the assumption of fixed-length crack tip extensions would not be detrimental to the critical fracture path solution provided the critical crack tips could be identified correctly. To this end it was proposed to resolve crack tip competition approximately in an off-line solution step that could account for arbitrary crack tip extension lengths. It was shown that this approximate solution would coincide with the exact solution if the crack tip extensions were sufficiently small since the crack growth directions would be relatively uninfluenced (3.42). In the end, the off-line solution would be coarsened in order to fit the current XFEM discretisation based on fixed-length crack tip extensions. This solution strategy proved to be adequate for capturing the critical fracture path (Figure 3.8) even at the instance of unstable competing crack growth.

4.3.2 Managing intersections

In the XFEM implementation of [50], when the distance between one crack tip and another crack surface becomes less than the minimum crack tip extension length, the tip is joint to the middle of the intersected crack’s segment. In the present XFEM implementation we allow cracks to intersect arbitrarily. This is accomplished by the following two routines:
• **An intersection criterion** intersection between a growing crack A and a crack B is created once it is detected that A’s tip extension crosses B’s surface thereby forming an ‘X’-type intersection; crack A is pulled back until its tip lies on B’s surface.

• **Minimum distance criterion** intersection of crack A onto crack B is forced once the distance between A’s tip and B’s surface becomes less than a prescribed tolerance (e.g. the size of A’s tip enrichment radius); crack A is extended normal to B’s surface.

Both techniques are used to improve the robustness of crack intersection detections and to achieve higher resolution intersections. In applying these schemes, a crack intersection is delayed to as late a time as possible and until crack tip branch enrichment makes sense; that is, the tip enrichment is not cut by another crack since this would diminish the usefulness of tip enrichment in the first place.\(^1\) If an intersection happens very close to a crack vertex (node), numerical difficulties due to integration over degenerate sub-cells are avoided by snapping the intersection point onto the crack vertex. In case the intersection takes place very close to a crack tip, the tip enrichment is removed and the tip is frozen.

Once a crack intersection is created, a junction enrichment needs to be introduced to the FE basis in order to capture the kinematics of the elements that are cut by the two cracks. The enrichment for a crack junction was originally developed by [27, 62] and used in [50] for modelling multi-crack growth. The enrichment takes the form of a superposition of two Heaviside enrichments (3.55) corresponding to each crack. Note that the general form of the displacement field given by (3.53) is adequate for describing the discontinuous displacement field for any number of intersecting cracks. The key requirement is to correctly blend the Heaviside enrichment from the minor (intersecting) crack to the major (intersected) crack so that none of the Heaviside-enriched shape functions are the same.

### 4.3.3 Crack junction enrichment

The discontinuous part of the displacement field approximation in the vicinity of two intersecting cracks is described by two sets of Heaviside enriched shape functions. This type of enrichment is collectively called a junction enrichment. The proper construction

\(^1\)If topological enrichment (or if DOF’s gathering) is used, the tip enrichment domain should not be cut by another crack. On the other hand, the tip enrichment DOF’s of geometrical enrichment will allow some local adjustment of the tip enrichment functions so that the solution is more optimal; still the worth is debatable.
of the junction enrichment is essential in order to correctly describe the kinematics of the multiply cut elements and to prevent the linear dependence between the Heaviside enriched shape functions of the minor crack with those of the major crack. The correct way to implement the Heaviside enrichment for the minor crack is to first deflect the minor crack along the major crack – the deflected branch of the minor crack is referred to as the *blending branch* as it overlies the major crack exactly. Next, the Heaviside enrichment for the minor crack is introduced at the nodes whose support is cut by the main and the blending branches of the minor crack. Refer to Figure 4.1 for a schematic diagram. On the other hand, the Heaviside enrichment for the major crack remains unchanged.

![Figure 4.1: An example instance of two crack intersections. A junction enrichment is introduced by first deflecting the minor crack along the major crack and then introducing Heaviside enrichment at the nodes whose support is cut by the main and the blending branches of the minor crack.](image)

Note that linear dependence between the Heaviside enriched shape functions of the minor crack with those of the major crack will arise if the enriched shape functions of the minor crack have support only over the blending branch and no support over the main branch of the minor crack. In this case, the enriched shape functions over the blending branch

---

2 In 3D the approach to crack junction enrichment is analogous to that in 2D. Specifically, the surface of a minor crack is deflected along the surface of a major crack and the enriched nodes for the minor crack are determined on the basis that they have support over the minor crack both *on* and *outside* its blending region.
of the minor crack will be identical to those of the major crack which then leads to linear
dependence. The Heaviside enriched nodes for the minor crack must be selected as those
nodes whose support covers both the main and the blending branches of the minor crack.

4.3.4 Enrichment tracking

Enriched elements need to be tracked so that the enrichment can be updated with each
-crack propagation. In practice, it is advantageous to distinguish between elements even
if they are enriched with the same enrichment function as this can facilitate certain
element-specific routines, such as: having to introduce the enrichment functions within
an element in a particular way so as to mitigate enrichment blending problems \cite{88} (to
be discussed later), perform element-type tailored quadrature (e.g. for integrands that
are: continuous/discontinuous, low/high order, or singular/non-singular), and for other
implementation conveniences. The following enriched element types can be identified:

- Elements enriched with a Heaviside function:
  1. standard elements (all nodes of the element are enriched)
  2. blending elements (not all element’s nodes are enriched)

- Elements enriched with the branch functions:
  1. crack-tip element (the element is partially cut by a crack)
  2. standard crack-split elements (a crack fully cuts the element)
  3. standard non-split elements (a crack does not cut the element)
  4. blending crack-split elements
  5. blending non-split elements

To reiterate, the term standard is used to denote that all the nodes of an element are enriched,
whereas the term blending indicates that not all of the element’s nodes are enriched. In
general we refer to an element as being enriched if any of the element’s nodes is enriched.
Refer to Figure 4.2 for a comprehensive depiction of the possible enriched element types.

As shown in Figure 4.2, some elements can contain multiple overlapping enrichments.
For instance, the Heaviside and the branch enrichments naturally appear along some
portion of the crack tip segment. Also, when two crack tips are in a close proximity, it is
possible for an element to be simultaneously enriched with two sets of branch functions. Finally, when two cracks intersect, the intersected element(s) will need to be enriched with two Heaviside functions. In general, we allow for an element to be enriched an arbitrary number of times. Hence, it is necessary to track every enriched element’s enrichment functions and generalised enriched nodes (or generalised enriched degrees of freedom).

In Matlab we use cell-vector to store all elements’ enrichment information. In general, each cell-element contains a matrix where the number of columns corresponds to the number of enrichment layers and where each column lists the following enrichment data: (1) the crack the enrichment is for, (2) the enrichment identity (e.g. Heaviside, branch for tip-1, or branch for tip-2), and (3) the preferred quadrature scheme for the particular enrichment. Another cell-vector is used for storing the enriched elements’ enriched nodes; in this case, each cell-element contains a vector of the enriched nodes for all the layers of enrichment.⁴

---

⁴ A matrix for storing enriched elements’ enriched nodes is not practical because elements can have different numbers of enriched nodes due to the arbitrary number of enrichment functions. Of course, an alternative is to pad a vector of enriched nodes with zeros such that a matrix-form of storage of all enriched elements’ enriched nodes can be used. However, because most enriched elements contain few enrichment layers and few elements contain multiple enrichment layers, a sparse matrix storage would be preferred.
4.4 Assembly of equations

The XFEM implementation is focused on robustness and efficiency. Some features of the implementation are: multiple enrichment layers over an element, element-type tailored integration routines, and consistent updating of the system of equations with respect to the evolving enrichment topology as a result of crack propagation and coalescence.

One way to speed up the computational time is to avoid recomputations of data that are used regularly. It is considered a fair compromise to store each enriched element’s shape functions, shape function derivatives (with respect to the element’s natural coordinates) and quadrature weights at Gauss points at the expense of a higher memory demand in order to avoid certain recomputations and, thereby, speed up the solution post-processing and updating times. For example, the post-processing stage of the solution involves computing the crack tip stress intensity factors using the domain form of the interaction integral [308]; thus, having the enriched elements’ shape functions at one’s disposal allows the integrals to be evaluated readily. Also, the updating stage of the global system of equations sometimes calls for the old elemental equations to be subtracted from the global system of equations; thus, the availability of the enriched elements’ shape functions speeds up this task. Finally, notice that as the discretisation of the \( d \)-dimensional computational domain is refined, the number of enriched elements scales at a rate of \( d-1 \) whereas the total number of elements scales at a rate of \( d \); hence, the memory demand for storing various data of enriched elements scales at a rate \( d-1 \) whereas the scaling is \( d \) for other big data structures such as: the stiffness matrix, element topology (or connectivity), nodal coordinates and displacements. In other words, the memory demand for the enriched elements’ data does not grow prohibitively, even though it can be quite large in practice, e.g. from several to a few tens of percent. Nowadays, however, large computer memories are available even for standard consumer desktop machines (e.g. 32Gb-64Gb) at a relatively low cost in comparison to other computer components. On the other hand, fast CPU’s are relatively expensive and a single thread performance is capped at around 4GHz. For this reason, it is computationally affordable to maintain a baggage of (potentially) useful data – even if most of these data end up unused – rather than to resort to recomputations.
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What follows is an overview of the implementations of the initial assembly of the system of equations and its updating with respect to the evolving cracks. Moreover, details are provided on the implementation of the stiffness derivative method (Section 3.6) for the evaluation of the fracture energy release rates (3.81) and their rates (3.82) that are to be used in finding the energetically optimal fracture extension directions at each time step.

4.4.1 Initial assembly

The assembly of the discrete system consists of the following routines: (1) identification of the elements to be enriched, (2) assembly of the enriched elements’ topology and enrichment data, (3) determination of enriched elements’ quadrature points and weights, (4) evaluation of shape functions, and (5) assembly of the system of equations (as in the classic finite element method). These routines are described in more detail as follows.

Elements that need to be enriched with the crack tip branch functions (3.54) are relatively easy to identify; as the implementation assumes the enrichment domain of a certain radius, elements that fall within this domain are chosen for enrichment. On the other hand, the robust selection of elements for Heaviside enrichment can be more challenging, especially in the presence of crack intersections. Generally, an element is enriched with the Heaviside function if the element’s nodal support is cut by a crack and if the node’s support does not cover the crack tip. When two cracks intersect, the so-called minor (interesting) crack needs to be topologically blended into the major (intersected) crack. This is done by first deflecting the minor crack along the major crack to a certain length. The deflected length of the minor crack is called the blending branch of the minor crack; it is a fictitious part of the minor crack that is used to smoothly blend the Heaviside enrichment of the minor crack to that of the major crack. Subsequently, the Heaviside enrichment for the minor crack is introduced at the nodes whose support is cut by both the main and the blending branches of the minor crack. The Heaviside enrichment for the major crack remains unchanged.

Once the enriched elements for a specific entity of enrichment have been determined, the enriched elements’ topology (i.e. the connectivity matrix of the enriched elements) is obtained by taking the enriched elements’ reference connectivity matrix – assuming
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the nodes are numbered from 1 to \( N \) where \( N \) is the number of nodes in the enriched patch – and then offsetting this connectivity matrix by the total number of nodes (i.e. the sum of the standard and the enriched nodes) in the discrete system at the given time. The same routine can be applied to obtain the enriched elements’ topology for additional enrichment functions, such as in the case of branch enrichment. The downside of this approach is that the resulting band of the stiffness matrix tends to be large. In the end, each enriched element is equipped with a vector of enriched nodes whose sub-sets match the enrichment functions in the order that they have been introduced. Since an element may generally contain multiple layers of enrichment in any order, each instance of enrichments needs to be tracked. This is managed by the element’s enrichment data matrix whose column vectors give: the crack number, the enrichment identity (e.g. Heaviside or branch enrichment for crack tip 1 or 2), and the identity of the enrichment function tailored quadrature scheme. Furthermore, for every discontinuous enrichment the discontinuity intersection with an element needs to be found in order to facilitate integration over sub-domains over which the integrands need to be continuous. However, an element can be intersected multiple times; thus, the crack intersection points with each element need to be tracked before the integration sub-domains can be determined. Once the sub-domains are identified, the integration sub-cells can be obtained based on the Delaunay triangulation.

Since different enriched elements require different orders of quadrature, the governing quadrature for an element containing multiple enrichment functions is selected based on the top-level requirement among the co-existing enrichment functions. For example, an element simultaneously enriched with a Heaviside and the singular branch functions will require the order of quadrature to be tailored to the branch enrichment. Once a suitable integration scheme has been selected for a particular element and the element’s quadrature points and weights have been computed, the element’s standard shape functions can be evaluated at those points. Next, the enriched shapes are constructed by taking the tensor product of the enrichment function value with the standard shape functions. The enriched shape functions are assembled in the order specified by the enrichment data matrix. Subsequently, the assemblies of the stiffness matrix and the generalised force vector are possible (3.59)-(3.63), which can be carried out as in the classic finite element method.
4.4.2 Updated assembly

Updating of tip enrichment is relatively simple. All the data structures associated with the old tip enrichment can be annihilated. The new tip enrichment is introduce at the updated crack tip position. On the other hand, the Heaviside enrichment needs to be updated consistently with the old enrichment. In the simplest case, the new Heaviside enrichment along the crack extension is connected to the old Heaviside enrichment along the remainder of the crack by assigning the same enriched nodes at the interface between the old and the new Heaviside enrichments. In rare cases, the crack tip extension may cut an element that is already cut by the same crack. In this event, the additional task in the enrichment updating procedure is to recompute the cut element’s enrichment contribution to the global system of equations. This is done by first subtracting the old enriched parts of the elemental equations and then, based on the updated crack geometry, adding the new enriched parts to the global system of equations. If one crack intersects another crack, the intersected element’s equations that need to be added to the global system of equations consist not only of the enriched parts due to the new enrichment but also include the interactive terms between the new enrichment and all old enrichments. In general, when a new enrichment needs to be introduced to an element that already contains other enrichments, the new interactive terms between the new enrichment and all other enrichments can be cumbersome to compute if there are many of them. Therefore, our approach is to recompute all the enriched parts of the elemental equations from scratch. Although this is not the most computationally efficient way of updating the elemental equations (since it involves some unnecessary computations), it is by far the simplest to implement in Matlab. Furthermore, matrix and vector operations (i.e. vectorisation) are optimised in Matlab [13, 170] whereas loop-based scaler operations are relatively slow.

As the system needs to be updated after each time step, the updating procedure involves the annihilation of the former branch enrichments at the crack tips that have advanced. At the element level, this is carried out by deleting each enriched element’s: enriched shape functions, enriched nodes, and the enrichment data vector(s) that are linked to the former branch enrichments. On the global level, the degrees of freedom corresponding to
the former branch enrichments are deleted from the stiffness matrix and the force vector. Upon the contraction of the elements’ enrichments and the system of equations, gaps in the numbering of the enriched nodes, which are typically tied to the enriched degrees of freedom, are left behind. The practical difficulties of having to reorder the enriched nodes consistently with the enriched DOF’s can be avoided by simply pointing the current enriched nodes to consistently ordered enriched DOF’s as they are simpler to update.

In the enrichment updating stage, the new enriched elements are identified based on the updated fracture geometry. For each new enrichment, the enriched elements’ topology is constructed from a reference topology concerning the patch of elements a particular enrichment is for. For each element in the enriched patch, the vector of enriched nodes for the specific enrichment is added to the element’s vector of all enriched nodes and the element’s enrichment data matrix is updated to include the new enrichment’s data vector, which consists of: the crack number, the enrichment identification and the preferred quadrature scheme for the enriched element. With regard to the Heaviside enrichment, the new enriched elements’ topology must be compatibly joined with the existing enriched elements’ topology. This can be done by replacing the new enriched nodes with the old enriched nodes at the interface between the two Heaviside-enriched element topologies.

If a new enrichment is introduced to an element and the element already contains other enrichments, the enriched parts of the elemental equations are re-computed from scratch in the current implementation. This is done for the sake of simplicity as it helps to avoid the explicit computations of the new interactive terms between the enriched shape functions that appear in the element stiffness matrix as well as their addition to the global system. Following this course, the old enriched parts of the elemental equations will first need to be subtracted from the global system of equations before the system can be updated to reflect the updated element’s enrichment. If the new enrichment calls for a different quadrature scheme, the quadrature points and weights, and the standard shape functions will be re-evaluated. The element’s enriched shapes can then be constructed in the order specified by the element’s enrichment data matrix. Finally, the enriched parts of the elemental equations are assembled and added to the global system of equations according to the enriched degrees of freedom of the elements whose enrichments have been updated.
4.4.3 Stiffness derivatives

To compute the fracture energy release rates $G_\theta$ and $H_\theta$ (refer to (3.77) and (3.79) respectively) essentially requires to perform geometrical differentiation of the global stiffness matrix $K_g$ and the force vector $f_g$ with respect to the angular position of the crack tip segment. The variations in $K_g$ and $f_g$ are assumed to come about as the result of the virtual perturbation of the mesh in the vicinity of the crack tip – analogous in principle to the method proposed in [168, 228]. The first and second order derivatives of $K_g$ and $f_g$ are determined by assembling the element-level derivatives of $K_{el}$ and $f_{el}$ of those elements affected by the virtual perturbation of the crack tip domain. Figure 4.3 illustrates a typical instance of a finite length crack extension undergoing a clockwise rotation that, in turn, subjects a patch of elements in the crack tip vicinity to rigid rotations/translations and shape distortions. To carry out the geometrical differentiation of the elements due to the rotation of the crack tip segment, it is useful to first separate the elements into those that experience a rigid rotation/translation and into those that experience shape distortion. For these two groups of elements, the derivatives will be computed using different techniques.

For the elements in rigid rotation, the derivatives of $K_{el}$ (refer to (3.85) and (3.86)) only involve the differentiation of the $B$-matrix, which can be carried out relatively inexpensively by exploiting the fact that the element is in rigid rotation; hence, the first and second derivatives are obtained as follows: $\delta B_I = B_I \delta T'|_{\theta=0}$, and $\delta^2 B_I = B_I \delta^2 T'|_{\theta=0}$, where $T'(\theta) = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix}$ is the global-to-local axis transformation matrix. The derivatives of $T'(\theta)$ are: $\delta T' = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}$ and $\delta^2 T' = \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix}$. An analogous procedure applies to the differentiation of the force vector $f_{el}$ (refer to (3.89) and (3.90)). In this case, the derivatives of the $N$-matrix read: $\delta N_I = N_I \delta T'|_{\theta=0}$, and $\delta^2 N_I = N_I \delta^2 T'|_{\theta=0}$. On the other hand, to compute the geometrical derivatives of the elements subjected to shape distortion, full algebraic differentiation is required. The steps for computing the derivatives of $B,N$-matrices (and of other relevant terms) were delineated in Section 3.6.2. In contrast to the differentiation of elements in pure rotation, which effectively involve rearrangements of rows and columns of $K_{el}$ and $f_{el}$, algebraic differentiation is considerably more intricate.
Differentiation of the stiffness matrix w.r.t. crack increment direction

- original crack
- rotated crack
- shifted standard el.
- shifted crack vtx. el.
- original enriched el.
- rotated enriched el.

**Figure 4.3:** Virtual perturbation of the mesh in the crack tip vicinity for computing the derivatives of the stiffness matrix and the force vector. The enriched elements (in red) translate coherently with the rotation of the crack tip segment; as such, they experience no change in shape but only a rigid rotation. The ring of unenriched elements (in white), which surrounds the patch of enriched elements, has its outer boundary fixed to the rest of the mesh whereas its inner boundary conformally follows the patch of enriched elements; as such, the surrounding elements experience shape distortion.

Since branch-enriched elements typically contain sever times the number the number of Gauss points than the unenriched elements (to achieve accurate integration), it is computationally expedient to avoid having to do many matrix operations on enriched elements. Besides the high number of Gauss points, the dimension of $K_{el}$ and $f_{el}$ of a branch-enriched element is four times greater than that of an unenriched element; if the element is also enriched with the Heaviside function, then the dimension is five times greater. Consequently, it is practical to assume that the entire patch of branch-enriched elements and the Heaviside-enriched elements (that are entirely cut by the crack tip segment) are subjected to a pure rotation, whereas the surrounding unenriched elements and the Heaviside-enriched crack-kink element are assumed to undergo shape distortion. This separation of enriched and unenriched elements into elements subjected to pure rotation and to shape distortion respectively lends itself to the efficient application of the two geometrical differentiation approaches that have been proposed. The only enriched element that requires algebraic differentiation is the crack vertex element that contains only the Heaviside enrichment. Refer to Figure 4.3 to see how the elements are selected.
Within the XFEM framework, the proposed geometrical differentiation approach seems to be the simplest one to use to compute the derivatives of $K_g$ and $f_g$ with respect to the virtual rotation of the crack tip branch. Although geometrical differentiation of the enriched elements is technically doable, it is not clear how this would add any benefit or be more practical (given the higher computational effort) than the proposed approach.

The stiffness derivative method provides a general framework for computing the energy release rates with respect to the position of a crack branch. The method in itself is not limited to a particular crack representation, such as a straight crack branch. In fact, it is possible to consider higher order representations of cracks, e.g., by using a spline for the crack branch. It is only required that the parametrisation of the crack branch be functionally related to $K_g$ and $f_g$ so that differentiation with respect to the parameters makes sense. Within the XFEM framework, this could be accomplished by appropriately enriching the finite element basis to represent an arbitrary crack configuration. This step would likely involve the mapping of the branch functions along a curving crack via the help of a curvilinear coordinate system. The derivatives of $K_g$ and $f_g$ could then be computed algebraically by considering the derivatives of the enrichment functions [286].

However, there can be difficulties in using the stiffness derivative approach to finding the stationary (minimum) energy of the system per unit fracture advance if the crack is parametrised by many variables (e.g., the incipient crack kink angle, the curvature of the crack branch, etc.) since the energy function may be poly-convex. Consequently, it can prove numerically difficult to find the globally optimal crack branch solution by applying the stationary principal. To this end, a robust solver would be required. In comparison to the multivariate parametrisation of a crack branch, the single variable approach that considers only the angle of the crack extension usually leads to a convex energy function.

By virtue of the versatility of the stiffness derivative method, fracture problems can also be solved in anisotropic and functionally graded materials, where the material properties vary (smoothly) with direction and position, respectively. In this context, spatial differentiation of the constitutive matrix would be required for all elements subjected to the virtual change in position. However, concerning the elements in pure rotation and the case of
an anisotropic material, either the full algebraic differentiation of the element should be used (as with unenriched elements) or the current rotation-based approach, but with a correction. The correction is required due to the whole rotation of an element since the anisotropic material directions are then rotated implicitly. Therefore, to restore the original orientation of the material, the constitutive matrix would need to be counter rotated.

4.4.4 Numerical integration

Each type of an enriched element requires an *ad hoc* quadrature schemes in order to perform adequate integration of the elemental equations [31, 204, 283]. For example, integration over sub-domains is used if the element is cut by a crack. If the element contains a crack tip, an integration scheme that is better suited for the singular integrands is used [158], such as: *polar* [158], *almost-polar* [71] or the *parabolic* [191] integration scheme. Below is a summery of the quadrature schemes used for the different finite element types:

- **Linear triangle (T3)**
  - crack tip polar integration (branch enrichment): $n_r = 16, n_\theta = 8$
  - non-split elements (branch enrichment): $n_{gp} = 19$
  - split elements (branch enrichment, sub-cells): $n_{gp} = 19$
  - split elements (Heaviside enrichment, sub-cells): $n_{gp} = 1$

- **Bi-linear quadrilateral (Q4)**
  - crack tip polar integration (branch enrichment): $n_r = 16, n_\theta = 8$
  - non-split elements (branch enrichment): $n_{gp} = 25$
  - split elements (branch enrichment, sub-cells): $n_{gp} = 19$
  - split elements (Heaviside enrichment, sub-cells): $n_{gp} = 3$

Concerning the elements with (non-polynomial) branch enrichment, the chosen quadrature rules seemed to give a good balance between the computational time and accuracy. For instance, increasing the number of quadrature points did not produce significant changes in the strain energy for the discretisations used in the numerical benchmarks. Note that, the same quadrature rule is applied to both the branch-enriched *standard* and *blending* elements (see Figure 4.2). For elements with multiple overlapping enrichments, a
single quadrature scheme is used for computing all the enriched parts of the elemental equations. The scheme is selected based on the most demanding enrichment function or the element type. The quadrature schemes are summarised in the order of presidents:

1. crack tip element with branch enrichment
2. split elements with branch enrichment
3. non-split elements with branch enrichment
4. split-elements with Heaviside enrichment

The enrichment data matrix of each enriched element states which type of a quadrature scheme is preferred for a particular enrichment layer. Among multiple such preferences, the critical scheme is selected based on the hierarchy of the element types listed above.

### 4.5 Numerical benchmarks

The numerical benchmarks have two aims: (1) to verify the implementation of the proposed enrichment updating strategy (so-called efficient updating) and (2) to assess its effectiveness in terms of the computational speed-up relative to the basic enrichment updating approach, which is essentially to reassemble the enrichment from scratch (because it is simpler this way). The efficient enrichment updating strategy involves updating the nodal enrichments and the enriched parts of the stiffness matrix only where it is required (as described in Section 4.4.2), whereas in the basic updating approach the enrichment is “updated” by means of recomputing all nodal enrichments and the entire enriched part of the stiffness matrix from scratch (as described in Section 4.4.1). All benchmark problems assume a rectangular $10 \times 1$ plate with a roughly uniform distribution of cracks along its length. The domain is discretised using a uniform grid of bilinear quadrilateral elements. The verification is carried out on 4 meshes: $300 \times 30, 600 \times 60, 900 \times 90$ and $1200 \times 120$, considering 6 crack distributions: 5, 10, 20, 30, 40 and 50, and a crack length of 0.25 units. In all the test cases, the rectangular plate is subjected to a fixed-grip vertical extension.
4.5.1 Verification of updating

The computer implementations of the efficient enrichment updating strategy was verified by checking that the numerical solutions for the fracture paths were the same as those obtained by recomputing all nodal enrichments and reassembling the enriched part of stiffness matrix and force vector from scratch. Figure 4.4 shows the kind of fracture path solutions that were obtained for the 6 crack distributions that had been generated. Figure 4.5 shows the convergence of the fracture profiles with each mesh refinement for the test case of 50 randomly distributed cracks. The maximum distance $d_{\text{max}}$ between the fracture profiles obtained by the enrichment updating and reassembling schemes is computed by (4.1) and the results for the 26 test cases are presented in Table 4.1.

$$d_{\text{max}} = \frac{1}{L_{\text{domain}}} \sqrt{\max_{j \in \{1, 2, ..., n_{\text{crk}}\} } \max_{i \in \{1, 2, ..., n_{\text{vtx}}\}} \left( (\Delta x^j_i)^2 + (\Delta y^j_i)^2 \right)} \quad (4.1)$$

<table>
<thead>
<tr>
<th>mesh size</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$300 \times 30$</td>
<td>3.99E-15</td>
<td>1.95E-15</td>
<td>2.13E-15</td>
<td>8.00E-15</td>
<td>2.67E-15</td>
<td>3.74E-15</td>
</tr>
<tr>
<td>$600 \times 60$</td>
<td>9.17E-15</td>
<td>1.31E-14</td>
<td>7.26E-15</td>
<td>2.17E-14</td>
<td>2.15E-14</td>
<td>6.63E-15</td>
</tr>
<tr>
<td>$900 \times 90$</td>
<td>2.85E-14</td>
<td>2.02E-14</td>
<td>1.08E-14</td>
<td>6.75E-14</td>
<td>8.97E-14</td>
<td>4.77E-14</td>
</tr>
<tr>
<td>$1200 \times 120$</td>
<td>1.77E-14</td>
<td>2.37E-14</td>
<td>1.33E-14</td>
<td>8.45E-14</td>
<td>2.54E-13</td>
<td>4.84E-14</td>
</tr>
</tbody>
</table>

The solutions by the two enrichment updating strategies differ on the orders from $-13$ to $-15$, which is close to the double-precision floating point accuracy of 64bit computing. It can be concluded that the enrichment updating routine has been implemented adequately.

4.5.2 Computational speed-up

The speed-up of the proposed efficient updating strategy is assessed. The total computational time of a simulation is composed of 5 parts, namely: pre-processing, initial assembly, updated assembly, solution of the linear system and post-processing. The first 2 parts need to be done only once whereas the last 3 parts need to be repeated with each time-step. Hence,
Figure 4.4: Fracture profiles for: $n_{ck} = \{5, 10, 20, 30, 40\}$, $n_{el} = 300 \times 30$. The sub-figures show the type of fracture solutions obtained for each crack distribution. The crack extension length is proportional to the mesh size.

For fracture problems involving the growth of many cracks over many times steps, the total computational time will be primarily composed of the solution, post-processing and
enrichment updating times. We wish to assess if the relative computational time savings are significant of the proposed enrichment updating strategy relative to the total computational time. Concerning the solution to the linear system of equations, Matlab’s built-in direct solver was used since memory was not an issue for the size of the discrete problems that needed to be solved. The particular solver is based on the Cholesky decomposition that is optimised for sparse symmetric positive definite matrices. A pre-conditioner was
not essential because the solution time of a direct solver is little affected by the condition number of the stiffness matrix. On the other hand, a pre-condition would be useful if an iterative linear solver were used instead. Figure 4.6 shows the total computational time spent in updating the discrete system by means of reassembling it relative to the total time of the simulation as a function of the number of cracks. Figure 4.7 gives the corresponding computational time as obtained by the proposed efficient updating strategy. Figure 4.8 shows the speed-up factor of total simulation time as a function of the number of cracks. Figure 4.9 gives the speed-up factor as a function of the number of crack increments.

**Figure 4.6:** The relative computational time spent in updating the enrichment by means of reassembly as a function of the number of cracks.

Although the strategy of updating the enrichment from scratch is considerably easier from the point of view of computer implementation, it is found to create a major bottleneck in the total computational time, especially for problems involving the growth of many cracks over many time steps. The proposed enrichment updating strategy eliminates this bottleneck such that the largest computational effort is in the solution to the linear system.
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4.5.3 Remarks on the linear solution

Direct linear solvers are relatively uninfluenced by the condition number of the linear system as the solution is obtained in one large computational step rather than iteratively.
What is more important for a direct solver is the structure of the linear system and that there is sufficient computing memory available. Generally speaking, direct solvers are superior in terms of speed, accuracy and robustness in solving smaller size systems. For large size problems (e.g. silicon wafer splitting, which is the topic of Chapter 6) where memory is likely to be an issue, a direct linear solver may no longer be a viable option. Thus, an iterative solver is preferred because of better memory management. However, the success of the solver in terms of solution time accuracy and robustness depends on how well-conditioned the linear system is. In other words, if the system is ill-conditioned, the direct application of an off-the-shelf iterative solver (e.g. congregate gradient (CG [119]), generalise minimum residual (GMRES) [252] or bi-conjugate gradient stabilised (BiCGStab) [285]) will either lead to slow convergence or to no convergence at all. Unfortunately, XFEM enrichment functions are well-known to lead to a severely ill-conditioned system [24, 91, 158]. For instance, using any of the aforementioned iterative solvers without any preconditioning of the linear system leads to significantly slower solution times than using Matlab’s default direct solver. The high condition number arises due to the small support of the enriched degrees of freedom, e.g. if a crack cuts an element very close to a node...
or an element edge [24, 38, 62]. Also, the tip enrichment functions are almost linearly
dependent with the standard finite element basis such that using geometrical enrichment
and $h$-refinement, the condition number tends to increase rapidly [24, 158, 279].

The condition number of the resulting linear system can be improved in two ways. The
first way is to improve it on the discretisation level. To this end, the enrichment strategy is
tuned to get desirable properties of the stiffness matrix, such as a lower condition number.
This includes the so-called stabilised GFEM/XFEM that incorporates the enrichment
functions in a special way that make them (almost) orthogonal to the standard FE basis
[111]. A simple and efficient preconditioning for the Heaviside enrichment has been
proposed by [160], which removes the Heaviside DOF’s of those nodes that are barely cut
by a crack. Another approach is to apply an eigenvalue decomposition of the enriched
element’s stiffness matrix and to filter out numerically-zero eigen-modes [173]. Finally,
the condition number can be improved by increasing the order of the quadrature used for
tip enrichment [24, 158]. Geometrical enrichment with degrees-of-freedom gathering (i.e.
assigning the same DOF to all DOF’s in an enriched patch) is also effective [158].

The high condition number of the resulting linear system can be mitigated on the solution-
level by using a suitable preconditioner. A simple preconditioner based on the local (nodal)
Cholesky decomposition has been proposed by [24]. Similarly, a mixed domain decompo-
sition method, such as the local/global model order reduction technique [151, 152] can
be used to solve the cracked part of the structure and the rest of the domain separately.
Other robust preconditioners based on adaptive domain decomposition approaches have
been proposed by [35, 181, 287] that especially lend themselves to parallel computations.
Multi-grid preconditioners for iterative linear solvers are used successfully also [35, 217].

Finally, in solving fracture growth problems that involve many time steps, it is computa-
tional advantageous to reuse the converged displacement solution from the previous
time-step as an initial (trial) solution at the current time-step and, in so doing, speed-up
the converge of the iterative solver. This makes sense because with each time-step only
minor changes in the discretisation take place such that the solution from the previous
time-step is usually a good approximation of the solution at the current time-step.
4.6 Summary

The aim of this section was to show the implementation of XFEM in *Matlab* with particular emphasis on the design of the code in order to enable fast and efficient modelling of fracture problems involving multiple crack growth with intersections. The key features of the computer implementation are: elements with multiple layers of enrichments and the efficient updating of the enriched parts of the stiffness matrix and the force vector during crack propagation. The main limitation of the current implementation is that crack growth is not entirely mesh independent; the crack extension length needs to be at least as big as the tip enrichment radius, which is in turn proportional to the local mesh size. The main reasons for this discretisation choice is that the extra complication of mapping branch enrichment function along a curved or a kinked crack geometry can be avoided.

The main outcomes of this chapter are as follows. It has been shown via multiple benchmarks that the efficient enrichment updating strategy has been implemented correctly since the fracture solutions coincided within machine precision with the those obtained by reassembling the entire enrichment from scratch at each time increment. With regard to the computational time, it has been shown that prior to the implementation of the efficient enrichment updating strategy, the reassembling of enrichment was the main bottle-neck, taking up to 80% of the total computational time, e.g. Figure 4.6. On the other hand, the efficient updating scheme allowed the solution to achieve significant faster times, e.g. Figure 4.7. For the benchmark problems studies the total computational time was at least a few times smaller than that obtained without efficient updating, e.g. Figure 4.9.
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Verification
5.1 Introduction

The rotational energy release rates need to be sufficiently accurate as they are key quantities used to find the minimum energy state of the fracture extension direction. This chapter gives a verification of the proposed algebraic differentiation of the potential energy for the determination of the rotational energy release rates. In addition, the chapter provides a comparison of the fracture path solutions obtained by the energy minimisation approach and the maximum stress criterion. Some insights are provided into two possible formulations of the crack growth criteria within the discrete framework; these are the so-called explicit-in-time and the implicit-in-time formulations. The explicit-in-time form considers the crack tip field and the stress intensity factors at the tip of an infinitesimal branch for the prediction of the incipient crack growth direction. The implicit-in-time formulation considers the application of the governing crack growth principle in the post-incremented crack configuration. It is concluded that the implicit-in-time formulation is more robust within the numerical framework. Finally, multiple case studies are carried out comparing the fracture paths by different criteria. Even though different criteria yield different crack growth directions, the final fracture paths obtained by the stress criterion and the energy minimisation method are found to be very similar on the material length scale such that, for practical purposes, the fracture solutions can be considered the same. This is attributed to the preference of the criteria for the mode-I crack growth. It is found that the stress criterion tends to underestimate the crack deflection angle whereas the energy-based approach tends to overestimate it. A numerical improvement to the crack growth direction is proposed such that the modified solution leads to a more accurate fracture path for a given discretisation. Moreover, the proposed improvement significantly speeds-up the convergence of the fracture path with respect to the refinement of the finite element mesh.

5.2 Rotational energy release rates

The aim of this section is to show that the implementation concerning the computation of the rotational energy release rates: $G_\theta$ and $\partial G_\theta / \partial \theta$, is carried out in the framework of
XFEM correctly. The demonstration is given via two numerical case studies of a square plate with an edge crack for different loading conditions, Figure 5.1. In case-1 the plate is subjected to a vertical tension load, whereas in case-2 the load is internal crack pressure.

In each case, the methodology consists of extending the edge crack by $\Delta a$ over a range of angles $\theta_{\text{inc}} \in [-75, 0]$ (deg.) at one degree increments anti-clock wise. For each instance of $\theta_{\text{inc}} \in \{-75, -74, \ldots, 0\}$, the values of $G_\theta$ and $\partial G_\theta / \partial \theta$ are computed in two ways: (1) based on the stiffness derivative approach (herein called as the analytical solution), and (2) using numerical central-differencing of the potential energy function (also referred to as the numerical solution). The results are recorded for several numerical discretisations of different mesh sizes (in terms of the number of elements) and XFEM enrichment schemes: enrichment of a fixed radius patch (called geometrical enrichment) and enrichment of a fixed number of elements around the crack tip (called topological enrichment). The results for the analytically and numerically determined $G_\theta$ and $\partial G_\theta / \partial \theta$ are presented next.

Figure 5.2 shows the rotational energy release rates for different crack tip extension angles as obtained on different mesh sizes and XFEM crack tip enrichment strategies. It is found that the analytically determined $G_\theta$ maintains relatively smooth and consistent
values as a function of $\theta_{inc}$ in comparison to those obtained by finite differencing of the potential energy $\Pi$. Both, topological and geometrical variants of XFEM yield almost indistinguishable solutions for $G_\theta$. Figure 5.6 presents the results for the rates of the rotational energy release rates $dG_\theta/d\theta$ corresponding to the different discretisations. It is found that with mesh refinement $dG_\theta/d\theta$ converges when geometrical enrichment is used and diverges in the case of topological enrichment. Figure 5.4 summarises these findings.
Figure 5.3: Comparison of the rates of rotational energy release $dG_\theta/d\theta$ as computed analytically and by finite differencing of the analytical version of $G_\theta$. The test problem is a simply supported square plate with an edge crack that is subjected to vertical tension load. A schematic is given in Figure 5.1.

Figure 5.4: Discrepancy in $dG_\theta/d\theta$ between the analytically computed solution and the best-fit solution to the finite-differencing of the analytical $G_\theta$ for geometrical and topological XFEM enrichment schemes.
The case-2 of this numerical study is concerned with the same problem geometry, i.e. an edge crack in a square plate, but assumed different loading conditions. In this case, an internal fracture pressure normal to the fracture surface is prescribed instead of the vertical tension load assumed previously. The results are presented in the same format. Figure 5.5 compares $G_\theta$, Figure 5.6 – $dG_\theta/d\theta$, and Figure 5.7 summarises the behaviour of the discrepancy in $dG_\theta/d\theta$ between topological and geometrical based XFEM formulations.

\[ \text{Figure 5.5: Comparison of the rotational energy release } G_\theta \text{ as computed analytically and by finite differencing of the potential energy. The test problem is a simply supported square plate with an edge crack that is subjected internal pressure. A schematic is given in Figure 5.1.} \]
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Figure 5.6: Comparison of the rates of rotational energy release $dG_\theta/d\theta$ as computed analytically and by finite differencing of the analytical version of $G_\theta$. The test problem is a simply supported square plate with an edge crack that is subjected to internal pressure. A schematic is given in Figure 5.1.

Figure 5.7: Discrepancy in $dG_\theta/d\theta$ between the analytically computed solution and the best-fit solution to the finite-differencing of the analytical $G_\theta$ for geometrical and topological XFEM enrichment schemes.
Thus the analytically computed $G_\theta$ has been verified for both external and pressure loading conditions. The numerical results yield accurate solutions for $G_\theta$ for different discretisations and XFEM enrichment strategies in comparison to the solutions obtained by finite differencing the potential energy. Regarding $dG_\theta/d\theta$, only geometrical enrichment has been shown to lead to consistent and smooth numerical results that matches those obtained by finite differencing of the analytically computed $G_\theta$. The same, however, can not be said with regard to the analytically obtained solution for $dG_\theta/d\theta$ based on the topological enrichment strategy. The analytical solution for $dG_\theta/d\theta$ diverges with mesh refinement from that obtained by finite differencing of the analytical $G_\theta$. Although the solution for $dG_\theta/d\theta$ (as obtained by topological XFEM) is rough, it is not useless. Specifically, it can be used as an approximation of the gradient of $G_\theta$ in the Newton iterations for determining the crack tip kink angles, e.g. $\theta_{new} = \theta_{old} - H^{-1}_\theta G_\theta$.

5.3 Comparison of growth criteria

The purpose of the following numerical test cases is to compare the minimum energy and the maximum hoop-stress crack propagation laws in terms of the directions of incipient crack growth and the energy release rates corresponding to different modes of loading. The same problem geometry is considered as before (Figure 5.1). It is confirmed that the energy-based solution leads to a greater mean energy release rate over a finite length crack extension than the stress-based solution; however, the differences reduce to several percent for smaller crack tip extensions (i.e. finer discretisations) but only up to crack tip kink angles of $70^\circ$. For kink angles larger than $70^\circ$, as determined by the energy-based criterion, the fracture increment solution significantly exceeds the mean energy release rate of the stress-based solution, which is due to its theoretical upper limit of $70.53^\circ$. Upon comparison of the crack tip kink angles for different modes of loading, it is found that the numerical solutions do not converge to the same solution. In general, the discrepancy between the kink angles becomes larger with more significant mode-II loading. The largest discrepancies are in the range of 5-10$^\circ$ for crack tip kink angles of up to $70^\circ$, but the differences exceed 20$^\circ$ for kink angles large than $70^\circ$. The results of the individual test cases are provided by Figures 5.8, 5.9 and 5.10.
Figure 5.8: Test case #1. A square plate with an edge crack that is subjected to mixed mode loading by prescribed displacement boundary conditions on the top and bottom edges of the plate such that they induce simultaneous opening (mode-I) and sliding (mode-II) deformations at the tip of the initial crack. Sub-figure 5.8a shows the ratio of the average energy release rates of the solutions obtained using the minimum energy criterion to the solutions determined by the hoop-stress criterion. The average energy release rates are computed by differencing the potential energy between the incremented and the pre-incremented fracture configurations. Sub-figure 5.8b shows the differences in the crack tip kink angles between the two criteria for different mixed-mode loading conditions. The mode-mixity is expressed in terms of the crack tip kink angle that is found by using the stress-based criterion.
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Figure 5.9: Test case #2. A simply supported square plate with an inclined center crack subjected to a uniform vertical tension. Depending on the crack orientation, the uni-axial tension of the plate induces a mixed-mode loading condition at the tip of the initial crack. The mode mixity can range for pure mode-I (for a horizontal crack) to predominantly mode-II (for a near-vertical crack). The crack orientations considered range from 0 to 89 degrees (at one degree increments). Sub-figure 5.9a shows the ratio of the average energy release rates between the two criteria for a given crack orientation $\theta_{crk} \in \{0, 2, \ldots, 89\}$. It is found that for large crack inclinations $\theta_{crk} > 63^\circ$ (i.e. significant mode-II loading) the minimum energy based criterion converges to a crack tip kink direction that exceeds the theoretical limit of the stress-based solution $|\Delta \theta_{\max(\sigma_{\theta\theta})}| < 70.53^\circ$. Sub-figure 5.9b shows the differences in the crack tip kink angles between the two criteria.
Figure 5.10: Test case #3. A simply supported square plate with an inclined center crack subjected to a uniform vertical tension load and an internal crack surface pressure. The remote traction is assumed to be equal in magnitude to the internal pressure. Depending on the crack orientation, the uni-axial tension induces a mixed-mode loading condition at the tip of the initial crack. It is found that for the coarsest discretisation the iterative solution method used to find the energy minimising crack tip kink angle happens to converge to a sub-optimal solution when the crack orientation is close to vertical (i.e. $\theta_{crk} \geq 85$); however, for finer discretisations, the energy minimising solution can be found using the same solution procedure.
5.4 Convergence of fracture paths

As the maximum hoop stress criterion (1.17) is one of the most commonly used criterion in LEFM, it is of practical interest to compare the fracture paths obtained by this criterion with those determined by the global energy minimisation approach (Section 3.3.3). The numerical results for the fracture solutions are shown to be converging with mesh refinement towards what appears to be the same solution (at least when compared on the length-scale of the structure). The is obtained despite the fact that locally at the crack tip the crack kink solutions generally differ under mixed-mode loading conditions (Figure 1.2). The fracture solutions are observed to be converging towards one another as a consequence of the criteria’s preference for the mode-I fracture paths (Section 1.8). This result is demonstrated in the following two subsections by the solution of a few benchmark problems considering multiple crack growth subject to remote and internal crack pressure loading conditions.

5.4.1 Square plate with 10 random cracks

The problem of multiple crack growth is considered by using different crack growth direction criteria, namely: the maximum hoop stress criterion and the energy minimisation approach. The test case is a square plate with 10 randomly distributed cracks (the crack distribution is used from [50]). Fracture evolution is computed for two types of boundary conditions. In the first example, the plate is subjected to a bi-axial extension. In the second example, pressure driven crack growth is considered. In both cases, all cracks are allowed to grow at the same rate. The fracture paths for the bi-axially loaded plate is shown in Figure 5.11. The corresponding convergence rate of the fracture paths towards one another, in terms of the $L_2$-norm of the absolute distance between the crack surfaces, is plotted in Figure 5.13. Similarly, the fracture paths for the pressure-load case are given in Figure 5.12; the convergence rate is plotted in Figure 5.14. It is found that the fracture paths obtained by different criteria convergence towards the same solutions with progressive refinement of the discretisation. In the bi-axially loaded plate, the average rate of convergence (on a log-log scale) is 0.73, whereas in the pressure-load case it is found to be 0.99.
Fracture paths by different criteria (square plate subjected to a bi-axial extension with 10 randomly distributed cracks).

\( n_{\text{mesh}} = 300 \times 300, \Delta \alpha \propto h \)

**Figure 5.11:** Comparison of fracture paths as obtained by the hoop-stress and the energy minimisation criteria. The square plate is subjected to a bi-axial extension. All cracks are allowed to grow at the same rate.
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Fracture paths by different criteria (square plate with 10 randomly distributed cracks that are subjected to internal pressure)

\[ n_{\text{mesh}} = 300 \times 300, \Delta a \propto h^0 \]

\[ n_{\text{mesh}} = 600 \times 600, \Delta a \propto h^0 \]

\[ n_{\text{mesh}} = 1200 \times 1200, \Delta a \propto h^0 \]

(a) Q4 mesh 300 × 300.

(b) Q4 mesh 600 × 600.

(c) Q4 mesh 1200 × 1200.

**Figure 5.12:** Comparison of fracture paths as obtained by the hoop-stress and the energy minimisation criteria. The cracks are subjected to a uniform pressure load. All cracks are allowed to grow at the same rate.
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Convergence to same fracture path by hoop-stress and energy minimisation criteria (square plate subjected to a bi-axial extension with 10 randomly distributed cracks).

\[ L_2 \text{-norm of distance between fracture surfaces} \]

\[ \text{best fit (slope = 0.73)} \]

**Figure 5.13:** Convergence to same fracture path by hoop-stress and energy minimisation criteria. The test problem is a square plate with 10 randomly distributed cracks. The plate is subjected to a bi-axial extension. All cracks are allowed to grow at the same rate.

Convergence to same fracture path by hoop-stress and energy minimisation criteria (square plate with 10 randomly distributed cracks that are subjected to internal pressure).

\[ L_2 \text{-norm of distance between fracture surfaces} \]

\[ \text{best fit (slope = 0.99)} \]

**Figure 5.14:** Convergence to same fracture path by hoop-stress and energy minimisation criteria. The test problem is a square plate with 10 randomly distributed cracks. The plate is subjected to a bi-axial extension. All cracks are allowed to grow at the same rate.
Fracture paths by different criteria (simply supported rectangular plate in vertical tension with 10 cracks in a narrow band)

\[ \Delta \ell_{\text{inc}} \approx 0.015 \]

Max hoop stress
Global energy min.

\( \Delta \ell_{\text{inc}} \approx 0.008 \)

\( \Delta \ell_{\text{inc}} \approx 0.004 \)

Figure 5.15: Comparison of fracture paths as obtained by the hoop-stress and the energy minimisation criteria for a Q4 discretisations. The plate is subjected to a uniform vertical tension load.
Fracture paths by different criteria
(simply supported rectangular plate in vertical tension with 10 cracks in a narrow band)

\[ \Delta \ell_{\text{inc}} \approx 0.002 \]

Max hoop stress
Global energy min.

(a) T3 mesh 100 × 200.

\[ \Delta \ell_{\text{inc}} \approx 0.001 \]

(b) T3 mesh 200 × 400.

\[ \Delta \ell_{\text{inc}} \approx 0.0005 \]

(c) T3 mesh 400 × 800.

Figure 5.16: Comparison of fracture paths as obtained by the hoop-stress and the energy minimisation criteria for T3 discretisations. The plate is subjected to a uniform vertical tension load.
Convergence to same fracture path by hoop-stress and energy-minimisation criteria (simply supported rectangular plate in vertical tension with 10 cracks in a narrow band).

Crack increment length, $\Delta \ell_{inc}$

$L_2$-norm of distance between fracture surfaces

Best fit (slope = 1.04)

Figure 5.17: Convergence to same fracture path by hoop-stress and energy minimisation criteria considering Q4 discretisations. The test problem is a plate in vertical tension with 10 narrowly distributed parallel and initially non-overlapping cracks.

Crack increment length, $\Delta \ell_{inc}$

$L_2$-norm of distance between fracture surfaces

Best fit (slope = 0.93)

Figure 5.18: Convergence to same fracture path by hoop-stress and energy minimisation criteria considering T3 discretisations. The test problem is a plate in vertical tension with 10 narrowly distributed parallel and initially non-overlapping cracks.
5.4.2 Rectangular plate with 10 parallel cracks

In this case study, a rectangular plate with 10 non-overlapping parallel cracks distributed randomly within a narrow band is considered. The plate is simply supported and subjected to a vertical tension load. For the assumed crack distribution, crack growth is found to take place from left to right, causing complete horizontal splitting of the plate. The comparisons of the fracture profiles, as obtained by using different crack growth criteria, are presented for different finite-element types, namely: a 4-node bilinear quadrilateral element (Q4), and a 3-node linear triangular element (T3); the results based on Q4 and T3 meshes of similar numbers of degrees of freedom are given in Figures 5.15 and 5.16, respectively. The convergence rates of the fracture paths towards the same solution are provided by Figures 5.17 and 5.18 for Q4 and T3 discretisations, respectively. The mean convergence rates for Q4 and T3 meshes are found to be 1.04 and 0.93, respectively.

5.5 A numerical improvement to the growth direction

Within a discrete framework, it is observed that the maximum stress criterion consistently underestimates the crack kink angles whereas the global energy minimisation solution tends to overestimate such that with mesh refinement (and the resulting decrease in the fracture extension lengths), the fracture solutions tend to convergence from opposite directions towards each other and towards the solution that lies very close to the middle of the solutions obtained on coarser discretisations by the two criteria. Such convergence behaviours of the time-explicit stress criterion and the time-implicit energy based criterion can be attributed to, respectively, the crack kink angles favoring the mode-I stress field at the tip of an infinitesimal crack branch and at the tip of the finite crack extension.

Motivated by these numerical findings, one is inclined to propose a way to improve the crack growth direction by assuming the arithmetic average of the directions obtained by the stress and the energy-based criteria. Indeed, the accuracy of the numerical solution (especially on coarser meshes) can be improved significantly by this method. In addition, there is a substantial speed-up in the convergence rate of the fracture solution with mesh
refinement. The proposed modification to the crack growth direction is referred to as the bi-section method. Satisfactory results are obtained in all test cases that have been attempted. The fracture solutions by the different criteria, namely: the maximum hoop stress, the minimum energy and the bi-section method are presented subsequently.

5.6 Comparison of fracture paths by different criteria

Several 2D test cases are shown that compare the fracture paths obtained by three criteria, namely: maximum hoop stress, minimum energy criterion, and the proposed bi-section method, which averages the directions given by maximum hoop-stress and the minimum energy criteria at each growth instance. The fracture paths, for each test case, are computed for different discretisation densities. It is found in every case that the maximum hoop stress criterion and the minimum energy criterion converge towards the same fracture path. The fracture path obtained using the bi-section approach appears to converge fastest.

The numerical results verify that the proposed bi-section method, i.e. averaging of the crack growth directions obtained by the maximum hoop stress and the energy based criteria, is an effective means of obtaining increased accuracy of the fracture solution and speeding-up the convergence of the fracture path with mesh refinement. It is important to note that for the bi-section method to be consistent with Griffith’s law (2.41), the critical crack tips need to be determined by the the energy minimisation approach, as described in Section 3.3.3. However, once the critical tips are identified, the bi-section approach may be used to numerically improve the crack growth direction, especially on coarse meshes.

The bi-section method is most effective for fracture evolutions that are predominantly of mode-I type and that do not involve crack intersections. The reason for the latter is that the position of a crack intersection tends to have a strong influence on the subsequent fracture paths (particularly on courser discretisations). The benefits of the bi-section approach are less apparent if the discretisation is already quite fine because the fracture paths by the stress and the energy-based criteria tend to be in close agreement already, e.g. Figure 5.22.
Double cantilever problem

Fracture paths by different criteria
(double cantilever problem with an edge crack offset by 0.01 above the x-axis)

\[ n_{\text{elm}} = \{30 \times 60, 60 \times 120, 120 \times 240, 240 \times 480\}, \Delta a \propto h \]

**Figure 5.19:** Fracture paths by different growth criteria for the double cantilever problem with the initial crack positioned 0.01 above the x-axis. The prying action is exerted by prescribed displacements on the left edge.

Two edge crack problem (simple tension loading)

Fracture paths by different criteria
(simply supported square plate in vertical tension with two edge cracks: \( \Delta x = 0.6, \Delta y = 0.1 \))

\[ n_{\text{elm}} = \{60 \times 60, 120 \times 120, 240 \times 240\}, \Delta a \propto h \]

**Figure 5.20:** Fracture paths by different criteria for a simply supported square plate \((1 \times 1)\) in simple vertical tension with two initial edge cracks \((a_1 = a_2 = 0.2)\). Crack-tip separation: \( \Delta x = 0.6, \Delta y = 0.10 \).
Three crack problem (pressure loaded centre crack)

![Fracture paths by different criteria](image1)

**Figure 5.21:** Fracture paths by different growth criteria for a simply supported square plate with three pre-existing cracks, where the centre crack is subjected to a pressure load acting normal to the crack surface.

Two cracks protruding from holes (vertical tension load)

![Fracture paths by different criteria](image2)

**Figure 5.22:** Fracture paths by different growth criteria for a simply supported square plate with a pair of initial cracks protruding from holes.
Two edge crack problem (crack pressure loading)

![Diagram](image-url)

**Figure 5.23:** Fracture paths by different criteria for a simply supported square plate \((1 \times 1)\) with two initial edge cracks \((a_1 = a_2 = 0.2)\) that are loaded by pressure. Crack-tip separation: \(\Delta x = 0.6, \Delta y = 0.12\).

![Diagram](image-url)

**Figure 5.24:** Fracture paths by different criteria for a simply supported square plate \((1 \times 1)\) with two initial edge cracks \((a_1 = a_2 = 0.2)\) that are loaded by pressure. Crack-tip separation: \(\Delta x = 0.6, \Delta y = 0.08\).
## Two-edge crack problem (crack pressure loading) [cont.]

**Figure 5.25:** Fracture paths by different criteria for a simply supported square plate ($1 \times 1$) with two initial edge cracks ($a_1 = a_2 = 0.2$) that are loaded by pressure. Crack-tip separation: $\Delta x = 0.6, \Delta y = 0.04$.

**Figure 5.26:** Fracture paths by different criteria for a simply supported square plate ($1 \times 1$) with two initial edge cracks ($a_1 = a_2 = 0.2$) that are loaded by pressure. Crack-tip separation: $\Delta x = 0.6, \Delta y = 0.02$. 

\[
\eta_{\text{elm}} = \{100 \times 100, 200 \times 200, 400 \times 400\}, \Delta a = h_e
\]
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The PMMA beam with a bottom slit (case-1)

Figure 5.27: A simply supported $4 \times 10$ (in) PMMA beam with an initial vertical slit of length $a = 1.5$ (in) and a point load mid-way the top-edge.

(a) close-up view around middle hole of beam in figure 5.27.

(b) close-up view around bottom hole of beam in figure 5.27.

Figure 5.28: Fracture paths by different criteria for the PMMA-beam problem depicted in figure 5.27.
The PMMA beam with a bottom slit (case-2)

![Diagram of the PMMA beam](image1)

Figure 5.29: A simply supported $4 \times 10$ (in) PMMA beam with an initial vertical slit of length $a = 2.5$ (in) and a point load mid-way the top-edge.

(a) close-up view around top hole of beam in figure 5.29.

(b) close-up view around middle hole of beam in figure 5.29.

Figure 5.30: Fracture paths by different criteria for the PMMA-beam problem depicted in figure 5.29.
A pre-cracked plate with two holes

(a) Schematic diagram of the pre-cracked part. (Source: [40])

(b) Outline of fracture paths by different criteria.

(c) Close-up view of sub-figure (b) around the hole on the right.

**Figure 5.31:** Fracture paths by different criteria for a rectangular plate with two holes and two edge cracks subjected to a vertical extension.


5.7 Summary

This chapter has focused on the verification of the numerical method for determining the crack growth directions based on the principal of minimum energy within the framework of the extended finite element method (XFEM). Firstly, the implementation of the stiffness derivative technique within XFEM for computing the rotational energy release rates of a finite crack extension was verified (Section 5.2). The numerical results showed that, in comparison to the numerical differencing of potential energy, the rotational energy release rate $G_\theta$ could computed with very good accuracy using the algebraic differentiation approach (Section 3.6). However, the rate of rotational energy release rate $H_\theta = \frac{\partial G_\theta}{\partial \theta}$, did not give as good an accuracy; nonetheless, it was considered acceptable for the purpose of solving the non-linear problem of energy minimisation (Section 3.3.3) that requires finding the vanishing $G_\theta$ with respect to the crack extension direction. The local crack growth solution by the stress and energy-based criteria were then compared in a few benchmark studies (Section 5.3). As expected, the crack growth directions were generally different. The solutions obtained by the energy-based criterion resulted in greater minimisations of potential energy. Although the growth directions by different criteria were found to differ, it was shown that the maximum tension and the minimum energy criteria lead to very similar fracture paths when compared on the material length-scale (Section 5.4). From the several discretisations that were attempted, the fracture solutions appeared to converge towards the same solution such that for practical purposes the converged solutions could be considered as one and the same. Finally, a numerical improvement to the crack growth direction was proposed (Section 5.5) based on the results of multiple test cases (Section 5.6). The criterion assumes an arithmetically averaged crack growth direction of those obtained by the stress and the energy-based criteria. The method proves to be an effective way of obtaining improved accuracy of the fracture path and speeding-up the convergence of the fracture solution with mesh refinement.
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Silicon wafer splitting
6.1 Introduction to Smart-Cut™

Smart-Cut™ [15, 47, 48, 154] is a relatively novel technology that has been developed over the past decade to enable a highly-efficient thin layer transfer from one substrate onto another. The technology is particularly viable in the high-volume commercial production of silicon-on-insulator (SOI) wafers [52], which are used in the modern-day solid-state electrics industries. Some of the most wide-spread applications of SOI’s are in the fabrication of integrated circuits and photovoltaics [52]. From an engineering point of view, an SOI wafer is a multi-layer composite material that consists of a thin top-layer of crystalline silicon (Si) followed by an insulating layer (such as silicon-dioxide, SiO₂) which is, in turn, bonded to a handle substrate (such as silicon). The fabrication process of an SOI using Smart-Cut™ is depicted in Figure 6.1; the process steps are summarised as follows:

1. Start with initial silicon wafers: donor part (A) and handle part (B)
2. Wafer A undergoes an oxidation process to create an insulating layer
3. Smart-Cut™ ion implantation in wafer A induces an in-depth weakened layer
4. Wafer A is hydrophilicly bonded to substrate B followed by thermal annealing
5. Smart-Cut™ cleavage at the mean ion penetration depth splits off wafer A
6. Product wafer B undergoes chemical-mechanical-polishing and is complete
7. Wafer A is recycled and the process is repeated from Step-1.

It is intended that after the split (Step-5), the two wafers have sufficiently smooth and uniform fracture surfaces such that any resulting roughness can later be reduced by means of corrective treatments, e.g. chemical/mechanical polishing (CMP), to commercially acceptable levels. However, at times the cleaved surface can result in significant deviations of the fracture path from the mean, creating defects that can no longer be mitigated by CMP. These type of process-related defects can lead to a substantial loss of product. Although considerable theoretical and experimental efforts have addressed these issues and have significantly contributed to the current state of the art technology of Smart-Cut™ [5, 49, 52, 234, 235], the process itself is not completely understood to this day. There are theoretical and practical challenges in the characterisation of different aspects of the
The aim of this chapter is to quantify the affects of several Smart-Cut™ process parameters on the post-split fracture surface roughness by numerically simulating the wafer splitting process. Due to the physical complexities involved in Smart-Cut™ (to be discussed in the following section), the complete simulation of Smart-Cut™ is difficult, both from a theoretical and a practical side. Nonetheless, useful information can still be derived about the process by considering the problem of splitting from a certain point in time that is better understood in terms of the material behaviour and suitable initial condition about the material state can be provided. The point in time that is of interest is characterised by a well-developed micro-crack distribution. The cracks grow slowly and the material is linear-elastic and brittle. The micro-crack distribution can be given by representative statistical data. This provides the necessary initial conditions for simulating the subsequent evolution of micro-cracks. The goal is to investigate the influence of several process-related control parameters on the evolution of micro-cracks by quantifying the post-split fracture surface properties, such as: the mean depth of splitting, crack deviations from the mean depth of splitting, and the fracture surface roughness. The control parameters consist of:
the initial depth of micro-crack distribution, the micro-crack distribution thickness, the thickness of different SOI layers, and the relative elastic stiffnesses of different SOI layers.

### 6.2 The physical process

The Smart-Cut™ ion implantation induces the formation of defects in the monocrystalline Si lattice. These defects take the form of vacancies and interstitials. The mechanism that produces such defects can be understood considering the way an ion travels across the Si lattice. As the Si wafer is bombarded by H-ions, some Si atoms are displaced from their lattice positions. The displaced Si atoms can attain sufficient energy to knock out other Si atoms. This results in a cascade of collisions that leads to the creation of a heavily damaged layer in the silicon substrate with a peak damage density occurring somewhat below the top surface. The H-ions tend to settle below the depth of peak damage.

![Figure 6.2: Schematic of the production of SOI by the ion-cut process](image)

The vacancies tend to aggregate into small planar clusters called platelets, most of which are preferentially aligned parallel to the surface of the wafer in the (100) plane due to the out-of-plane tensile stress field that results from ion implantation damage [138, 246]. The implanted hydrogen is known to accumulate at these planar defect sites, passivating any dangling Si bonds and forming what are called hydrogen-decorated platelets. The
platelets, subsequently act as a nuclei for trapping other freely migrating H-ions in the lattice. The presence of hydrogen inside the platelet also reduces the fracture energy of the neighbouring silicon bonds. During annealing, more H-ions diffuse into the platelets where they combine into molecular hydrogen H₂ [289]. The high pressure H₂ gas and the locally reduced fracture toughness of silicon lattice causes the growth of these platelets. A schematic of H-platelet formation and H₂ gas build-up is illustrated in Figure 6.3.

![Figure 6.3: Schematic of H-platelet formation and development into H₂-gas bubbles (Source: [121])](image)

During the Smart-Cut™ thermal treatment process of the bonded wafers, the evolution of H₂-filled platelets from a few tens of nano-metres to micro-cracks of a few hundreds of micro-metres and onwards is governed by two phenomena: a thermodynamically-driven spontaneous growth of platelets known as Oswald ripening [289], and a mechanically-driven growth of micro-cracks due to the high pressure H₂ gas [107]. The Ostwald ripening phenomenon is dominant in the initial stage of platelet growth whereby larger size platelets preferentially grow in size at the expense of smaller platelets shrinking in size. The mechanical action of the H₂ gas pressure becomes significant at a later stage in the micro-crack evolution process, once the micro-cracks have become sufficiently large.

The evolution of defects can be broken down into several distinct phases along the timeline of the thermal treatment process. Each stage characterises the interplay between different defect growth driving mechanisms [235]. In the beginning, at 0-10% annealing time, platelet evolution is slow and is predominantly governed by the Ostwald ripening phenomenon [289], which is a thermodynamically driven growth. Platelets are from several tens of nano-metres to a few micro-metres in size. Build-up of H₂-gas within the platelets takes place. In the 10-90% time frame, the internal crack pressure becomes significant and a competing crack growth mechanism between Ostwald ripening and the
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mechanical action of pressure can be observed. At this time, platelets and micro-cracks both grow but some coalescence of micro-cracks takes place. Micro-cracks are up to a few tens of micro-metres in size. At 90-99% time, the mechanical force of H₂ pressure becomes the dominant factor governing micro-crack growth. A moderate rate of crack growth and significant micro-crack coalescence occurs. A large fraction of cracks is from several tens to several hundreds of micro-metres in diameter. Finally, during the 99-100% annealing time, rapid growth of micro-cracks takes place whose speed on the order of kilometres per second. The material effectively behaves as a brittle solid. The rapid (dynamic) coalescence of micro-cracks results in the propagation of a macro crack through the whole silicon crystal leading to the complete splitting of wafers and the transfer of the silicon layer.

Figure 6.4 illustrates the micro-crack evolution over time. A cross-sectional view of the depth-wise distribution of micro-cracks within a densely damaged silicon layer after a partial anneal of 10% is shown in Figure 6.5.

Figure 6.5: Cross-sectional view of H-ion irradiated mono-crystalline silicon wafer after a partial anneal. The densely damaged implantation zone (dark field) is visibly permeated at different depths by cracks that are in the sub-micron length scale. (Source: [121])
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The focus of the parametric studies will be on the 90-99% time period to complete splitting. This stage is characterised by the relatively slow growth of cracks whose size spans from several tens to hundreds of micro metres (refer to Figure 6.4 for a sample image).

6.3 Modelling considerations

As the initial stage of the fracture process is a host to a variety thermochemical phenomena taking place at the very fine scale (e.g. hydrogen diffusion, weakening and breaking of Si bonds, spontaneous growth/ripening of bigger size cavities at the expense of smaller ones), a model that would represent the multi-physics phenomena of this kind would be computationally difficult to solve unless some suitable multi-scale approach is adopted. However, once the small-scale cavities have grown from several nano-metres into several hundreds of nano-metres, the H$_2$ pressure begins to exert a significant influence on the fracture evolution such that the mechanical interactions begin to dominate over the thermodynamic forces. Henceforth, the model complexity can be greatly simplified. We are particularly intersected in modelling the Smart-Cut process in the 90-99% of thermal budgeted to complete splitting of the wafer, which is characterised by the slow and steady micro-crack growth. Before the current model is described in more detail, it is worth reviewing some recent works in modelling of the Smart-Cut process (or certain parts of it).

6.3.1 Previous models

A more recent attempt [199, 200] to characterise platelet development was carried out using a molecular dynamics approach. The study focused on the thermal evolution of horizontal (100) hydrogen-induced platelets within a silicon lattice. The platelets were modelled as 10nm planar defects in 2D in a 25000 Si atom crystalline system with periodic boundary conditions. The model domain equated to a size of 35.0 × 35.0 nm$^2$. Another numerical attempt to characterise micro-crack growth and coalescence was carried out by [251]. In this effort, a silicon sample containing a couple of horizontal pre-existing micro-cracks was considered. The weak interactions and coalescence between the cracks were studies
as affected by different boundary conditions and initial crack tip separation distances. The finite element method with cohesive interface elements was applied to model the micro-crack coalescence. A couple of edge cracks were considered. The obtained fracture paths were significantly mesh-biased since crack growth was allowed only along element boundaries. An XFEM discretisation was used subsequently in order to circumvent the solution dependence on the mesh. This lead to physically more reasonable fracture paths. however, because only a couple of cracks were modelled, it was impossible to make useful deductions with regard to the wafer post-split fracture surface roughness as influenced by the initial vertical and horizontal crack spacing. The following subsection describes the present model of SOI wafer splitting with the aim to improve upon the previous results.

### 6.3.2 Proposed model

The present model assumes a 2D wafer representation (refer to Figure 6.6) and focuses on the material behaviour at the time period 90-99% to complete wafer splitting. The model assumes the entire depth of the wafer structure and multiple initial micro-cracks running along the length of the wafer sample. Quasi-static brittle micro-crack growth is supposed. The following aspects of wafer splitting can be captured by the model: (1) the weak interactions between multiple cracks, (2) multiple crack intersections, and (3) the effects of different material layers on the fracture paths. Finally, by considering the whole depth of the wafer sample, physically meaningful boundary conditions can be imposed.

It is acceptable to consider the micro-crack evolution in the 90-99% time period leading up to catastrophic splitting as essentially a quasi-static process. From a fracture mechanics point of view, quasi-statics (and, hence, necessarily stable) crack growth is promoted by the chemical interactions of hydrogen with silicon that has the effect of reducing the fracture toughness at the crack tip \[81, 109, 110\]. However, the decrease in the fracture resistance is only local and as soon as sufficient H$_2$ pressure develops to cause a crack to propagate, fresh silicon is exposed with a higher fracture toughness. This naturally results in stable crack growth, i.e. $\partial G_s/\partial a < \partial G_c/\partial a$, provided that the H$_2$ pressure is not so high so as to cause catastrophic (unstable) crack growth, i.e. $\partial G_s/\partial a > \partial G_c/\partial a$. 
In addition, stable crack growth is promoted by the drop in the \( \text{H}_2 \) pressure that results from the immediate increase in the crack volume following a crack extension. Due to the relatively slow diffusion of H-ions from the surrounding Si lattice into the crack, there is some delay before sufficient \( \text{H}_2 \) pressure develops to cause subsequent crack growth.

The material is considered to be isotropic by virtue of the highly amorphous damaged silicon as caused by H-ion implantation damage. At the typical Smart-Cut\textsuperscript{TM} annealing temperatures of 400-500°C, the silicon can be considered as a linear-elastic brittle solid at the microscale (with a negligibly small plastic zone at the crack tips) such that the dominant mechanism of internal (elastic) energy dissipation is through brittle fracture [234, 251]. The fracture surface energy is assumed to be constant in the damaged zone.

It was demonstrated in Section 5.4 that the fracture paths obtained by the energy-minimisation approach (2.55) and the maximum hoop-stress criterion (1.17) converged to very similar fracture solutions. For the sake of computational efficiency, the maximum hoop-stress criterion will be used to determine the onset and the direction of crack growth.

In the current model, it will be supposed that some initial representative micro-crack distribution can be given that suitably characterises the time period corresponding to 90% of thermal budged required for complete splitting of the wafer [234]. At this 90% mark, the cracks have already developed into in the size of a few tens of micro-metres. This micro-crack distribution can be estimated based on empirical laws [234]. Specifically, the depth-wise micro-crack distribution can be approximated by a Gaussian distribution. The length-wise micro-crack spacing can be represented by a uniform random distribution. Finally, the size of the micro-cracks can be given by a uniform random distribution.

### 6.3.3 Loading conditions

We will investigate the process of micro-crack evolution and wafer splitting for two types of boundary conditions: \textit{pressure} loading by hydrogen gas due to the thermal annealing, and \textit{mechanical} loading by the insertion of a razor blade to manually split the wafers.
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Pressure driven splitting

During the thermal annealing of an SOI wafer, the initiation of splitting takes place at a point close to the edge of the wafer. The fracture front propagates through the wafer leading to micro-crack coalescence and complete splitting. It is assumed that crack growth is driven by the $H_2$ gas pressure. Furthermore, it will be supposed that this pressure remains constant during crack growth and the same in every crack. The 2D model of wafer splitting is idealised in plane-strain. The length and the depth of the SOI wafer sample is considered to be 2mm and 1.5mm respectively. The maximum length of the sample is constrained by the available computational resources. It is assumed that all micro-cracks within the study domain propagate simultaneously. Refer to the diagram in Figure 6.6 for the representation of the 2D model. The problem boundary conditions can be summarised as follows. Zero displacements on the left and right edges of the wafer sample are prescribed, i.e. $u_x|_{x=0} = u_x|_{x=L} = 0$. The top and bottom wafer surfaces are free to translate vertically. Loading is by uniform pressure on all crack surfaces.

Figure 6.6: Diagram of the wafer model. Lite-gray region represents the part of the wafer that has split; dark-gray – the part of the wafer that is still intact. The interface between the two regions marks the fracture front.
Mechanical splitting

Mechanical splitting involves the insertion of a razor blade at approximately the level of the bonding interface between the two wafers (the handle part and the product part). The experimental setup is show by Figure 6.7. In the current simulations, zero \( \text{H}_2 \) gas pressure is assumed within the pre-existing micro-cracks. The model boundary conditions consist of the prying action of the blade at one end of the wafer sample and a fully built-in other end. The wafer model assumes a sample length of 3 (mm) for computational feasibility reasons. The actual fracture zone studied is 0.5mm in length with an additional clearance of 1.5mm to the right where the blade is inserted, and 1.0mm to the left where the built-in end is located. This serves to reduce the so-called end-effects on the simulation results. The insertion of the blade effectively causes the wafer to open as a double cantilever beam.

![Experimental setup of mechanical splitting of a wafer sample by means of an insertion of a razor blade at the wafer bonding interface.](image)

**Figure 6.7:** Experimental setup of mechanical splitting of a wafer sample by means of an insertion of a razor blade at the wafer bonding interface. (Adapted from: [233])

### 6.3.4 Discretisation aspects

In the discretised domain, the zone of damaged silicon assumes a mesh that is around three orders of magnitude finer than the surrounding mesh of the undamaged silicon, i.e. \( h^f \approx 0.1 \ (\mu\text{m}) \) and \( h^c \approx 100 \ (\mu\text{m}) \). The high mesh contrast inevitably results in the
inner silicon layer being somewhat mechanically more compliant than the surrounding silicon. This confinement effect purely due to the numerical discretisation will influence the fracture paths such that the cracks will have a tendency to deviate less in the vertical dimension than if the mesh size were more uniform. To reduce the discretisation bias, the fine mesh is centred about the mean depth of the initial micro-crack distribution and a gradual transition between the coarse and the fine mesh is introduced. Figures 6.8 and 6.9 show the discretisation strategy for the pressure-splitting boundary conditions, whereas Figures 6.10 and 6.11 show the mesh for the mechanical-splitting boundary conditions. Finally, Table 6.1 shows the typical wafer layer thicknesses, which are meshed conformally.

6.3.5 Process parameters

The initial micro-crack sizes are assumed to be of a uniform distribution between 20 and 30 (µm) with 90% of the potential fracture surface already fractured. The depth-wise crack distribution is assumed to obey a normal (Gaussian) distribution that is characterised by the mean crack depth \( h_{\text{mean}} \) and standard deviation \( t_{\text{dmg}} \) parameters. Due to limited computational resources, wafer samples of 2 × 1.5 (mm) for the pressure-splitting boundary conditions and 3 × 1.5 (mm) for the mechanical splitting boundary conditions were considered. This allowed around 70 micro-cracks to be simulated. The tables below summarise 5 different realisations of randomly generated crack distributions. The Smart-Cut™ process parameters are listed as follows. Mean crack implantation depth, \( h_{\text{mean}} = \{0, 300, 400, 500, 600\} \) (nm); buried oxide depth, \( t_{\text{box}} = \{0, 100, 200, 300\} \) (nm); crack depth-wise spread \( t_{\text{dmg}} = \{0.0, 2.5, 5.0, 7.5, 10.0\} \) (nm); the elastic compliance of the damaged silicon layer relative to the surrounding silicon \( \alpha_{\text{dmg}} = \frac{E_{\text{dmg}}}{E_{\text{Si}}} = \{0.85, 0.9, 0.95, 1.00\} \).
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**Figure 6.8**: Discretisation mesh for the case of pressure-splitting boundary conditions. Transitional mesh refinement is provided towards the micro-crack damaged silicon layer. [A far-view of Figure 6.9].

**Figure 6.9**: XFEM discretisation mesh showing different mesh densities for different material layers: Si-donor, Si-damaged, BOX (buried oxide, SiO$_2$) and Si-handle. Cracks are plotted with enriched elements, which are indicated by different colour shades. [This is a close-up of Figure 6.8].
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Figure 6.10: Discretisation mesh for the case of mechanical-splitting boundary conditions. Transitional mesh refinement is provided towards the micro-crack damaged silicon layer. [A far-view of Figure 6.11].

Figure 6.11: XFEM discretisation showing different mesh densities. Cracks are plotted with enriched elements, which are indicated by different colour shades. Local crack-tip refinement is used. [A close-up view of Figure 6.10].
### Table 6.1: Layer thicknesses of bonded wafer structure prior to splitting.

<table>
<thead>
<tr>
<th>layer depths</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si-donor</td>
<td>750</td>
<td>µm</td>
</tr>
<tr>
<td>Si-damaged</td>
<td>200-300</td>
<td>nm</td>
</tr>
<tr>
<td>Si-exfoliated</td>
<td>200-300</td>
<td>nm</td>
</tr>
<tr>
<td>SiO₂</td>
<td>100-200</td>
<td>nm</td>
</tr>
<tr>
<td>Si-handle</td>
<td>750</td>
<td>µm</td>
</tr>
</tbody>
</table>

### Table 6.2: Assumed crack distribution parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>crack cover percentage</td>
<td>90</td>
<td>%</td>
</tr>
<tr>
<td>size distribution (uniformly random)</td>
<td>20-30</td>
<td>µm</td>
</tr>
<tr>
<td>crack depth-wise spread (1σ)</td>
<td>10</td>
<td>nm</td>
</tr>
</tbody>
</table>

### Table 6.3: Crack distributions that were used in the numerical studies.

<table>
<thead>
<tr>
<th># number cracks, $N_{tot}$</th>
<th>ideal roughness, RMS (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>72</td>
</tr>
<tr>
<td>2</td>
<td>71</td>
</tr>
<tr>
<td>3</td>
<td>75</td>
</tr>
<tr>
<td>4</td>
<td>73</td>
</tr>
<tr>
<td>5</td>
<td>73</td>
</tr>
</tbody>
</table>
Ideal roughness of initial crack distribution

(a) crack distribution #1 ideal roughness (RMS), $R_q = 9.61$ (nm).

(b) crack distribution #2 ideal roughness (RMS), $R_q = 9.49$ (nm).

(c) crack distribution #3 ideal roughness (RMS), $R_q = 8.75$ (nm).

(d) crack distribution #4 ideal roughness (RMS), $R_q = 8.79$ (nm).

(e) crack distribution #5 ideal roughness (RMS), $R_q = 9.63$ (nm).

*Figure 6.12:* A set of 5 randomly generated crack distributions. The crack depth-wise spacing is based on a normal distribution with a standard deviation of 10 (nm). The size of cracks is based on a uniform random distribution from $a_{\text{min}} = 20$ ($\mu$m) to $a_{\text{max}} = 30$ ($\mu$m). The combined fracture length is 90% of the sample length. The crack spacing is uniformly random.
6.4 Simulation results

Thermally induced wafer splitting can be experimentally observed to take place in the depth region close to the maximum density of the highly pressurised micro-cracks since the pressure provides the main driving force for micro-crack growth [5, 233]. Similarly, the mechanically induced wafer splitting can be observed to occur near the depth of the prevailing micro-crack density, since this depth is the weakest location in terms of the fracture toughness of the material [5, 233]. However, in either case, the mean depth of the fracture path and the fracture path deviations about the mean depth can be strongly affected by the process parameters (refer to Section 6.3.5), namely: the relative depths and the mechanical properties of the multi-layer wafer structure, and the geometrical randomness in the micro-crack distribution among other factors, which can lead to large instabilities in the crack propagation path about the mean depth of the micro-crack distribution. The parametric studies are undertaken for the pressure-splitting and mechanical-splitting boundary conditions. The influence of each control parameter is quantified by varying it within its typical range and numerically simulating the process of wafer splitting in order to assess the parameter’s influence on the fracture path in terms of the post-split fracture surface roughness. For every parameter instance, 5 representative micro-crack distributions are considered (refer to Tables 6.2 and 6.3) in order to ensure consistency between numerical results and to potentially identify spurious numerical solutions.

6.4.1 Wafer splitting by internal pressure

The numerically computed root-mean-square (RMS) fracture surface roughness $R_q$ of the parametric studies for the pressure splitting boundary conditions are reported by Figures 6.13-6.16. The numerical results appear to agree well with the experimental observations; specifically, the experimentally determined RMS roughness [5] using atomic force microscopy is typically in the range of 5-10 (nm), whereas the numerical results fall between 10 and 16 (nm) for the assumed range of parameter values. Note that the ideal RMS of the initial micro-crack distributions are within 9-10 (nm) (refer to Figure 6.12).
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6.4.2 Wafer splitting by blade insertion

The numerical results for the post-split fracture surface roughness for the mechanically assisted wafer splitting boundary conditions (assuming zero micro-crack pressure) are presented as follows. Figures 6.17-6.20 report the results for different roughness measures, namely: $R_q$ (RMS), $R_t$ (peak-valley), $R_p$ (peak) and $R_v$ (valley), considering the initial micro-crack distribution thickness $t_{dmg}$ as the free parameter. The case study assumed zero mean micro-crack implantation depth ($h_{mean} = 0$) and no buried oxide layer ($t_{box} = 0$).

This was the only study for which complete splitting of the wafer sample could be
obtained. Complete splitting of the wafer sample could not be obtained for all other parametric studies that introduced some form of non-symmetry with respect to the initial mean micro-crack depth. For example, when the buried oxide layer was considered, the fracture paths experienced significant deviations from the initial micro-crack depth towards the oxide layer due to it being elastically more compliant than the surrounding silicon material. Although the micro-cracks naturally provide some stabilisation of the ongoing macro-crack, a micro-crack needs to be sufficiently close to the macro-crack so as to be able to attract it. In other words, a competition exists between the attractive forces of
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the micro-cracks and those of the buried oxide layer. Another parametric study for which complete splitting could not be obtained involved the mean initial micro-crack depth parameter $h_{\text{mean}}$. The ongoing macro-crack could not be stabilised by its coalescence with the micro-cracks; hence, the fracture path was found to eventually deflect to the free surface that was closest. The propensity of the fracture path to exhibit such behaviour is common in the splitting of double-cantilever specimens. The mode-I crack growth is inherently unstable in the sense that a small deviation of the crack from the horizontal (mode-I) plane tends to gradually increase with the crack length, e.g. see Figure 5.19.

![Figure 6.17](image1)

**Figure 6.17:** Post-split fracture roughness (RMS) for different micro-crack distribution thicknesses and blade-splitting BC. The buried oxide layer is omitted. Crack distribution is centred about the mean sample depth.

![Figure 6.18](image2)

**Figure 6.18:** Post-split fracture roughness (peak-valley) for different micro-crack distribution thicknesses and blade-splitting BC. The buried oxide layer is omitted. Crack distribution is centred at the mean sample depth.
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6.5 Summary

For the pressure-splitting boundary conditions, the initial micro-crack depth without the underlying buried oxide layer (BOX) was found to have a negligible influence on the RMS fracture roughness of the post-split surface (Figure 6.13). The loss of symmetry by virtue of the micro-crack distribution appearing slightly above the neutral x-axis of the computational domain did not lead to a noteworthy variation in the cleaved surface roughness. On the other hand, upon inclusion of the BOX, the mean micro-crack
distribution depth was found to have a strong influence on the fracture path and on the mean depth of splitting (Figure 6.14). In this case, the micro-cracks were attracted by the elastically more compliant BOX. The micro-crack deviations were found to increase with smaller mean depths of the initial micro-crack distributions since the attraction by the BOX was stronger due to its nearer proximity to the micro-cracks. Conversely, when a constant implantation depth was supposed and the BOX depth was varied, the micro-crack deviations increased with deeper BOX (Figure 6.15). Finally, when the damaged zone was considered to have a reduced stiffness (due to the presumed isotropic damage of the Si-lattice by the initial H\(^+\) ion irradiation), the micro-cracks deviated less towards the BOX (Figure 6.16). This result can be attributed to the confinement effect of the more rigid material surrounding the damaged silicon that counteracted the effects of the BOX.

For the mechanically assisted wafer splitting case, complete splitting of the wafer model could be achieved only in the ideally symmetric case where the initial mean micro-crack depth coincided with the neutral \(x\)-axis of the computational domain, i.e. \(h_{\text{mean}} = 0\), and in the absence of the BOX. The numerical results for the post-split fracture surface roughness as a function of the initial micro-crack distribution thickness \(t_{\text{dmg}}\) revealed that the micro-crack deviations about the mean micro-crack depth were symmetric with similar deflections above and below \(h_{\text{mean}}\), e.g. compare Figure 6.19 with Figure 6.20. The micro-crack deviations increased with larger \(t_{\text{dmg}}\), e.g. see Figure 6.17 and Figure 6.18.
Chapter 7

Summary of thesis
7.1 Summary

In Chapter 2, the problem of quasi-static crack growth in a linear-elastic isotropic solid was defined. The static equilibrium equations were posed in a weak-form (2.18). The weak solution for the displacement field minimised the potential energy of the solid (2.23) for a given fracture configuration. The fracture evolution was assumed to obey the principals of linear linear-elastic fracture mechanics. In this case, Griffith’s fracture growth criterion was assumed to govern crack growth. Under the assumed quasi-static conditions, the evolution of the cracks and the material needed to be such that the energy dissipation was always maximum (2.43). The principle of global maximality meant that the problem of fracture evolution could be formulated as a total energy (2.49) minimisation (2.50). More specifically, the evolutions of the fractures and the displacement field corresponded to the time-continuous minimisation of this total energy function (2.55). At the instance of competing crack growth, which is characterised by the existence of multiple fracture growth solutions of equivalent energy dissipation rate, the critical solution is one that maximises the rate of the energy dissipation rate (i.e. the curvature of the total energy function) (2.62). This lead to a quadratic constrained optimisation problem for the solution to the competing crack growth problem. Several solution methods were proposed based on the behaviour of the energy function, specifically whether the energy was positive definite, negative definite or indefinite. For the general case, it was suggested to use a gradient based solution approach with multiple trial solutions for increased robustness since other solution methods were only suitable for convex energy functions. Finally, the problem of the crack growth direction was addressed. According to Griffith, a crack extends in the direction where the fracture driving force minus the material’s surface energy (i.e. the net dissipation) is maximised (2.93). This condition was reformulated as the fracture extension direction that minimised the total energy function (2.94) or, alternatively, as the direction for which the energy dissipation rate with respect to the angular rotation of the extension vanished (2.96). This condition was referred to as the principle of vanishing rotational energy release rate. The advantage of the reformulation was that it lent itself to a straightforward application to discrete fracture increments.
In Chapter 3, the discrete fracture growth problem was considered. Depending on the curvature of the total energy function, different solution methods were proposed, namely: crack length control, load control, and energy gradient based solution methods. For the general, it was proposed to use the gradient based solution approach for its superior robustness since other methods were extremum-based and, as such, relied on a convex total energy function. In other words, extremum-based solution strategies could fail if the total energy function were non-convex. Concerning competing crack growth, the numerical discretisation based on fixed-length crack tip extensions posed a difficulty in reliably identifying the critical competing crack tips. This was due to the reduced solution search space consisting only of fixed-length crack tip extensions which was found to lead to the miss-identification of the critical crack tips. Since determining the critical tips exactly was key to the success of resolving the competing crack growth problem, it was proposed to approximate the total energy function by a quadratic function using Tailor’s expansion and to minimise this approximation with respect to arbitrary crack tip extensions. The approximate solution would then be best-fitted to the discrete framework of fixed-length crack tip extension. This strategy proved to be effective. In Chapter 4, the focus was on an efficient XFEM implementation within the Matlab environment. The main challenge was the implementation of an efficient updating routines for the system of equations and keeping track of topological entities describing multiple cracks and their intersections. The proposed implementation enabled multiple overlapping enrichments, enrichment addition and subtraction on the fly and an efficient integration of the domain quantities by tailoring quadrature routines to the individual enrichment functions. The efficient implementation of XFEM proved to be useful in solving larger size fracture problems since the mechanical system could be updated only where it was required. It was found that by far the largest amount of computational time was spent in the solution of the linear system rather than in the assembly of equation and post-processing of the solution. Solution post-processing routines benefited as well since the proposed data structures enabled fast access to relevant quantities instead of having to resort to recomputations on the fly.

The XFEM implementation and the fracture solution by the energy minimisation approach were verified in Chapter 5. It was demonstrated that the minimum energy fracture path
was in very close agreement to the solution obtained by the maximum stress criterion such that for practical purposes the solution could well be considered the same. This was due to both criteria favouring crack growth directions of diminishing mode-II stress field at the crack tip. The criteria deviated in the crack growth directions under significant mode-II loading conditions; however, by virtue of crack kinking towards the mode-I stress field, the fracture paths were found to inevitably align to the path of local symmetry, i.e. zero mode-II stress field. From multiple numerical test cases, it was found that the stress criterion consistently underestimated the crack kink angle whereas the energy criterion tended to overestimate it as the mesh was refined. Being motivated by these findings, a modified crack growth direction criterion was proposed that assumed the arithmetic average of the crack growth directions obtained by the stress and energy based criteria separately. The average-direction criterion (also referred to as the bi-section criterion) was found to be of practical advantage since fracture solutions saw substantial improvements in accuracy (especially on coarse discretisations) as well as an increased convergence rate with mesh refinement. Some limitations of the proposed criterion were noted. Particularly, the effectiveness of the bi-section criterion reduced for problems consisting of multiple cracks that involved crack intersections. Also, the performance of the criterion diminished for significant mode-II loading conditions. On the other hand, the solution by the bi-section criterion was never outside the zone bounded by the fracture paths determined by the stress and the energy based criteria. Thus, the modified criterion could be effectively used to solve problems of practical interest. To be consistent with Griffith’s law, the bi-section criterion may be used only once the critical crack tip extensions have been identified using the energy based approach. The main purpose of the bi-section criterion is to numerically improve the crack growth direction since it does not poses any physical significance.

In Chapter 6, the Smart-Cut\textsuperscript{TM} problem of silicon wafer splitting was addressed. Due to the multi-physics phenomena involved in the wafer splitting process, the simulation of the complete process was not possible. Instead, the focus was centred on one stage of the splitting process that, nonetheless, had a significant effect on the post-split fracture surface properties. This stage is characterised by the time period of 90-99% thermal budgeted to complete splitting of the wafer. During this time, the micro-cracks are assumed to have
developed in size to several tens of micro-metres in diameter. The fracture growth rate is
assumed to be relatively slow and the material behaviour to be essentially brittle such that
the main mechanism of internal (elastic) energy dissipation is through fracture surface
energy. Under these assumptions, a quasi-static linear-elastic material model was used to
simulate brittle fracture process. The aim was to quantify the post-split fracture surface
roughness and assess the influence of different process parameters relating to the initial
distribution of micro-cracks. For the numerical solution to be computationally viable –
owing to the physical size of the problem and the fine-scale resolution of the discretisation
that is needed to capture important features of the fracture path – the maximum stress
criterion was used. This was considered to be a satisfactory alternative to the energy based
approach since the fracture paths by both criteria had been demonstrated in Chapter 5
to converge to virtually the same solutions. The effects of two types of boundary condi-
tions were studied. The first type corresponded to the so-called mechanical splitting case
whereby a razor blade was inserted at one end and the second one – the pressure driven
splitting case. In the mechanical splitting case, the wafer specimen was modelled as a dou-
ble cantilever beam with a built-in end at one side and prescribed opening displacements
(due to the insertion of a blade) at the other end. For the pressure driven splitting case, a
rectangular domain with fixed left and right ends was supposed such that the micro-crack
cavity pressure provided the sole driving force for the splitting the wafer sample by
causing half of the wafer to pop-off. The pressure and blade splitting boundary conditions
were assumed in a set of parametric studies aimed to assess the influence of different
Smart-Cut™ process parameters on the post-split fracture roughness. The parametric
studies produced results for the post-slit fracture roughness that were reasonable and fell
in the experimental range. This finding also served to validate the assumptions of brittle
material behaviour, quasi-statics, and linear-elastic fracture mechanics to be the governing
factors during the micro-crack evolution stage.
7.2 Contributions

One of the main aims of this work was to apply energy minimisation principles (based on Griffith’s crack growth law) in order to robustly model complex multi-crack fracture phenomena within the framework of the extended finite element method. Another aim was to apply the numerical model to simulate the process of Smart-Cut™ silicon wafer splitting in order to assess the influence of different process parameters on the post-split fracture surface roughness. The main outcomes of this work are summarised below:

- A robust approach to determining multiple crack growth solution using the linear-elastic fracture mechanics approach and the principle of minimum total energy within the framework of XFEM for general loading conditions.

- Determination of crack growth direction posed as a principle of vanishing rotational energy release rate of a discrete crack extension. Energy release rates computed algebraically within the XFEM framework, based on the stiffness derivative approach.

- Proposed methods for solving competing crack growth (and when it needs to be solved), both as a rate problem and within a discrete framework. It was shown that solutions were possible even for fixed-length crack tip extensions.

- For the accurate determination of the critical crack tips, it was proposed to solve an “off-line” problem: minimise a quadratic approximation of the total energy function independently of the underlying XFEM discretisation. Subsequently, this “ideal” solution is coarsened to fit the numerical discretisation of XFEM.

- An improved crack growth direction criterion was proposed that offered better accuracy and faster convergence of the fracture solution, especially on coarse discretisations. The criterion was verified against multiple test cases.

- An efficient computer implementation of XFEM within the Matlab environment was proposed that lead to significantly improved computational times. Consequently, the largest computational expense was in the solution of the linear system of equations and not in assembly, updating or post-processing of the system.

- Application of the methods to the simulation of silicon wafer cutting. A parametric study was undertaken to quantify the influence of Smart-Cut™ process parameters on the post-split fracture roughness. A reasonable agreement was obtained between the numerical and experimental results.

- Finally, a robust general purpose XFEM code for 2D numerical modelling for multi-crack fracture has been developed in Matlab that can be used for future research.
7.3 Recommendations

It is possible to extend the present material model based on linear-elastic fracture mechanics, which is limited by the assumptions of quasi-statics, isotropy, and homogeneity of material, to account for other factors that may play an important part in Smart-Cut™ wafer splitting process. A few simple improvements to the model are put forth.

For the modelling of the silicon wafer splitting process, it is of immediate interest to assess the effects of dynamic crack growth and material anisotropy, among other interests. It is known that the dynamic aspect is important in the final stage of wafer splitting when coalescence of large cracks takes place. The roughness that results from dynamic crack coalescence can be substantial; indeed, the dynamic effect is known to be the cause of some particular defects in the post-split fracture surface, e.g. surface pits. The current crack growth model assumes quasi-statics. In practice, unstable crack growth problems cannot be modelled adequately under such assumptions because unstable fracture is inherently catastrophic. Thus, it is important to take into account the inertial effect. In order to include the dynamic aspect of crack growth into the current model, the main requirements are: the computation of the mass matrix and the computations of its derivatives (to determine the rates of energy transfer between internal, kinetic, and fracture surface energies). Within the current implementation this can be achieved straightforwardly by virtue of the well organised data structures: generic equation assemblies and updating, book-keeping of element data (shape function, integration), computation of derivatives, etc. In other words, the changes to the model/code are not challenging from the implementation standpoint because similar computations are already carried out, which serve as templates. Apart from the interest to model dynamic crack propagation, it is also relevant to consider the anisotropic effect of silicon in terms of the elastic properties of the constitutive stress-strain law and the material toughness with respect to different principle planes of silicon. The current model assumes a simplified material, one that is isotropic, homogeneous and of a uniform fracture toughness (both spatially and directionally). Firstly, if anisotropy is to be introduced into the current material model via an appropriate constitutive stress-strain law,
the computations of the rotational energy release rates \( G_\theta \) using the generalised stiffness-derivative approach will need to take this into account. Specifically, the computations of the stiffness matrix derivatives of the elements in pure (rigid) rotation require that the axis of anisotropy be rotated back to its original orientation. In the numerical implementation, this can be achieved by subtracting the stiffness matrix partial derivative with respect to the variation of the constitutive matrix \( C \). The term to be subtracted from each finite element in pure rotation, reads:

\[
\delta C K_e = \int_{\Omega_e} B^T \delta_\theta C B \, dV,
\]

where

\[
\delta_\theta C = \delta_\theta (T^{-1}_\sigma |_{\theta=0} C T_\varepsilon |_{\theta=0} + T^{-1}_\sigma |_{\theta=0} C \delta_\theta (T_\varepsilon) |_{\theta=0})
\]

and where \( T_\sigma \) and \( T_\varepsilon \) are, respectively, the global-to-local stress and strain transformation matrices, \( \theta \) is the anti-clockwise rotation angle of the crack tip increment, and \( C \) is the anisotropic constitutive stress-strain matrix. Alternatively, the derivatives of the element stiffness matrix can be computed by performing geometrical differentiation of the rigid elements, which is analogous in principle to the differentiation of the elements undergoing shape distortion (Figure 4.3), though this procedure is likely to be computationally more expensive. Concerning the anisotropic effect due to the direction-dependent fracture toughness, the energy minimisation approach can take this into account by introducing the fracture toughness (or, the critical energy release rate) as a function of crack growth angle. This will likely require a regularisation technique to be used in order to describe the critical energy release rate sufficiently smoothly with respect to the fracture growth angle. In this case, the criterion for the fracture extension direction is posed as the vanishing rotational dissipation, i.e. \( D_\theta = 0 \) where \( D_\theta \equiv -\partial \Pi / \partial \theta |_{\Delta \ell} - dG_c / d\theta \cdot \Delta \ell \).

There are also many other important modelling considerations with regard to the Smart-Cut™ wafer splitting process. A few future work directions are pointed out as follows: (1) to investigate the effect of imperfect wafer bonding and the resulting lack of stiffness and local stress field variations on the fracture paths, (2) to model the diffusion of hydrogen into micro-cracks so as to determine the actual gas pressure within cavities, (3) to consider the effect of the micro-crack/defect distribution in the irradiation damaged silicon layer on the evolution of the macro-cracks by using a suitable multi-scale approach.
Appendix A

Algorithms
A.1 Competing crack growth solution: 

a strictly stable fracture front

Algorithm 1 Compute $\dot{a} = \arg \max_{v \in A} \left( \frac{1}{2} v^T H_s v \right)$, 
subject to the constraints: $\|\dot{a}\|_1 - 1 = 0$ and $\dot{a}_i \geq 0$, and 
where $H^*_s = \left( I - \frac{e^T e}{e^T e} \right) H_s \left( I - \frac{e^T e}{e^T e} \right)$ is negative semidefinite.

Require: $\sum \dot{a}_i = 1$ and $\dot{a}_i \geq 0$ for $i \in I_{\text{crit}}$ {feasible initial guess}

$n \leftarrow |I_{\text{crit}}|$ {get size of set of critical crack tips}

$d \leftarrow \text{zeros}(n, 1)$ {initialize fracture advance direction}

$e \leftarrow \text{ones}(n, 1)$ {gradient of the equality-constraint equation}

$p \leftarrow \text{true}(n, 1)$ {logical form of the working set}

while 1 do

$\dot{a}_0 \leftarrow \dot{a}$ {store current solution as reference}

while 1 do

$d[p] \leftarrow \frac{H_s[p,p]^{-1} e[p]}{e[p]^T H_s[p,p]^{-1} e[p]} - \dot{a}[p]$ {trial advance satisfying $\sum_{i=1}^n d[i] = 0$}

$q \leftarrow \text{and}(d < 0, \dot{a} < \text{tol})$ {get infeasible points}

if any($q = \text{true}$) then

$d[q] \leftarrow 0$ {discard all infeasible points}

$p[q] \leftarrow 0$ {update working set}

else

break {working set is feasible}

end if

end while

$q \leftarrow \text{and}(d < 0, \dot{a} > 0)$ {get imminent constraints}

$w \leftarrow \min \left( \left\{ \frac{\dot{a}[q]}{-d[q]}, 1 \right\} \right)$ {projection weight factor}

$\dot{a} \leftarrow \dot{a} + wd$ {update previous solution}

if or $(1 - w < \text{tol}, \|\dot{a} - \dot{a}_0\| < \text{tol})$ then

break {solution converged}

end if

end while

return $\dot{a}$
A.2 Competing crack growth solution: a partially (un)stable fracture front

Algorithm 2 Compute \( \hat{a} = \arg \max_{v \in A} \left( \frac{1}{2} v^T H_s v \right) \), subject to the constraints: \( \| \hat{a} \|_1 - 1 = 0 \) and \( \hat{a}_i \geq 0 \), and where \( H_s = \left( I - \frac{e^T v}{e^T e} \right) H_s \left( I - \frac{e^T v}{e^T e} \right) \) is positive semidefinite.

Require: \( \sum \hat{a}_i = 1 \) and \( \hat{a}_i \geq 0 \) for \( i \in I_{\text{crit}} \) (feasible initial guess)

\[ n \leftarrow |I_{\text{crit}}| \text{ (get size of set of critical crack tips)} \]
\[ e \leftarrow \text{ones}(n, 1) \text{ (gradient of the equality-constraint)} \]
\[ \hat{a}_{\text{all}} \leftarrow \text{zeros}(n, n) \text{ (for storing all converged solutions)} \]
\[ \Psi_{\text{all}} \leftarrow \text{zeros}(n, 1) \text{ (for storing objective function values)} \]

for \( i = 1 \) to \( n \) do

\[ \hat{a} \leftarrow \text{zeros}(n, 1) \]
\[ \hat{a}_i \leftarrow 1 \text{ (trial)} \]

while 1 do

\[ \hat{a}_0 \leftarrow \hat{a} \text{ (store current solution as reference)} \]
\[ g \leftarrow H_s a \text{ (gradient of the objective function)} \]
\[ d \leftarrow \text{zeros}(n, 1) \text{ (initialize fracture advance vector)} \]
\[ p \leftarrow \text{true}(n, 1) \text{ (logical form of the working set)} \]

while 1 do

\[ d[p] \leftarrow g[p] - \text{mean}(g[p]) \text{ (steepest gradient advance satisfying } \sum_{i=1}^n d[i] = 0) \]
\[ q \leftarrow \text{and}(d < 0, \hat{a} < \text{tol}) \text{ (get infeasible points)} \]

if any(\( q = \text{true} \)) then

\[ d[q] \leftarrow 0 \text{ (discard all infeasible points)} \]
\[ p[q] \leftarrow 0 \text{ (update working set)} \]

else

break \{working set is feasible\} \]

end if

end while

\[ q \leftarrow \text{and}(d < 0, \hat{a} > 0) \text{ (get imminent constraints)} \]
\[ w \leftarrow \min \left( \left\{ \frac{\hat{a}[q]}{d[q]} \right\} \right) \text{ (projection weight factor)} \]

if \( d^T H_s d < 0 \) then

\[ w \leftarrow \min \left( w, \frac{d^T H_s a}{d^T H_s d} \right) \text{ (use the optimum weight factor if possible)} \]

end if

\[ \hat{a} \leftarrow \hat{a} + wd \text{ (update previous solution)} \]

if \( \| \hat{a} - \hat{a}_0 \| < \text{tol} \) then

break \{solution converged\} \]

end if

end while

\[ \hat{a}_{\text{all}}[::, i] \leftarrow \hat{a} \]
\[ \Psi_{\text{all}}[i] \leftarrow \frac{1}{2} \hat{a}^T H_s \hat{a} \]

end for

\[ i_{\text{max}} \leftarrow \text{find}(\Psi = \max(\Psi_{\text{all}})) \]

return \( \hat{a} \leftarrow \hat{a}_{\text{all}}[::, i_{\text{max}}] \)
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