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Abstract—When constructing a credit card fraud detection model, it is very important to extract the right features from transactional data. This is usually done by aggregating the transactions in order to observe the spending behavioral patterns of the customers. In this paper we propose to create a new set of features based on analyzing the periodic behavior of the time of a transaction using the von Mises distribution. Using a real credit card fraud dataset provided by a large European card processing company, we compare state-of-the-art credit card fraud detection models, and evaluate how the different sets of features have an impact on the results. By including the proposed periodic features into the methods, the results show an average increase in savings of 13%. The aforementioned card processing company is currently incorporating the methodology proposed in this paper into their fraud detection system.
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I. INTRODUCTION

Credit card fraud has been a growing problem worldwide. During 2012 the total level of fraud reached 1.33 billion Euros in the Single Euro Payments Area, which represents an increase of 14.8% compared with 2011 [1]. Moreover, payments across non traditional channels (mobile, internet, ...) accounted for 60% of the fraud, whereas it was 46% in 2008. This opens new challenges as new fraud patterns emerge, and current fraud detection systems are less successful in preventing these frauds. Furthermore, fraudsters constantly change their strategies to avoid being detected, something that makes traditional fraud detection tools, such as expert rules, inadequate [2].

The use of machine learning in fraud detection has been an interesting topic in recent years. Different detection systems that are based on machine learning techniques have been successfully used for this problem, in particular: neural networks [3], Bayesian learning [4], artificial immune systems [5], hybrid models [6], support vector machines [7], peer group analysis [8], online learning [9] and social network analysis [2].

When constructing a credit card fraud detection model, it is very important to use those features that allow accurate classification. Typical models only use raw transactional features, such as time, amount, place of the transaction. However, these approaches do not take into account the spending behavior of the customer, which is expected to help discover fraud patterns [5]. A standard way to include these behavioral spending patterns is proposed in [10], where Whitrow et al. proposed a transaction aggregation strategy in order to take into account a customer spending behavior. The computation of the aggregated features consists in grouping the transactions made during the last given number of hours, first by card or account number, then by transaction type, merchant group, country or other, followed by calculating the number of transactions or the total amount spent on those transactions.

In this paper, we propose a new set of features based on analyzing the time of a transaction. The logic behind it is that a customer is expected to make transactions at similar hours. We, hence, propose a new method for creating features based on the periodic behavior of a transaction time, using the von Mises distribution [11]. In particular, these new time features should estimate if the time of a new transaction is within the confidence interval of the previous transaction time.

Furthermore, using a real credit card fraud dataset provided by a large European card processing company, we compare the different sets of features (raw, aggregated and periodic), using two kinds of classification algorithms; cost-insensitive [12] and example-dependent cost-sensitive [13]. The results show an average increase in the savings of 13% by using the proposed periodic features. Additionally, the outcome of this paper is being currently used to implement a state-of-the-art fraud detection system, that will help to combat fraud once the implementation stage is finished.

The remainder of the paper is organized as follows. In Section 2, we discuss current approaches to create the features used in fraud detection models. Then, in Section 3, we present our proposed methodology to create periodic features. Afterwards, the experimental setup and the results are given in Sections 4 and 5. Finally, conclusions and discussions of the paper are presented in Section 6.

II. TRANSACTION AGGREGATION STRATEGIES

When constructing a credit card fraud detection algorithm, the initial set of features (raw features) include information regarding individual transactions. It is observed throughout the literature, that regardless of the study, the set of raw features is quite similar. This is because the data collected during a credit card transaction must comply with international financial reporting standards. In TABLE I, the typical credit card fraud detection raw features are summarized.

Several studies use only the raw features in carrying their analysis [3], [4]. However, as noted in [14], a single transaction information is not sufficient to detect a fraudulent transaction, since using only the raw features leaves behind important information such as the consumer spending behavior, which is usually used by commercial fraud detection systems [10].

To deal with this, in [5], a new set of features were proposed such that the information of the last transaction made with the same credit card is also used to make a prediction.
TABLE I. SUMMARY OF TYPICAL RAW CREDIT CARD FRAUD DETECTION FEATURES

<table>
<thead>
<tr>
<th>Attribute name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transaction ID</td>
<td>Transaction identification number</td>
</tr>
<tr>
<td>Time</td>
<td>Date and time of the transaction</td>
</tr>
<tr>
<td>Account number</td>
<td>Identification number of the customer</td>
</tr>
<tr>
<td>Card number</td>
<td>Identification of the credit card</td>
</tr>
<tr>
<td>Transaction type</td>
<td>ie. Internet, ATM, POS, ...</td>
</tr>
<tr>
<td>Entry mode</td>
<td>ie. Chip and pin, magnetic stripe, ...</td>
</tr>
<tr>
<td>Amount</td>
<td>Amount of the transaction in Euros</td>
</tr>
<tr>
<td>Merchant code</td>
<td>Identification of the merchant type</td>
</tr>
<tr>
<td>Merchant group</td>
<td>Merchant group identification</td>
</tr>
<tr>
<td>Credit</td>
<td>Country of credit card holder</td>
</tr>
<tr>
<td>Bank</td>
<td>Issuer bank of the card</td>
</tr>
</tbody>
</table>

The objective, is to be able to detect very dissimilar continuous transactions within the purchases of a customer. The new set of features include: time since the last transaction, previous amount of the transaction, previous country of the transaction. Nevertheless, these features do not take into account consumer behavior other than the last transaction made by a client, this leads to having an incomplete profile of customers.

A more compressive way to take into account a customer spending behavior is to derive some features using a transaction aggregation strategy. This methodology was initially proposed in [10]. The derivation of the aggregation features consists in grouping the transactions made during the last given number of hours, first by card or account number, then by transaction type, merchant group, country or other, followed by calculating the number of transactions or the total amount spent on those transactions. This methodology has been used by a number of studies [7]–[9], [15]–[18].

When aggregating a customer transactions, there is an important question on how much to accumulate, in the sense that a customer spending patterns are not expected to remain constant over the years. In particular, Whitrow et al. define a fixed time frame to be 24, 60 or 168 hours.

Let $S$ be a set of $N$ transactions, i.e., $N = |S|$, where each transaction is represented by the feature vector $x_i = [x_i^1, x_i^2, ..., x_i^k]$, where $k$ is the number of features, and labelled using the class label $y_i \in \{0, 1\}$. Then, the process of aggregating features consists in selecting those transactions that were made in the previous $t_p$ hours, for each transaction $i$ in the dataset $S$,

$$S_{agg} = \{ TRX_{agg}(S, i, t_p) \} = \left\{ x_{id}^i \mid x_{id}^i = x_{id} \wedge \left( \text{hours}(x_{i}^{time}, x_{i}^{time}) < t_p \right) \right\}_{i=1}^{N},$$

where $TRX_{agg}$ is a function that creates a subset of $S$ associated with a transaction $i$ with respect to the time frame $t_p$, $N = |S|$, $\cdot$ being the cardinality of a set, $x_{i}^{time}$ the time of transaction $i$, $x_{i}^{amt}$ is the amount of transaction $i$, $x_{i}^{id}$ the customer identification number of transaction $i$, and

$$x_{i}^{1} = |S_{agg}|,$$

and

$$x_{i}^{2} = \sum_{x_{i}^{amt} \in S_{agg}} x_{i}^{amt},$$

respectively.

To further clarify how the aggregated features are calculated we show an example. Consider a set of transactions made by a client between the first and third of January of 2015, as shown in TABLE II. Then we estimate the aggregated features ($x_i^{1}$ and $x_i^{2}2$) by setting $t_p = 24$ hours. Moreover, the total number of aggregated features can grow quite quickly, as $t_p$ can have several values, and the combination of aggregation criteria can be quite large as well. In [17], we used a total of 280 aggregated features. In particular we set the different values of $t_p$ to: 1, 3, 6, 12, 18, 24, 72 and 168 hours. Then calculate the aggregated features using (1) with the following grouping criteria: country, type of transaction, entry mode, merchant code and merchant group.

### III. PROPOSED PERIODIC FEATURES

When using the aggregated features, there is still some information that is not completely captured by those features. In particular we are interested in analyzing the time of the transaction. The logic behind this, is that a customer is expected to make transactions at similar hours. The issue when dealing with the time of the transaction, specifically, when analyzing a feature such as the mean of transactions time, is that it is easy to make the mistake of using the arithmetic mean. Indeed, the arithmetic mean is not a correct way to average time because, as shown in Fig. 1, it does not take into account the periodic behavior of the time feature. For example, the arithmetic mean of transaction time of four transactions made at 2:00, 3:00, 22:00 and 23:00 is 12:30, which is counter intuitive since no transaction was made close to that time.

We propose to overcome this limitation by modeling the time of the transaction as a periodic variable, in particular using the von Mises distribution [11]. The von Mises distribution, also known as the periodic normal distribution, is a distribution of a wrapped normal distributed variable across a circle. The von Mises probability distribution of a set of examples

<table>
<thead>
<tr>
<th>Raw features</th>
<th>Agg. features</th>
</tr>
</thead>
<tbody>
<tr>
<td>TrxId</td>
<td>CardId</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
</tr>
</tbody>
</table>
Fig. 1. Analysis of the time of a transaction using a 24 hour clock. The arithmetic mean of the transactions time (dashed line) do not accurately represents the actual times distribution.

\[ D = \{ t_1, t_2, \cdots, t_N \} \] for a given angle \( t_x \) is given by

\[ f(t_x|\mu_{vM}, \sigma_{vM}) = \frac{e^{\frac{1}{\sigma_{vM}} \cos(t_x - \mu_{vM})}}{2\pi I_0(\frac{1}{\sigma_{vM}})} \]  \hspace{1cm} (4)

where \( I_0(\kappa) \) is the modified Bessel function of order 0, and \( \mu_{vM} \) and \( \sigma_{vM} \) are the periodic mean and periodic standard deviation, respectively. In Appendix A we present the calculation of \( \mu_{vM} \) and \( \sigma_{vM} \).

In particular, we are interested in calculating a confidence interval (CI) for the time of a transaction. For doing that, initially we select a set of transactions made by the same client in the last \( t_p \) hours \( (S_{per}) \) as:

\[ S_{per} \equiv TRX_{vM}(S, i, t_p) = \left\{ x_i^{time} \mid (x_i^{id} = x_i^{id}) \wedge \right. \]

\[ \left. (\text{hours}(x_i^{time}, x_i^{time}) < t_p) \right\} \] \hspace{1cm} (5)

Afterwards, the probability distribution function of the time of the set of transactions is calculated as:

\[ x_i^{time} \sim \text{vonmises}\left(\mu_{vM}(S_{per}), \frac{1}{\sigma_{vM}(S_{per})}\right). \]  \hspace{1cm} (6)

In Fig. 2, the von Mises distribution calculation for the earlier example is shown. It is observed that the arithmetic mean is different from the periodic mean, the latter being a more realistic representation of the actual transactional times. Then, using the estimated distribution, a new set of features can be extracted, i.e., a binary feature \( x_i^{p1} \) if a new transaction time is within the confidence interval range with probability \( \alpha \).

An example is presented in Fig. 3. Furthermore, other features can be calculated, as the confidence interval range can be calculated for several values of \( \alpha \), and also the time period can have an arbitrary size.

Additionally, following the same example presented in TABLE II, we calculate a feature \( x_i^{p1} \), as a binary feature that takes the value of one if the current time of the transaction is within the confidence interval of the time of the previous transactions with a confidence of \( \alpha = 0.9 \). The example is shown in TABLE III, where the arithmetic and periodic means differ, as for the last transaction. Moreover, the new feature helps to get a better understanding of when a customer is expected to make transactions.

Finally, when calculating the periodic features, it is important to use longer time frames \( t_p \), since if the distribution is calculated using only a couple of transactions it may not be as relevant of a customer behavior patterns, compared against using a full year of transactions. Evidently, if \( t_c \) is less than 24 hours, any transaction made afterwards will not be expected
to be within the distribution of previous transactional times. To avoid this, we recommend using at least the previous 7 days of transactional information, therefore, having a better understanding of its behavioral patterns.

IV. EXPERIMENTAL SETUP

In this section, first the dataset used for the experiments is described. Second, the evaluation measure used to compare the algorithms is shown. Lastly, the algorithms used in this paper are briefly explained.

A. Database

For this paper we used a dataset provided by a large European card processing company. The dataset consists of fraudulent and legitimate transactions made with credit and debit cards between January 2012 and June 2013. The total dataset contains 120,000,000 individual transactions, each one with 27 attributes, including a fraud label indicating whenever a transaction is identified as fraud. This label was created internally in the card processing company, and can be regarded as highly accurate. In the dataset only 40,000 transactions were labeled as fraud, leading to a fraud ratio of 0.025%.

Furthermore, using the methodologies for feature extraction described in Section II, we estimate a total of 293 features. Also, for the experiments, a smaller subset of transactions with a higher fraud ratio, corresponding to transactions made with magnetic stripe, is selected. This dataset contains 236,735 transactions and a fraud ratio of 1.50%. In this dataset, the total financial losses due to fraud are 895,154 Euros. This dataset was selected because it is the one where most frauds occur.

The total dataset is divided into 3 subsets: training, validation and testing. Each one containing 50%, 25% and 25% of the transactions respectively. TABLE IV summarizes the different datasets.

B. Evaluation measure

When evaluating a credit card fraud detection model, typically a standard binary classification measure, such as misclassification error, receiver operating characteristic (ROC), Kolmogorov-Smirnov (KS) or F1-Score statistics, is used [9], [19], [20]. However, these measures may not be the most appropriate evaluation criteria when evaluating fraud detection models, because they tacitly assume that misclassification errors carry the same cost, similarly with the correct classified transactions. This assumption does not hold in practice, when wrongly predicting a fraudulent transaction as legitimate carries a significantly different financial cost than the inverse case.

In order to take into account the different costs of fraud detection during the evaluation of an algorithm, in [17], we proposed a cost matrix [13] that takes into account the actual example-dependent financial costs. In TABLE V, the cost matrix is presented, where the prediction of the algorithm $c_i$ is a function of the $k$ features of transaction $i$, $x_i = [x_{i1}, x_{i2}, ..., x_{ik}]$, $y_i$ is the true class of the transaction $i$, and the cost associated with two types of correct classification, namely, true positives $C_{TP}$, and true negatives $C_{TN}$; and the two types of misclassification errors, namely, false positives $C_{FP}$, and false negatives $C_{FN}$, are presented. Moreover, our cost matrix defines the cost of a false negative to be the amount of the transaction $Amt_i$, and the costs of false positive and true positive to be the administrative cost $C_a$ related to analyzing the transaction and contacting the card holder.

Afterwards, using the example-dependent cost matrix, a cost measure is calculated taking into account the actual costs of each transaction $i$. Let $S$ be a set of $N$ transactions, i.e., $N = |S|$, where each transaction is represented by the augmented feature vector $x_i = [x_i, C_{TP}, C_{FP}, C_{FN}, C_{TN}]$, and labelled using the class label $y_i \in \{0, 1\}$. A classifier $f$ which generates the predicted label $c_i$ for each transaction $i$, is trained using the set $S$. Then the cost of using $f$ on $S$ is calculated by

$$Cost(f(S)) = \sum_{i=1}^{N} y_i (1 - c_i) Amt_i + c_i C_a.$$  \hspace{1cm} (7)

Lastly, in order to have a measure that is easy to interpret, we used the financial savings as defined in [21]. In particular, the savings measure we proposed a savings measure that compare the cost of an algorithm versus the cost of using no algorithm at all. In the case of credit card fraud the cost of using no algorithm is equal to the sum of the amounts of the fraudulent transactions $\sum_{i=1}^{N} y_i Amt_i$. Then, the savings are calculated as:

$$Savings(f(S)) = \frac{\sum_{i=1}^{N} y_i c_i Amt_i - c_i C_a}{\sum_{i=1}^{N} y_i Amt_i}.$$  \hspace{1cm} (8)

In other words, the sum of the amounts of the corrected predicted fraudulent transactions minus the administrative cost incurred in detecting them, divided by the sum of the amounts of the fraudulent transactions.
Fig. 4. Comparison of the different algorithms, trained with only the raw features (raw), only the aggregated features (agg) and both (raw + agg). In average, by using both the raw and the aggregated features the savings are doubled.

C. Algorithms

For the experiments we used three cost-insensitive classification algorithms: decision tree (DT), logistic regression (LR) and a random forest (RF), using the implementation of Scikit-learn [22]. Furthermore, in previous works, we have shown the need to use algorithms that take into account the different costs associated with fraud detection [18]. In particular we also used three cost-sensitive algorithms, namely, Bayes minimum risk (BMR) [17], [18], cost-sensitive logistic regression (CSLR) [23] and cost-sensitive decision tree (CSDT) [21].

The BMR is a decision model based on quantifying tradeoffs between various decisions using probabilities and the costs that accompany such decisions. In the case of credit card fraud detection, a transaction is classified as fraud if \( C_a \leq Amt_i \cdot \hat{p}_i \), and as legitimate if false. Where \( \hat{p}_i \) is the estimated probability of a transaction being fraud given \( x_i^* \). The other two cost-sensitive methods, CSLR and CSDT, are based on introducing the example-dependent costs into a logistic regression and a decision tree algorithm, by changing the objective function of the models to one that is cost-sensitive. For a further discussion see [23] and [21], respectively.

The implementation of the cost-sensitive algorithms is done using the CostCla\(^1\) library. Moreover, each algorithm was trained, using the different sets of features: raw features (raw) as shown in TABLE I, aggregated features (agg) using equations (2) and (3), and the periodic features (per) as described in Section III.

V. RESULTS

First we evaluate the savings of the different algorithms using only the raw features (raw), only the aggregated features (agg) and both (raw + agg). The results are shown in Fig. 4. Note that all the algorithms generate savings, i.e., no algorithm performs worse than using no algorithm at all. The CSDT algorithm is the one that performs best, in particular when using both the raw and aggregated features. When analyzing the results using the different set of features, the aggregated features perform better than using only the raw features in all the cases. This confirms the intuition of the need of using the customer behavior patterns in order to identify fraudulent transactions. On average, by using both the raw and the aggregated features the savings are doubled.

Then, we evaluate the results of the periodic set of features. In Fig. 5, the results are shown. The new set of periodic features increase the savings by an additional 13%. The algorithm with the highest savings is the CSDT, closely followed by CSLR. Similarly to using the extended aggregated features, the periodic features do not perform well when used only with raw features. It is when combined the set of aggregated features that an increase in savings is found.

Finally, in Fig. 6, we compare the average increase in savings when introducing each set of features compared with the results of using only the raw set of features.

\(^1\)https://github.com/albahnsen/CostSensitiveClassification
VI. CONCLUSION AND DISCUSSION

In this paper we have shown the importance of using features that analyze the consumer behavior of individual card holders when constructing a credit card fraud detection model. We show that by preprocessing the data in order to include the recent consumer behavior, the performance increases by more than 200% compared to only using the raw transaction information.

Moreover, we extended the current approaches to analyze the consumer behavior by proposing a new method to analyze the periodic behavior of the time of a transaction using the von Mises distribution. The new proposed set of features increases the performance by 287%.

However, because this study was done using a dataset from a financial institution, we were not able to deeply discuss the specific features created, and the individual impact of each feature. Nevertheless, our framework is ample enough to be recreated with any kind of transactional data. Furthermore, when implementing this framework on a production fraud detection system, questions regarding response and calculation time of the different features should be addressed. In particular, since there is no limit on the number of features that can be calculated, a system may take too long to make a decision based on the time spent recalculating the features with each new transaction.
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APPENDIX

The von Mises distribution, also known as the periodic normal distribution, is a distribution of a wrapped normal distributed variable across a circle [11]. The von Mises distribution of a set of examples $D = \{t_1, t_2, \ldots, t_N\}$ is defined as $D \sim \text{vomnises} \left(\mu_{\text{vM}}, \frac{1}{\sigma_{\text{vM}}} \right)$, where $\mu_{\text{vM}}$ and $\sigma_{\text{vM}}$ are the periodic mean and periodic standard deviation, respectively, and are calculated as follows [12]

$$\mu_{\text{vM}}(D) = 2 \tan^{-1} \left( \frac{\phi}{\sqrt{\psi^2 + \phi^2 + \phi}} \right), \quad (9)$$

and

$$\sigma_{\text{vM}}(D) = \sqrt{\ln \left( \frac{1}{1 + \phi^2 + \psi^2} \right)}, \quad (10)$$

where $\phi = \sum_{t_j \in D} \sin(t_j)$ and $\psi = \sum_{t_j \in D} \cos(t_j)$.