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Abstract
Comparing alternative models for a given biochemical system is in
general a very difficult problem: the models may focus on different as-
pects of the same system and may consist of very different species and
reactions. The numerical setups of the models also play a crucial role in
the quantitative comparison. When the alternative designs are submodels
of a reference model, e.g. knockdown mutants of a model, the problem
of comparing them becomes simpler: they all have very similar, although
not identical, underlying reaction networks, and the biological constraints
are given by the ones in the reference model. In the first part of our
study we review several known methods for model decomposition and for
quantitative comparison of submodels. In the second part of the paper,
we consider as a case study the eukaryotic heat shock response, an evo-
lutionary well conserved defence mechanism against the accumulation of
misfolded proteins.
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1 Introduction
Much experimental and theoretical effort is invested nowadays in analysing
large biochemical systems, e.g., metabolic pathways, regulatory networks, signal
transduction networks, aiming to obtain a holistic perspective providing a com-
prehensive, system-level understanding of cellular behavior. This often results
in the creation and analysis of very large and complex models, often encom-
passing hundreds of reactions and reactants, see e.g. [8]. Therefore, obtaining
a global picture of the system’s architecture, in particular understanding the
interactions between various components, or distinguishing a high-level func-
tional decomposition of the network, constitutes a significant challenge. An
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important insight here is that the architecture of biological systems is a consequence of their functional requirements. Even though evolution is driven by random events, some designs, such as having an extra feedback loop helping the system to correlate better the response of the system with its trigger, may offer a selective advantage and in time, may get to dominate the population, see [54]. Thus, comparing the performance of different alternative designs in terms of sub-components being on or off, one aims to formulate general principles for how functional requirements correlate biologically with various designs.

Similar problems have been encountered for instance in engineering sciences, see [11], and a variety of strategies and approaches for solving such problems have been already developed in this framework. Thus, when aiming to obtain a system-level understanding of such large biochemical networks, one possible approach is to adapt to systems biology some of the methods originating from engineering sciences, especially from control theory, see e.g. [20, 27, 32, 60, 61, 63, 67]. Such methods have been used, as we also do in this paper, to identify various functional modules of a model, including feedback and feedforward mechanisms. To identify the quantitative contribution of each of the modules to the global behavior of the model, the general approach is to consider knockdown mutants of the initial model, missing one or several of the modules. The main problem then becomes an objective quantitative comparison of several alternative submodels for the same biological process. We focus on this problem in our study, i.e. we concentrate on the comparison of submodels of a given reference model. This issue is a special case of the general problem of alternative model comparison.

The first part of our paper contains a review of existing techniques for model decomposition and for quantitative comparison of submodels. We describe the knockdown mutants, elementary flux modes, control-based decomposition, mathematically controlled comparison, local submodel comparison, a parameter-independent submodel comparison and a discrete approach for comparing continuous submodels. We discuss a quantitative measure for the goodness of a model’s fit against experimental data, as well as a technique for quantitative model refinement, and we show how both can be used for model comparison. Finally, we discuss how quantitative model comparison can be used for pathway identification.

In the second part of this study we consider as a case study the eukaryotic heat shock response, which is an evolutionary conserved mechanism protecting the cell against protein misfolding. In particular, we consider a model recently introduced in [42] for this biological process. The model was analyzed in [13] using control-driven methods where it was decomposed into several modules, including three feedback loops. We focus in the case study on identifying the numerical contribution of each of these feedback loops to the global behavior of the model. For this, we show how we can apply various model comparison methods achieving either a local, point-wise view or a global, parameter-independent analysis of their individual contributions.

2 Methods for model decomposition

We discuss in this section a number of methods for decomposing a (large) biomodel into components. The criteria on which to decide what makes a
component can be very different depending on the focus of the analysis: a metabolic pathway, a regulatory component, a feedback loop, etc. We consider in this section three main approaches. The first one is that of knockdown mutants, obtained from a reference model by dropping out some of its components (defined separately). The second one is based on elementary flux models, a well-established concept that captures the steady-state dynamics of a system. The third one is based on control theory and aims to identify how a certain part of the model is controlled through various feedback or feedforward loops. We illustrate some of these approaches in our case-study in Section 4.

2.1 Knockdown mutants

To identify the quantitative role of a component $C$ of a model $M$, it is often useful to consider the model $M \setminus C$, where all interactions in $C$ are removed from $M$, and compare its behavior to that of $M$. Any differences in the behavior of $M$ and that of the knockdown mutant $M \setminus C$, such as loss of functionality, delayed or non-optimal response, higher energy consumption, etc. may give a hint towards the role of $C$ in $M$.

If the analysis considers several disjoint components $C_1, C_2, \ldots, C_n$ of a model $M$, then all combinations of knockdown mutant models should be considered: all models $M \setminus \{C_{i_1}, \ldots, C_{i_k}\}$, for all $1 \leq k \leq n$ and all $1 \leq i_1 < i_2 < \ldots < i_k \leq n$. The technique becomes computationally challenging for a large number of components: one should compare $2^n - 1$ knockdown mutants to each other and to the reference model.

2.2 Elementary flux modes

A well-established decomposition method for biochemical models appears in the context of the analysis of metabolic pathways. An intuitive definition of a pathway is a sequence of reactions linked by common metabolites ([29]). Examples of metabolic pathways are glycolysis or amino acid synthesis. Discovering new pathways in a large model driven only by biological intuition is very difficult. An attempt to formalize the notion of pathway has been proposed in [21, 44, 56, 57, 58, 59] in the form of elementary flux modes. The intuitive meaning of an elementary flux mode is a set of reactions whose combined quantitative contribution to the system is zero. In other words, the net loss of substance caused by any reaction in that set is compensated by a net gain in the same substance incurred by some other reactions in the set. A formal definition of elementary flux modes is beyond the scope of this paper; instead we refer to [21, 29, 56, 57, 58, 59] for details. For any given metabolic network, the full set of elementary fluxes can be determined using methods of linear algebra or dedicated software such as METATOOL ([44]) or COPASI ([48]). The identification of the elementary flux modes allows the detection of the full set of nondecomposable steady-state flows that the network can support, including cyclic flows. Any steady-state flux pattern can be expressed as a non-negative linear combination of these modes ([56, 57, 58]). The identified elementary flux modes should have clear biological interpretation: a flux mode is a set of enzymes that operate together at a steady state and a flux mode is elementary if the set of enzymes is minimal, i.e. complete inhibition of any of the enzymes would result in a termination of this flux ([56, 57, 58]). The lack of possibility to
interpret the modes in this way is a signal that the model under consideration may not be correct.

2.3 Control-based decomposition

A control-driven approach to model decomposition enables the identification of the main functional modules of a system and of their individual contribution to the emergent, complex behavior of the system as a whole. In turn, this can provide great insight about various properties of a given biochemical system, e.g., robustness, efficiency, reactivity, adaptation, regulation, synchronization, etc. Through this approach, one usually aims to identify the main regulatory components of a given biochemical system: the process to be regulated, referred to as the plant, the sensors which monitor the current state of the process and send the collected information to a decision-making module, i.e. the controller, and the actuator that modifies the state of the process in accordance with the controller’s decisions, thus influences the activity of the plant. One of the fundamental concepts in control theory is the feedback mechanism, which provides the means to cope with the uncertainties: the information about the current state of the process is sent back to the controller, which reacts accordingly to facilitate a dynamic compensation for any disturbance from the intended behavior of the system. In the case of a complex system this decomposition can be performed in different ways depending on what is considered to be the main role of that system, i.e. there may be a few reasonable choices for the plant, and the remaining components are recognized with respect to the choice of the plant.

An easy example illustrating these concepts and their interactions is given by the functioning principles of a motion activated spotlight. Here, the controller module is an electronic unit which receives an input from the motion sensor and then determines whether there are any changes in the environment. The actuator is a relay switch that operates the lighting system. This actuator is activated by the controller depending on the input sent by the sensor. Then, the switch is kept on by the controller as long as movement is detected by the sensor.

How this control-driven approach can be exploited to investigate and understand regulatory networks can be seen in [11, 16, 27, 60, 61]. Here we shortly describe the approach taken in [16]. The authors make a thorough study of the heat shock response mechanism in *Escherichia coli* based on modular decomposition. A model for the system is built and functional modules, i.e. the plant, sensors, controller, and actuator are identified. The decomposition reveals the underlying design of the heat shock response mechanism and its level of complexity, which, as the authors show, is not justified if only the functionality of an operational heat shock system is required. Further, this observation leads to the introduction and analysis of hypothetical design variants (mutants) of the original heat shock response model. In the original model one feedforward (temperature sensing) and two feedback elements ($\sigma^{32}$ factor sequestration feedback loop and $\sigma^{32}$ degradation feedback loop) can be isolated. The variants are obtained through the elimination of either the $\sigma^{32}$ degradation feedback loop or of both feedbacks. One by one the variants in order of increasing complexity are considered starting from the simplest architecture containing just the feedforward element (the open-loop design). Based on numerical simulations,
the authors demonstrate how the addition of subsequent layers of regulation, (i.e., increase in the complexity of the model), improves the performance of the response in terms of systemic properties such as robustness, noise reduction, speed of response and economical use of cellular resources. Moreover, this systematic approach enables the identification of the role of each of the regulatory layers to the overall behavior of the system.

3 Methods for submodel comparison

Comparing alternative models for a given biochemical system is in general a very difficult problem, involving a deep analysis of the underlying network of reactions, of the biological assumptions, as well as of the numerical setup. To decide what are the benefits of one design over another, or to understand what are the selection requirements involved in an evolutionary design, one needs some unbiased methods to objectively compare the alternative designs.

3.1 Mathematically controlled model comparison

One such method is the mathematically controlled comparison, [54], which provides a structured approach for comparing alternative regulatory designs with respect to some chosen measures of functional effectiveness. Under this approach, mathematical models for both the reference design and the alternatives are first developed in the framework of canonical nonlinear modelling referred to as S-systems, [51], [52], and [53]. This canonical nonlinear representation, developed within the power-law formalism, is a system of non-linear ordinary differential equations (ODE) with a well-defined structure. Moreover, this framework allows the alternative models to differ from the reference design in only one process (e.g., only one feedback mechanism), which is the focus of the comparison. Then, in each of the alternative models one sets the numerical values of the parameters to be identical to those from the reference model for all processes other than the process of interest. This leads to a so-called internal equivalence between the reference model and the alternatives. Next, various systemic properties are selected and used to impose some constraints for all the other parameters in the alternative designs. In general in this approach, one imposes that some steady state values or logarithmic gains are equal in the reference model and its alternatives. This provides a way to express the parameters of the process of interest in the alternative models as functions of the parameters of the reference model. Thus, one obtains a so-called external equivalence between the reference model and the alternative designs, meaning that to an external observer the considered models are equivalent with respect to the selected systemic properties. Finally, one chooses various measures of functional effectiveness depending on the particularities of the biological context of these models and uses them to compare the alternative designs with the reference model. By doing this, one usually aims to determine analytically the qualitative differences between the compared models. This method was successfully used to compare alternative regulatory designs in, e.g., metabolic pathways, [25], [55], gene circuits, [23], immune networks, [6]. Moreover, by introducing specific numerical values for the parameters of the models, one is also able to quantify these differences but, at the same time, the generality of the results
is lost. Thus, in [3], the method of mathematically controlled comparison was extended to include some statistical methods, [2], [4], that allow the use of numerical values for the parameters while still preserving the generality of the conclusions. We discuss this extension in the following.

### 3.2 An extension of the mathematically controlled comparison

The first step of this extension is to generate a representative ensemble of sets of parameter values. Since the exact statistical distribution of the parameters values is often not known in practice, the most appropriate approach is to sample uniformly a given range of values. There exist different methods for scanning a given interval of values, ranging from various types of random samplings to some systematic deterministic scanning methods, see e.g., [49]. Using this ensemble of sets of parameters, we can then construct a large class of numerical models both for the reference and for the alternative designs. There are two different methods to construct such a class of systems for which we can then investigate some statistical properties. A **structural class** consists of systems having the same network topology, i.e., generated by the sampling of the parameter space. A **behavioral class** consists of systems that exhibit a particular systemic behavior, e.g., exhibiting a steady state behavior under given conditions, or low concentrations of intermediary products, or small values for the parameter sensitivity, see, e.g., [4]. The members of such a class are obtained in two steps: first generate a set of parameters by sampling the parameter space, then test the sample for the desired systemic behavior and keep only those systems that fulfill the conditions.

After constructing this large class of numerical models both for the reference and the alternative architectures, one can start comparing the values of a given systemic property $P$ between the reference model and its alternative designs. One way to do this is by using density plots of the ratio $R = \frac{P_{\text{reference}}}{P_{\text{alternative}}}$ versus the values $P_{\text{reference}}$, where the subscript indicates in which model the property $P$ was measured. Such density plots can be used for instance to compute rank correlations between the considered property $P$ (measured in the reference model) and the values of the ratio $R$. However, this is not easy to do if the density plots are very scattered. Then, one can construct secondary density plots by using the moving median technique as follows. The density plot can be interpreted as a list of $N$ pairs of values $(P_{\text{reference}}, R)$, which can be arranged in an ordered list $L$ with respect to the first component, $P_{\text{reference}}$. Then, we pick a window size $W$, usually much smaller than the sample size $N$ and we compute the median $< R >$ of the ratio values and the median $< P >$ of the values $P_{\text{reference}}$, for the first $W$ pairs in the list $L$. Then, we advance the window by one, we collect the ratios and the values $P_{\text{reference}}$ from the second until the $(W + 1)$st pair and compute the corresponding median values $< R >$ and $< P >$. This process is continued until the last pair of the list $L$ is used. In the secondary density plot, we will pair the computed values $< R >$ with the corresponding $< P >$ values. This moving median technique is very useful since for a finite ordered sample of size $N$, the moving median tends to the median of the samples as the value $W$ approaches $N$. These secondary density plots can be used to compare the efficiency of two classes of models from the point of view of a given systemic property.
3.3 Local submodel comparison

Another approach for comparing alternative designs that are actually submodels of a reference architecture was proposed in [13]. The focus of such a comparison of various submodels could be, for instance, a functional analysis of various modules of a large system. Then, the underlying reaction networks in the alternative designs are very similar (although not identical), and both the biological constraints and the kinetics of the reactions are given by those of the reference model. The only remaining question regards the initial distribution of the variables in the alternative models. In the mathematically controlled comparison they are usually taken from the reference model. However, for some biochemical systems this choice might lead to biased comparisons. For instance, in the case of regulatory networks, models should be in a steady state in the absence of the trigger of the response and indeed the initial values of the reference model are usually chosen in such a way to fulfil this condition. However, this will not imply in general that also a submodel will be in its steady state if it uses the same initial values as the reference model. Thus, the dynamic behavior of the submodel will be the result of two intertwined tendencies: migrating from a possible unstable state and the response to a trigger. If the focus of the comparison is exactly the efficiency of the response of various submodels to a trigger, then the approach proposed in [13] is more appropriate, yielding biologically unbiased results. In this approach, the initial distribution of the reactants is chosen in such a way that the initial setup of each submodel constitutes a steady state of that design in the absence of a trigger.

3.4 A quantitative measure for the goodness of model fit against experimental data

Another method for comparing alternative models is to analyze how well their predictions fit available experimental data. However, estimating the set of parameters of a given computational model in such a way that its predictions fit some experimental data is a computationally difficult problem, see e.g., [5, 36, 39]. A common approach for this problem is to minimize a cost function quantifying the differences between the experimental measurements and the values predicted by the model. For instance, one of the functions used for this purpose is the sum of squared deviations

\[ SS = \sum_{i=1}^{n} (x_i - y_i)^2, \]

where \( n \) is the number of experimental data points and for each \( i \), \( x_i \) and \( y_i \) represent the experimental value and the corresponding value predicted by the model. In particular in this case a smaller value of \( SS \) indicates a better fit.

There are many methods for tackling such optimization problems either locally or globally, each of them having its own advantages and disadvantages. For example, local methods converge faster to a solution but they tend to find local optima while global optimization methods are slower but they converge to global optima. Furthermore, there are two types of global optimization methods: deterministic [18, 24] and stochastic ones [1, 19]. Although the convergence to the global optimum is guaranteed when using a deterministic method, the termination of the search process within a finite time interval is not ensured [39]. On the other hand the stochastic optimization methods usually locate quite efficiently a good approximation of the solution, i.e., located in a vicinity of the global solution, within an acceptable time interval [39]. Thus, the stochastic
global optimization methods tend to be usually preferred for parameter estimation problems. Many parameter estimation methods are currently available in various software packages, such as COPASI \cite{48}.

One of the demanding tasks within this iterative process of finding a suitable parameter set is the identification of a measure to quantify the quality of the fit for each set of parameters. This measure can be also used to compare alternative models and decide which one fits best against the experimental data. One solution for this problem, proposed in \cite{30}, is to use a dimensionless number representing the deviation of the model from the experimental data, normalized by the mean of the predicted values, i.e.,

\[
f_q = \frac{\sqrt{SS/n}}{\text{mean of predicted values}} \cdot 100\%,
\]

where \( n \) is the number of experimental data points. In particular, it was argued in \cite{30} that a low value of \( f_q \), e.g., lower than 15\%, indicates a successful fit. Thus, when comparing several alternative models we could actually compare their associated fit quality values indicating how well the predictions of these models fit existing experimental data.

### 3.5 Quantitative refinement

The two alternative models that we aim to compare are very often built on different levels of details. Thus, in order to ease the comparison, a preliminary refinement of one (or even both) of the models could be useful. In fact, model refinement is part of the complex process of model building. Indeed, this process includes a series of iterative steps including hypothesis generation, experimental design, experimental analysis and model refinement, \cite{7}, \cite{27}. The first step when developing a model is to create an abstraction of the biological process, i.e., to select a relatively small number of biochemical reactions which succeed to describe the main mechanisms of the considered process. The reactions included in this model are abstract representations of some particular subprocess, and can encapsulate many biochemical reactions from the modeled system. A mathematical model is then associated to this molecular model. For this, we have to choose an appropriate kinetic law, e.g., mass-action law or Michaelis-Menten kinetics, based on which we can then write the mathematical equations describing the dynamics of the system. The only thing left is to choose a numerical setup of this mathematical model, which is either obtained from the literature, or is derived through various computational model fit procedures using available experimental data.

The refinement of a given model can be done in several different ways. For instance, within data refinement of a model we replace one (or more) of its species with several subspecies. This way, the new refined model will include more details about its subspecies and will illustrate various differences in their behavior. Another type of refinement, called process refinement, focuses on the model reactions. In this case, the model is refined by replacing a generic reaction which describes a particular process with several reactions describing in more details the intermediary steps of that process. In order to include all the intended changes of the initial models, one possibility is to simply repeat the whole model development procedure. However, this can lead to extremely
inefficient processes since it requires to re-fit the model, a step which is both
time-consuming and computationally-intensive, [9]. Another approach, not so much
investigated so far, see [38] and [14] for some recent case studies, is to refine the initial model in such a way such that the initial model fit is preserved.

3.6 Parameter-independent submodel comparison

Although by choosing particular numerical setups we can quantify the differences between various submodels, a major downside is that we lose the generality of the results. This can be avoided if we employ some statistical methods to scan the parameter space, see [37]. Since all alternative models are obtained by eliminating reactions from the reference model, the parameters of the alternative architecture are in fact a subset of the parameter set of the reference model. Thus, we only need to scan the parameter value space of the reference model. This provides us with a set of parameter value vectors. Each coordinate of these vectors is associated with one of the parameters in the reference model and determines the value of the corresponding parameter. We consider each of the vectors one by one. We set the parameters of the reference model and the submodel in accordance with the considered vector. The initial values of the variables of the reference model and of the submodel are determined independently of each other by a systemic property such as the system being in a steady state in a given setup. For example, in the general case of stress response, we expect in accordance with biological observations that a feasible mathematical model is in a steady state under the unstressed, physiological conditions. (We call steady state a numerical configuration of the model such that starting from that configuration, the model shows no change in the level of any of the variables; in other words, the net loss per unit of time in every variable is exactly compensated by the net gain per unit of time in that variable.) Now, assuring that all mathematical submodels satisfy such systemic properties makes them suitable to be considered as viable alternative formal descriptions of the biological mechanism being analysed. As a result we obtain the instantiations of the reference model and the submodels and we can run numerical simulations for all of them in order to evaluate their functional effectiveness. Finally, having done this for all sampled vectors, the obtained results for the variants are used to compare the models by use of some statistical measures.

3.7 Model comparison for pathway identification

Very often, the exact pathway through which a particular biochemical process is regulated is not known. Instead, several alternative pathways underlying different mechanisms are proposed in the literature. Then, model comparison is employed in order to decide which of them is better in terms of fitting the experimental data better, or explaining better an observed qualitative behavior. For instance, in [12] a hybrid quantum mechanics (QM) - molecular mechanics (MM) approach was used to compare three alternative mechanisms proposed for the triosephosphate isomerase catalyzed reactions. This approach, introduced in 1976 by Warshel and Levitt [66], is a molecular simulation method that combines the accuracy of the QM computations and the speed of the MM calculations. This way, it allows the study of chemical processes in solution and in proteins. In [15], a detailed comparison of several phosphorylation-driven
control mechanisms for the regulation of the eukaryotic heat shock response (HSR) was done by analysing the goodness of the fit of the alternative models. In particular, three different phosphorylation pathways were investigated in an attempt to uncover the contribution of each of these pathways in controlling the HSR process. A detailed computational model was created for each of these pathways, which was then subjected to parameter estimation in order to be fit to the existing experimental data.

4 Case study

4.1 A biochemical model for the heat shock response

The heat shock response (HSR) is a highly evolutionary-conserved defence mechanism among organisms ([33]). It serves to prevent and repair protein damage induced by elevated temperature and other forms of environmental, chemical or physical stress. Such conditions induce the misfolding of proteins, which in turn accumulate and form aggregates with disastrous effect for the cell. In order to survive, the cell has to abruptly increase the expression of heat shock proteins. These proteins operate as intra-cellular chaperons, i.e. play a crucial role in folding of proteins and re-establishment of proper protein conformation. They prevent the destructive protein aggregation. We discern two main reasons that account for the strong interest in the heat shock response mechanism observed in recent years, see e.g. [10, 46, 65]. First, as a well-conserved mechanism among organisms, it is considered a promising candidate for disentangling the engineering principles being fundamental for any regulatory network ([16, 17, 31, 64]). Second, besides their functions in the HSR, heat shock proteins have fundamental importance to many key biological processes such as protein biogenesis, dismantling of damaged proteins, activation of immune responses and signalling, see [26, 45]. In consequence, a thorough insight into the HSR mechanism would have significant implications for the advancement in understanding the cell biology.

In order to coherently investigate the HSR a number of mathematical models has been proposed in the literature, see e.g. [16, 34, 40, 47, 62]. In this study we consider a recently introduced model of the eukaryotic heat shock response ([42] and [43]). In this model the central role is played by the heat shock proteins (hsp), which act as chaperons for the misfolded proteins (mfp): the heat shock proteins sequester the misfolded proteins (hsp:mfp) and help the misfolded proteins to regain their native conformation (prot). The defence mechanism is controlled through the regulation of the transactivation of the hsp-encoding genes. The transcription is initiated by heat shock factors (hsf), some specific proteins which first form dimers (hsf₂), then trimers (hsf₃) and in this configuration bind to the heat shock elements (hse), i.e. certain DNA sequences in the promoter regions of the hsp-encoding genes. Once the trimers bind to the promoter elements (hsf₃:hse), the transcription and translation of the hsp-encoding genes boosts and, in consequence, new heat shock protein molecules get synthesized at a substantially augmented rate.

When the amount of the heat shock proteins reaches a high enough level that enables coping with the stress conditions, the production of new chaperon molecules is switched off by the excess of the heat shock proteins. To this aim
hsp form complexes with the heat shock factors (hsp:hsf) in three independently and concurrently running processes: 1) by binding to the free hsf, 2) by breaking the dimers and trimers, and 3) by breaking the hsf₂:hse, in result of which the trimer gets unbound from the DNA and decomposed into free hsf molecules. This terminates the enhanced production of new heat shock protein molecules and blocks the formation of new hsf trimers. As soon as the temperature increases, proteins present in the cell start misfolding. The misfolded proteins titrate hsp away from the hsp:hsf complexes. This enables the accumulation of free hsf molecules, which in turn form trimers and promote the production of new chaperons. In consequence the response mechanism gets switched on.

The full list of biochemical reactions constituting the biochemical model from [42] is presented in Table 1. The model is based only on well-documented reactions without introducing any hypothetical mechanisms or experimentally unsupported biochemical reactions. Also, it assumes three conservation relations: for the total amount of heat shock factors, for the total amount of proteins (except heat shock proteins and heat shock factors), and for the total amount of the heat shock elements:

- \[ [\text{hsf}] + 2 \times [\text{hsf}_2] + 3 \times [\text{hsf}_3] + 3 \times [\text{hsf}_3: \text{hse}] + [\text{hsp}: \text{hsf}] = C_1, \]
- \[ [\text{prot}] + [\text{mfp}] + [\text{hsp}: \text{mfp}] = C_2, \]
- \[ [\text{hse}] + [\text{hsf}_3: \text{hse}] = C_3, \]

for some constants \( C_1, C_2, C_3 \) called mass constants. For a full presentation and discussion of this model we refer the reader to [42].

Based on the assumption of mass-action law for all the reactions (2)-(13) an associated mathematical model of the eukaryotic heat shock response is obtained. The resulting mathematical model is expressed in terms of ten, first order, ordinary differential equations. The mathematical model comprises 16 independent kinetic parameters and 10 initial conditions. We refer to [42] for the details of the ODE model and its numerical setup.

### 4.2 Control-based decomposition

In [13] a control-driven modular decomposition of the heat shock response model has been performed. In result, the model has been divided into four main functional submodules usually distinguished in control engineering: the plant, the sensor, the controller and the actuator. In the case of the HSR model the plant is the misfolding and refolding of proteins, the actuator consists of the synthesis and degradation of the chaperons, the sensor measures the level of hsp in the system and the controller regulates the level of DNA binding. Moreover, within the controller we distinguish three feedback mechanisms. The feedback loops are responsible for sequestering the heat shock factors in different forms by the chaperons. In this way the feedback loops are decreasing the level of DNA binding. The three identified feedback mechanisms are the following:

- FB1: sequestration of free hsf, i.e. reaction (6)\(^+\) (the ‘left-to-right’ direction of reaction (6));
- FB2: breaking of hsf dimers and trimers, i.e. reactions (7) and (8);
- FB3: unbinding of hsf₃ from hse and breaking the trimers, i.e. reaction (9).
The control-driven functional decomposition of the eukaryotic heat shock response model is shown in Figure 1, where the reaction numbers refer to the reactions in Table 1. In Figure 2 a graphical illustration of the control structure, i.e. the three feedback loops and their points of interactions with the mainstream process, is presented.

4.3 The knockdown mutants

In [13, 37] the reference architecture and seven knockdown mutants (alternative architectures) were considered. The mutants were obtained by eliminating from the reference architecture all possible combinations of the three feedback loops FB1, FB2 and FB3. The mutants were denoted as $M_X$, where $X \subset \{1, 2, 3\}$ is the set of numbers of the feedback mechanisms present in $M_X$:

- $M_0$ is determined by reactions (2)-(5), (10)-(13) and, in the terminology of control theory, is characterized by the open-loop design;
- $M_1$ is determined by reactions (2)-(6), (10)-(13);
- $M_2$ is determined by reactions (2)-(5), (7)-(8), (10)-(13), and the ‘right-to-left’ direction of reaction (6);
- $M_3$ is determined by reactions (2)-(5), (9)-(13), and the ‘right-to-left’ direction of reaction (6);
- $M_{1,2}$ is determined by reactions (2)-(8), (10)-(13);
- $M_{1,3}$ is determined by reactions (2)-(6), (9)-(13);
- $M_{2,3}$ is determined by reactions (2)-(5), (7)-(13), and the ‘right-to-left’ direction of reaction (6);
- $M_{1,2,3}$ is the reference architecture consisting of all reactions (2)-(13).

By looking at the associated differential equations, it is easy to see that if the mutant $M_0$ starts from a steady state at physiological conditions, i.e. $37^\circ C$, then it is non-responsive, i.e., it shows no increase in DNA binding for any arbitrarily high temperature. Thus, we remove $M_0$ from further considerations.

4.4 Local comparison of the knockdown mutants

In order to identify the individual contributions of each of the three feedback mechanisms to the regulation of HSR, we can first locally compare the knockdown mutants by using the method described in Section 3.3, see [13]. The numerical setups for each of the eight knockdown mutants are chosen such that they satisfy the following two constraints:

(i) The kinetic rate constants of the reactions included in the mutants are chosen to be identical to those of the corresponding reactions in the reference model. Also, the values of the mass constants $C_1$, $C_2$, $C_3$ of each of the mutants are identical to those of the reference model.
(ii) The initial distribution of the variables of each knockdown mutant are chosen such that they form a steady state of that model at 37°C. Note that the initial values of all variables for the reference model were chosen in the same way in [41].

Then, the comparison is focused on the dynamical behavior of the mutants at 42°C. This particular temperature was chosen for the analysis since at 42°C in the experimental data we can notice both a pronounced heat shock response in terms of increased levels of misfolded proteins, as well as an explicit response in terms of increased, transient DNA binding of hsf3, see [41].

While the main task of the heat shock response is to keep the level of misfolded proteins under control, it is also very important for the cell to use efficiently its materials and energy. Thus, the analysis of the mutants focused on two main aspects: the level of misfolded proteins and the level of chaperons needed to achieve a response at 42°C. Based on these two aspects, the contribution of the three feedbacks was analyzed in [13] with respect to the following four performance indicators:

- **(A)** The system makes economical use of the cellular resources (i.e., the hsp-encoding gene is only transactivated for a short while when exposed to heat shock): $FB_1$ was found to play the major role here, while $FB_2$ and $FB_3$ are also important. In the absence of $FB_1$, gene transcription is at the 100% level even without heat shock.
- **(B)** The system is fast to respond to a heat shock (i.e., the hsp-encoding gene is quickly transactivated in response to heat shock): $FB_3$, $FB_1$ were found to play the major role here. In particular, model $M_{1,3}$ reacts to heat shock as fast as the reference model, although the level of its response is lower than that of the reference model.
- **(C)** The response is effective (i.e., the mfp concentration is kept low for mild heat shocks): the open-loop structure of the mutant $M_0$ is enough to achieve this property. Although none of the feedback mechanisms is needed for maintaining a low [mfp] for a heat shock at 42°C, they play an important role in minimizing the cost of the response.
- **(D)** The response is scalable (i.e., we notice a higher response for a higher temperature): $FB_3$, $FB_1$ were found to play the major role here. The mutant $M_{1,3}$ is the only one that scales its response to higher temperatures, in a similar way as the reference model, i.e., for higher temperatures, gene transactivation raises faster and to a higher level.

For more details about this analysis we refer to [13].

### 4.5 Parameter-independent comparison of the mutant behavior

The previous analysis is clearly heavily dependent on the parametric setups chosen for the compared models. In order to avoid this, one approach, see [37], would be to employ some statistical methods to scan the parametric space, as explained in Section 3.6. For this, we use the *Latin hypercube sampling* method (LHS), originally introduced in [35]. It provides samples which are uniformly
distributed over each parameter while the number of samples is independent of the number of parameters. The sampling scheme can be briefly described as follows. First, the desired size $N$ of the sampling set is chosen. Next, the range interval of each parameter is partitioned into $N$ non-overlapping intervals of equal length. For each parameter, $N$ numerical values are randomly selected, one from each interval of the partition according to a uniform distribution on that interval. Finally, the $N$ sampled values for the $i$-th parameter of the model are collected on the $i$-th column of a $N \times p$ matrix, where $p$ is the number of model parameters and the values on each column are shuffled randomly. As a result, each of the $N$ rows of the matrix contains numerical values for each of the $p$ parameters. For a detailed description of this sampling scheme we refer the reader to [22, 35], see also [42] for an example of the application of this sampling method in the context of model identifiability problem.

In particular, in [37] a sample of 10,000 vectors of parameter values for the reference architecture was obtained through the Latin hypercube sampling described above. For the heat shock response model the sampled vectors are of length 15, i.e. the number of the unknown reference architecture parameters. The value of the 16th remaining parameter, i.e. the $\text{hsp}$ degradation rate constant is assumed to be known and is obtained based on the fact that heat shock proteins are generally long-lived proteins, see [50]. In particular, their half-life was chosen to be 6 hours. Then, the procedure described next is repeated separately for each of the six mutants. To begin with, each sampled vector of parameter values is used to setup the parameters in the mathematical models of the considered mutant and the reference model ($M_{1,2,3}$). From the construction of each mutant it follows that the corresponding mathematical model contains only a subset of the parameters of the reference model, so this step can be performed. Next, the steady state concentrations at $37^\circ$C both for the mutant and the reference model are numerically computed and set as their respective initial states. In this way we obtain two instances of the mathematical models, i.e. one for the mutant and the second for the reference model. Further, the temperature is increased to $42^\circ$C and the quantities

\[
\begin{align*}
\Theta_1 &= \max_{t \in [0, 1800s]} (\text{total mfp}(t)), \\
\Theta_2 &= \max_{t \in [0, 1800s]} (\text{hsf}_3 : \text{hse}(t)) - \text{hsf}_3 : \text{hse}(0), \\
\Theta_3 &= \frac{1}{T} \int_0^T (\text{total hsp}(t))dt, \\
\Theta_4 &= \frac{1}{T} \int_0^T (\text{total mfp}(t))dt
\end{align*}
\]

are computed both for the mutant and the reference instance. The initial 30 min. of the response are considered for the computation of $\Theta_1$ and $\Theta_2$. In the case of $\Theta_3$ and $\Theta_4$ the time range of 4 hours ($T = 14400s$) is taken into account. These quantities are used to evaluate the functional effectiveness of the mutant. Having these quantities computed for all the 10,000 sampled parameter values, the scatter plot of the $R_1 = \Theta^{m}_1/\Theta^{r}_1$ against $\Theta^{r}_1$ values is made, where the superscripts $m$ and $r$ indicate the instance for which $\Theta_1$ was computed, i.e. the instance of the mutant or the reference model, respectively. Finally, the moving median technique is applied to the scatter plot with the window size set
to 500. These result in a trend curve summarizing the data of the scatter plot and revealing the overall dependency between the considered quantities. Similar plots are computed for \( R_2 = \Theta_m^2 / \Theta_r^2 \). Moreover, scatter plots of \( \Theta_3 \) versus \( \Theta_4 \) both for the mutant and the reference architecture are made and the moving median technique is applied to each of these plots.

The mutants represent six different potential architectures of the heat shock response mechanism and the sampling procedure, as explained above, provides us with 10,000 different instantiations of each of the mutants and the reference architecture.

In the analysis performed in [37] it was assumed that the heat shock response at raised temperatures is accompanied, and hence characterized, by the following three phenomena:

1. increase in DNA-binding with respect to the steady-state level at 37 °C,
2. increase in the level of mfp, and
3. increase in the level of hsp as the effect of the response to the higher level of mfp in the cell.

Thus, the analysis of the architecture properties of the six mutants with respect to the reference architecture was based on the following plots: \( R_1 \) vs \( \Theta_1^r \) (Figure 5 of [37]), \( R_2 \) vs \( \Theta_2^r \) (Figure 7 of [37]), \( \Theta_3 \) vs \( \Theta_4 \) (Figure 3) made for each of the mutants and for the reference architecture. We refer to the \( \Theta_3 \) vs \( \Theta_4 \) plot as the cost plot (or simply the cost) of the corresponding architecture. This is motivated by the fact that the efficiency of the heat shock response mechanism could be measured by the amount of chaperons needed to cope with the intensified misfolding of proteins. Hypothetically, a cell which produces smaller amounts of hsp than some other cell to cope with the heat shock would be considered the one which manages with stress conditions at a lower cost in terms of its resources than the latter one. Notice however that in our case we are not assessing the ability of particular models to cope with heat shock, i.e. the sampled models are neither validated against experimental data nor classified by any other means whether they enable the cell to survive or not in the stress conditions. Hence the cost plots reflect just the general tendency of the models instantiating a particular architecture to keep certain average in time amounts of hsp in response to different average levels of mfp present in the system. The reference trend line indicates a clear linear dependency between the average levels of hsp and mfp, see Figure 4.

Based on these aspects, it was noted in [37] that all the mutants lacking two feedbacks exhibit no heat shock response in the sense of the above definition: as observed previously, there is no increase in the DNA-binding. This is in agreement with the results presented in [13], where the models with only one feedback kept the DNA-binding at the maximum possible level both at 37 °C and 42 °C throughout the simulation time of 50,000s. The HSR can be observed however in the mutants \( M_{1,3} \) and \( M_{1,2} \). In the case of the \( M_{2,3} \) mutant the HSR is still observed, but only for a fraction of the 10,000 sampled models, i.e. only those parameter values for which the reference architecture displays the maximal possible increase in the peak of DNA-binding with respect to the steady-state level at 37 °C. This is in complete agreement with previous observations that FB1 is the most powerful feedback, see [13]. Since FB2 and FB3 include hsf
sequestration as one of their features, they compensate partially for the lack of FB1. However, only FB2 or only FB3 are not enough to enforce the system’s behavior to have the HSR characteristics. Despite its power, FB1 alone is also not enough and one of the other feedbacks is also needed in order to implement a response mechanism with the features describing the heat shock response.

4.6 Pathway identification for the phosphorylation-driven control of the heat shock response

In [15] an extension of the biochemical model for the eukaryotic heat shock response from Section 4.1 was introduced where phosphorylation of hsf s was considered. The synthesis of hsp s is highly regulated at the transcription level and phosphorylation of hsf s constitutes one of the regulation mechanisms. The introduced extended model allowed the authors of [15] to investigate the positive role of phosphorylation in the up-regulation of hsf transcriptional activity. In particular, a number of computational models associated with the extended biochemical model were derived by assuming the mass-action kinetics and used to investigate three plausible (de)phosphorylation pathways. First, it was analyzed whether the kinase and phosphates dynamics for the heat-induced misfolding and refolding can lead to the experimentally observed evolution of the total level of phosphorylated hsf molecules. Second, on top of the heat-induced misfolding and refolding of both kinase and phosphates, it was supposed that the hsf molecules can be both phosphorylated and dephosphorylated while they form hsp : hsf complexes. Finally, with respect to the second pathway, the hsf molecules forming hsp : hsf complexes could only be dephosphorylated. For each of these three pathways two different mechanisms for modeling the phosphorylation-dependent transcription were considered. For the first mechanism, it was assumed that the transcription proceeds linearly depending on the level of phosphorylation of the hsf : hse complex. For the second one, the assumption was that hsp synthesis is activated only by the hyper-phosphorylation of the hsf : hse compound, i.e., that the transcription of the hsp-encoding gene proceeds only after at least two of the three hsf molecules from this compound become phosphorylated. Moreover, in order to verify and strengthen the results, for each computational model implementing one of the six scenarios (3 pathways, each with 2 different mechanisms of phosphorylation-dependent transcription) a corresponding reduced model employing the Michaelis-Menten kinetics was considered, where the kinase and phosphatase enzymes were not modeled explicitly anymore. All in all, twelve computational models of phosphorylation mediated transcription of hsp were considered in [15] and the analysis regarding possible (de)phosphorylation pathways was based on the assessment of repetitive parameter estimation procedures of the computational models, without the use of any quantitative measurement of the results. The models were fitted to two experimental measurements reported in [28] regarding the DNA binding activity and the total number of phosphorylated hsf proteins in HeLa cells under 42°C heat-shock. For more details on the extended biochemical model, the associated twelve computational models, parameter estimation procedure and performed analysis regarding possible (de)phosphorylation pathways, we refer to [15].
5 Discussion

Very often, various experimental investigations of a given biochemical system generate a large variety of alternative molecular designs, thus raising questions about comparing their functionality, efficiency, and robustness. Comparing alternative models for a given biochemical system is, in general, a very difficult problem which involves a deep analysis of various aspects of the models: the underlying networks, the biological constraints, and the numerical setup. The problem becomes somewhat simpler when the alternative designs are actually submodels of a larger model: the underlying networks are similar, although not identical, and the biological constrains are given by the larger model. It only remains to decide how to chose the numerical setup for each of the alternative submodels, i.e., the initial conditions and the kinetics.

In the first part of our study we review several known methods for model decomposition and for quantitative comparison of submodels. We describe the knockdown mutants, elementary flux modes, control-based decomposition, mathematically controlled comparison and its extension, local submodels comparison, a parameter-independent submodel comparison and a discrete approach for comparing continuous submodels. We also show how the goodness of model fit against experimental data and quantitative model refinement can be used for comparing alternative designs as well as how to use model comparison for pathway identification. In the second part of this study we consider as a case study the eukaryotic heat shock response. First, by using a control-based approach, the main functional modules of this system are identified, see [13]. In particular, we underline three feedback mechanisms regulating this response. Then, in order to identify the individual role these mechanisms play in the regulation of the heat shock response, we construct knockdown mutants by eliminating from the reference architecture all possible combinations of the three feedbacks. These mutants are then compared both with themselves and with the reference model by using various methods described in the first part of this study.
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Table 1: The list of reactions of the biochemical model for the heat shock response originally introduced in [42].
Figure 1: The control-based decomposition of the heat shock response network. The reaction numbers refer to the reactions in Table 1. We denote the ‘left-to-right’ direction of reaction (6) by (6)\(^+\) and by (6)\(^−\) its ‘right-to-left’ direction.

Figure 2: The control structure of the heat shock response network. The three identified feedback loops and their points of interaction with the mainstream process are depicted.
Figure 3: The plots show the result of applying the moving median technique to the scatter plots of the cost, i.e. $\Theta_3$ vs $\Theta_4$, obtained individually for each of the six considered mutants. For each mutant and each sampled vector of parameters, the values of $\Theta_3$ and $\Theta_4$ were computed and plotted against each other. Then, the moving median technique was applied to discern the overall trend in the data depicted in the obtained scatter plots. The window size of the moving median was set to 500 and the sample size of the vectors of parameter values was $10^4$. 

(a) $M_1$  

(b) $M_2$  

(c) $M_3$
Figure 4: The plot shows the result of applying the moving median technique to the scatter plots of the cost, i.e. $\Theta_3$ vs $\Theta_4$, obtained for the reference architecture. For each sampled vector of parameters, the values of $\Theta_3$ and $\Theta_4$ were computed and plotted against each other. Then, the moving median technique was applied to discern the overall trend in the data depicted in the obtained scatter plot. The window size of the moving median was set to 500 and the sample size of the vectors of parameter values was 10,000.