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Abstract

This paper presents a paradigm for using proof assistants in the programming process. We demonstrate how the programming language EventML provides a useful interface to proof assistants throughout code development. Enhancing the use of proof assistants in programming will make them more valuable and accessible to a large community. We designed EventML specifically to cooperate with proof assistants at every stage of program creation. It will help programmers ensure correctness, document the code, and support modifications and improvements. Cooperation is especially effective when the proof assistant and the programming language share the same type system and when the proof assistant can generate executable code for the programming language, as is natural for proof assistants using constructive type theories.

1 Introduction

Program development and verification using formal tools. Developing and maintaining software systems remains error prone. One can only assume that unverified programs are wrong which often turns out to be true. Unfortunately, the task of verifying the correctness of a program using formal tools such as proof assistants remains costly. Proof assistants face the barrier that they are an advanced technology requiring specialized education. Moreover, some of them rely on such expressive theories that full automation is impossible. Users then have to learn how to communicate with these tools to create proofs, which can be a daunting task, especially for beginners. A wide range of approaches have been proposed to facilitate the communication between humans and proof assistants, such as providing user friendly interfaces [45, 4, 2], but also providing domain specific frameworks and proof techniques.

This paper claims that one of the most promising ways to make proof assistants more useful and widely adopted is to connect them more completely into the programming process. Much work has been done towards bridging the gap between the programming and verification tasks. To name a few, Rushby [42] and Pike [39] proposed a partially verified mechanism to derive synchronous time-triggered implementations from functional specifications; Lynch et al. [21, 32, 25] developed IOA, TIOA, and Tempo, which are frameworks providing support for verification and synthesis of asynchronous distributed systems specified as I/O automata; The Ensemble toolkit was verified and optimized using the Nuprl proof assistant [30] via an embedding of a subset of OCaml in Nuprl using the close connection between OCaml and Nuprl’s underlying programming language; PL/CV [19] mixes commands and assertions in a single programming language/logic which enables formal program reasoning directly in the code. The Spec# programming system [6, 5] also features specification constructs (such as pre- and postconditions) which are checked both dynamically and statically; F* [44] is a dependently-typed programming language which aims, among other things, at verifying protocols using types (such as refinement types) expressive enough to formalize and reason about security properties. Epigram [34, 33] is a functional programming language that also features dependent types in order to “reduce certification to type checking” [3]. The TRELLYS project also advocates the use of dependently-typed programming languages as lightweight verification tools. Bickford et al. [18] synthesize correct-by-construction distributed programs from high-level specification written in a theory of events.

However, even when using such frameworks, it can still be hard to obtain “full” correctness of the code either (1) because of the gap between the languages used on the programming...
and verification sides, or (2) because the language used on the verification side is not abstract enough, or (3) because the underlying logic is either too weak or does not provide enough support/automation to formally verify all necessary properties.

Proof assistants that implement constructive type theories such as Agda [20], Coq [9], Isabelle [8], or Nuprl [18] are especially well-suited to bridge the gap between the programming and verification tasks because they allow one to synthesize code that provably satisfies high-level specifications. This mechanism is called program extraction, and the obtained code is said to be correct-by-construction. For example, in Nuprl, proofs have computational content, namely programs which serve as evidence for the truth of statements, and which can automatically be extracted, thereby creating programs that meet specifications given by theorems. Constructive proof assistants that implement this mechanism provide a powerful framework for developing programming languages based on “executable” specifications. Such a high-level programming language featuring a (verified) compiler based on program extraction is a good candidate for the “programming language of the future”. An important issue while developing such a programming language is to find the “right” level of abstraction in order to facilitate program reasoning.

A paradigm for verified programming. The method of the paradigm proposed in this paper is to provide a high-level programming language which gives precedence to the programming task, but also provides an entry point to formal methods by allowing programmers to cooperate with a proof assistant in order to structure arguments for correctness. To reach a wide audience, this programming language should be based on a well-established, widely used programming language family such as ML, which has the advantage of being the metalanguage of several proof assistants such as the ones mentioned above. We call our language EventML because it is an ML dialect targeted to develop networks of distributed agents that react to events, where an event is an abstract object corresponding to a point in space/time that has information associated to it (more concretely, an event can be seen as the receipt of a message by an agent). Using EventML, programmers specify systems at a high-level of abstraction, and EventML automatically synthesizes code from such specifications. (EventML’s code synthesizer is highly reliable because it mimics Nuprl’s code synthesizer which generates correct-by-construction code that provably satisfies the given specification.)

Programmers can gain confidence in their specifications by running the synthesized code. However, to fully trust that code, they eventually have to interact with, or “dock” to, the Nuprl proof assistant where they can load their specifications, prove their correctness, and synthesize code using the extraction mechanism. Nuprl is a Logical Programming Environment featuring a large database of definitions, facts, and extracts. Therefore, programmers can also benefit from docking to Nuprl by downloading verified specifications stored in its database.

Formulating adequate specifications is itself a difficult and error prone task. It is inextricably linked to any effort to start writing code, from the choice of data types, choice of function and procedure definitions, organization of the code into modules/classes, etc. Discovering an error in a specification is no less disastrous than discovering an error in a program, and might mean the loss of a few days worth of proving some of its properties. To partially overcome that inefficiency, EventML provides a range of program annotations, such as invariants, that tie together a specification with the correctness argument that its writer has in mind. These annotations can be loaded in Nuprl along with specifications, and we wrote tactics that attempt to prove them automatically. Programmers can then gain extra confidence in their specifications if Nuprl successfully proves these statements. Another advantage of such logical statements is that they serve the purpose of documentation. Using this cooperation between the EventML programming tool and the Nuprl formal method tool, programmers can gradually harden their
specifications (e.g., by fixing bugs or by making them more general or more specific as needed).

Finally, we believe this paradigm is a step towards balancing the tendencies in the programming language and formal methods communities: on the programming side, in order to get reliable code, one has to use formal methods; and on the formal method side, the machinery developed to model systems has to be abstract enough to make the verification task tractable but not too abstract in order to be able to synthesize code and, moreover, issues such as efficiency have to be taken into account.

**EventML’s features.** The EventML language\(^1\) allows one to quickly specify a protocol in the Emacs text editor, make assertions, type check the specification, synthesize code, and simulate or run that code in a real distributed environment.

EventML’s language is higher-order, strongly typed, and features a type inferencer based on ML’s. EventML’s type inferencer is constraint-based \(^2\), i.e., it can be divided into two non-interleaving phases: first, given a piece of code, constraints (e.g., type equality constraints) are generated; then, a constraint solver is used to solve the generated constraints and therefore check the typability of the piece of code. Among other things, a constraint-based type inferencer allows us to do type error slicing \(^3\), i.e., to report type errors as portions of code (called slices) which, in EventML, can be highlighted directly in the code using our Emacs interface.

EventML also provides a simulator, as well as a message system (implemented on top of TCP) to run the synthesized processes in a real distributed environment. EventML’s code synthesizer generates distributed processes \(^4\) coded in the syntax of Nuprl’s term language—an extension of the untyped \(\lambda\)-calculus. Therefore, to simulate or run these processes, EventML features several Nuprl term evaluators that all respect Nuprl’s semantics (e.g., evaluation in Nuprl is lazy).

**Contributions.** The contributions of this paper are as follows: (1) we present a new paradigm for flexibly using proof assistants in developing verified programs; (2) we demonstrate this paradigm using EventML, a new implemented programming/specification language we have built to implement verified distributed protocols; and (3) we report on our experience in using that tool as a workable new balance between programming, specifying, and verifying.

## 2 Illustration of our paradigm: leader election in a ring

Using EventML we have successfully coded several correct-by-construction distributed protocols including a two-thirds majority consensus. To illustrate our paradigm, let us consider a simple example: leader election in a ring. We have specified this protocol in EventML, imported it into Nuprl to prove safety and liveness of the protocol, and synthesized correct-by-construction code. (EventML’s syntax and semantics are presented in Appendix A.)

The goal of this protocol is to elect a leader among some of the nodes (or locations) of a network, assuming that these nodes can be arranged in a ring \(^5\). We consider the following setting: asynchronous; unidirectional, i.e., each node can communicate with at most one node; and non-anonymous, i.e., each node has a unique identifier. We assume that these identifiers are totally ordered. Rings can be reconfigured, and the interval during which a ring persists without reconfiguration is called an *epoch*. Not all nodes need to be participating in each epoch.

Informally, the protocol works as follows: At a given epoch, one sets up a ring by assigning a neighbor to each member of the ring\(^6\). At any point in time, each node can only be participating in a single epoch and have a single neighbor at that epoch. One triggers the election of a leader of a given epoch by sending a request to one of the nodes participating in that epoch. The nodes

---

\(^1\)EventML originates from the E\# language, defined in Nuprl, for specifying components of distributed systems \(^10\). EventML can be downloaded from the following address: [http://www.nuprl.org/software/](http://www.nuprl.org/software/).

\(^2\)The members of the network could be responsible for configuring the rings, but configuration, reconfiguration, and fault-tolerance are outside of the scope of this paper.
of the ring vote for a leader by sending proposals to their neighbors. Nodes ignore requests and proposals for epochs different from the epoch they are participating in. A node prompted to elect a leader votes for itself. A node reacts on a proposal by proposing to its direct neighbor the greatest of the following two values: its own identifier and the proposal it has received. The only exception is when a node receives a proposal that proposes its own identifier. In that case, the node declares itself as the leader.

The safety property of this protocol states that there can only be one leader elected at each epoch. Its liveness property states that, at a given epoch, if a node of the ring receives an election request then a leader will eventually be elected (assuming, among other things, that nodes cannot fail, and message delivery is reliable).

Sec. 2.1 presents our EventML specification of this protocol. It illustrates the typical sections that compose an EventML specification, and how programmers can make use of both programming (e.g., operations on data types such as lists or integers) and logical (e.g., verified specifications) concepts from Nuprl’s library via import declarations. Because some specifications are only correct in specific contexts, Sec. 2.2 presents how one can make assumptions in EventML to define such contexts. In addition, one can also make assertions. Assumptions and assertions serve two purposes: they provide guidelines for the verification task, and also document the code. Sec. 2.3 presents what one obtains when docking to Nuprl. For example, by docking to Nuprl one obtains correct-by-construction code, but also various abstractions necessary to reason about the specification. Finally, Sec. 2.4 discusses safety and liveness.

2.1 Specification

Let us first give a name to our specification as follows:

```
specification leader_ring
```

Type abstractions. We define epochs and node identifiers as integers. For readability issues, we define the two following type abstractions:

```
type Epoch = int
type Ident = int
```

Parameters. EventML specifications can be parametrized. Typically, one defines a protocol without committing to a specific collection of locations. EventML does not provide a location constructor, instead locations are always introduced by parameters. The parameters of leader_ring are as follows (these parameters have to be instantiated in order to run the synthesized code):

```
parameter nodes : Loc Bag
parameter client : Loc
parameter uid : Loc -> Ident
```

The first parameter nodes is the collection of nodes that are part of the network (to prove safety and liveness, we will enforce below that nodes has no repeats). The second parameter client is the location that gets notified when a leader has been elected. The third parameter uid is an ordering function on the locations; nodes are identified by integers.

EventML’s library. To prove properties of our specification, we need uid to be injective but we currently have no way of specifying such a restriction directly in EventML. However, we can make the following declaration, and assume uidinject when proving properties of leader_ring:

```
import inject
let uidinject = inject ::Loc ::Ident uid::
```

As mentioned above, EventML can make use of logical/programming concepts defined in Nuprl. The inject function is part of Nuprl’s library. It takes three arguments: a type A, a type B, and a
function \( f \) from \( A \) to \( B \); and states that \( f \) is an injective function from \( A \) to \( B \). We use double colons to write types in expressions.

Nuprl provides a way to export its library in an ASCII file. EventML can then transform this file into an EventML library file, which contains a declaration for every Nuprl object whose type is an EventML type. The following declaration is part of the EventML library file:

```plaintext
constant injec (A : Type; B : Type; f : A -> B) : Prop
```

### Interface

In EventML, one specifies a distributed system by specifying how its agents interact with each other. Abstractly, agents react to events. An event is a point in space/time with some information associated. On some events, agents might try to cause other events to happen at specific locations. In the model of distributed processes underlying EventML [11], an event corresponds to the receipt of a message, the information associated with an event is the data of the corresponding message, and an agent tries to cause an event at location \( loc \) by sending a message to \( loc \) (we say “tries” because one cannot enforce message delivery but can only assume it). But in EventML, one does not need to deal with messages, one can simply reason at the more abstract level of events.

The following four kinds of events are involved in our protocol:

```plaintext
input config : Epoch * Loc
internal propose : Epoch * Ident
input choose : Epoch
output leader : Epoch * Loc
```

An input \( \text{config} \) event corresponds to a node being notified of its neighbor at a given epoch. As specified by the type \( \text{Epoch} \times \text{Loc} \), the information associated with such an event is a pair epoch/location. Such an event is called an \( \text{input} \) event because \text{leader\_ring}'s agents can react to such events but cannot cause them to happen. An input \( \text{choose} \) event corresponds to a node being prompted to start the election of a leader at a given epoch. An internal \( \text{propose} \) event corresponds to a node receiving a proposal for a node to be elected as the leader of a given epoch. Such an event is called an \( \text{internal} \) event because \text{leader\_ring}'s agents can both react to \( \text{propose} \) events and try to cause them to happen (i.e., a node can both send and receive proposals). Finally, an output \( \text{leader} \) event corresponds to a node being notified that a leader has been elected at a given epoch. Such an event is called an \( \text{output} \) event because \text{leader\_ring}'s agents cannot react to such events, but can only try to cause them to happen.

This concludes the definition of the \( \text{header} \) of our specification. In order to define its \( \text{body} \), we first need to discuss some logical features of EventML.

### Interlude—the Logic of Events and event classes

Formally, distributed systems are expressed in a logic called the Logic of Events [10, 12], which is a logical framework implemented in Nuprl to reason about and synthesize distributed protocols. The Logic of Events is outside the scope of this paper, but let us present the concept of an event class which is used in the rest of this paper. In the Logic of Events, distributed systems are defined as event classes, which are also called event observers. Event classes specify information flow in a network of reactive agents by observing the information computed by the agents when events occur—i.e., on receipt of messages. Event classes have two facets: computational and logical. They are functions that associate information (bags of values) with events, and from a computational point of view, they can also be seen as processes reacting to events and producing values. This dualism pervades the logic. As a matter of fact, the event classes discussed in this paper are all implementable by distributed processes, which allows EventML to synthesize processes from specifications. Given this dualism, we allow ourselves to present event classes as processes. We define several event classes below, such as \text{ChooseReply} that (sometimes) produces proposals when \text{choose} events occur. In the Logic of Events, event classes are built from event class combinators, and EventML features logical constructs corresponding to these combinators (such as \( || \) or \( @ \)—see below).
State machines. Let us now define leader ring’s body. As mentioned above, each node keeps track of its neighbor at the epoch it is participating in. To achieve that, each node runs a state machine (a Moore machine) whose transition function is defined as follows:

```
let update loc (epoch, nbr) (epoch', nbr') =
    if epoch > epoch' then (epoch, nbr) else (epoch', nbr');
```

The first argument of update corresponds to the location at which the state machine is running. Its second argument is a new configuration, and its third argument is the current state of the machine. A node only updates its state when it receives a new configuration for a higher epoch. We define the state machine itself as follows:

```
import State1
class Nbr = State1 (loc .(0, loc)) update config' input ;
```

The keyword class indicates that Nbr is an event class. We could have used let but it would have been less informative. State1 is a parametrized event class defined in Nuprl, for which several properties have already been proven, and that behaves like a collection of state machines (Moore machines) acting at different locations. State1’s parameters are: a function specifying the initial state of the state machine at each location; a transition function; an event class that recognizes inputs triggering state machine transitions. Nbr is defined as an instance of State1: initial states are provided by the function (loc .(0, loc)), i.e., if Nbr is running at location loc, its initial state is the pair (0, loc), where 0 is considered as a dummy epoch; Nbr’s transition function is update; Nbr’s inputs are provided by config input which is an event class implicitly declared along with the config interface. This class observes the information associated with config events whenever such events occur, i.e., it observes the receipt of pairs epoch/location corresponding to new configurations.

Response to an election request. We now specify a small process in charge of responding to election requests, i.e., to choose events. The event class choose input observes such events, i.e., it returns the epoch at which an election is requested. On receipt of an election request, the process checks that the received epoch is the same as the epoch it is currently participating in, as given by Nbr. If it is, the process proposes itself as the leader to its neighbor, otherwise it does not do anything. The following class specifies that process:

```
class ChooseReply =
    let F loc (epoch, nbr) epoch' =
        if epoch = epoch' then {
            propose' output nbr (epoch, uid loc)
        } else {
        }
    in F o (Nbr.choose input) ;
```

The local function F does exactly what is explained above. The parameter loc corresponds to the location at which the process is running. The parameter (epoch,nbr) is produced by Nbr and epoch by choose input. Curly braces are bag delimiters. F’s then branch produces only one value which is a proposal addressed to nbr. The identifier propose output is a function implicitly declared along with the propose interface. The meaning of (propose output nbr v) is the following instruction: “try to cause a propose event with information v to happen at location nbr”. From a message perspective, one can read (propose output nbr v) as “send a propose message with data v to nbr”. F’s else branch does not produce any value, meaning that if epoch is not equal to epoch’ then ChooseReply does not do anything. The event class F o (Nbr.choose input) is an instance of what we call the simple composition combinator: if that process runs at location loc, the event class F o (X1,...,Xn) produces F loc v1...vn iff for all i ∈ {1,...,n}, Xi produces vi.

Response to the receipt of a proposal. Next, we specify a small process in charge of responding to proposals, i.e., to propose events. The event class propose input observes such events, i.e., it
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returns pairs epoch/identifier of the form \((\text{epoch}, \text{id})\) where \(\text{id}\) corresponds to a node that has been proposed to be the leader of epoch \(\text{epoch}\). As in \text{ChooseReply}, on receipt of a proposal, the process checks that the received epoch is the same as the epoch it is currently participating in (given by \text{Nbr}). If it is, either the process elects itself as the leader if the received identifier is the same as its own id, or sends a new proposal to its neighbor. The following class specifies that process:

```plaintext
import \text{imax}
class \text{ProposeReply} =
  \text{let } \text{Floc} (\text{epoch}, \text{nbr}) (\text{epoch}', \text{ldr}) =
    \text{if } \text{epoch} = \text{epoch}'
    \text{then if } \text{ldr} = \text{uid loc}
    \text{then \{leader'output client (epoch, loc)\}}
    \text{else \{propose'output nbr (epoch, imax ldr (uid loc))\}}
    \text{else \{\}}
  \text{in } \text{F o (Nbr, propose'input) ::=}
```

Once again we import an abstraction from \text{Nuprl}'s library: the function \text{imax} which computes the maximum of two integers. A \text{ProposeReply} process uses \text{imax} to compute the maximum between its own identifier and the identifier it has received, and sends that value to its neighbor (in the case where it does not elect itself as the leader). As for \text{ChooseReply}, \text{ProposeReply} is an instance of the simple composition combinator.

**Main program.** Finally, each process of the leader election protocol runs both \text{ChooseReply} and \text{ProposeReply} in parallel and is installed at one of the nodes in \text{nodes}:

```
main (\text{ProposeReply} || \text{ChooseReply}) @ \text{nodes}
```

2.2 Hardening \texttt{leader\_ring} with assumptions and assertions

**Assumptions.** To prove \texttt{leader\_ring}'s safety and liveness properties, in addition to the fact that \texttt{uid} has to be injective, we need to make a few other assumptions. Some of them can be stated in \texttt{EventML}. There are several advantages in stating these assumptions in \texttt{EventML} rather than in \texttt{Nuprl}. As mentioned above, one is that they document the code. In addition to being useful to the programmer, that kind of documentation is also useful to the person in charge of verifying the correctness of the specification, which might not be the same person as the one writing the specification. Another advantage is that \texttt{EventML} provides some automation and its interface is designed to be friendlier.

We assume that at each epoch, a node is not configured twice with different neighbors:

```
let consistent\_conf = \forall e1 e2: Event. \forall n1 n2: Loc. \forall e: Epoch.
    config'input observes (epoch, n1) @ e1
  => config'input observes (epoch, n2) @ e2
  => location e1 = location e2
  => n1 = n2 ; ;
```

The proposition \((\text{config'input observes (epoch,n1) @ e1})\) can be read as follows: the class \text{config'input} observes/produces \((\text{epoch,n1})\) at event \(e1\), i.e., \(e1\) is a config event (occurring at location \(\text{location e1}\)).

We impose more restrictions on configurations. Let us assume that a location \texttt{loc} can only receive a configuration \((\text{epoch,nbr})\) where \texttt{epoch} is strictly positive; \texttt{nbr} is an agent of the system, i.e., a member of \texttt{nodes}; and \texttt{loc} is not its own neighbor, i.e., \(\texttt{loc} \neq \texttt{nbr}\):

```
import \text{bag\_member}
let valid\_conf = \forall e: Event. \forall n: Loc. \forall e: Epoch.
    config'input observes (epoch, n) @ e
  => epoch > 0 \land \text{bag\_member} :: Loc n \text{ nodes} \land \lnot (n = \text{location e}) ; ;
```
Finally, let us define \texttt{ring\_setup} which specifies what we mean by “At a given epoch, one sets up a ring by assigning a neighbor to each member of the ring”:

\begin{verbatim}
import ring l\_member sub-bag no\_repeats mk\_bag
let ring\_setup = forall epoch: Epoch.
   (forall i : Loc, l\_member i L => Loc) 
   \/, sub-bag => Loc (mk\_bag L) nodes
   \/, no\_repeats => Loc L
   \/, ring L succ
   (forall i : Loc, l\_member i L => Loc =>
      exists e : Event.
      config\_input observes (epoch, succ i) @ e
      \/, location e = i
      \/, for all e': Event. choose\_input observes epoch @ e' => e before e')
   \/, (forall i : Loc, for all e : Event.
      config\_input observes (epoch,e) @ e => l\_member (location e) L => Loc).
\end{verbatim}

A ring is represented by a location list \( L \) and a successor function \(\text{succ} \). We assume that \( L \) has no repeats and that each element of \( L \) belongs to \( \text{nodes} \). The function \(\text{ring} \) cannot currently be expressed in \texttt{EventML}—\(\text{ring} \) is defined in \texttt{Nuprl} using set/refinement types which are not implemented in \texttt{EventML}. Informally, it states that \(\text{succ} \) is an injective function from \( L \) to \( L \), and that any element of \( L \) is accessible from any element of \( L \) via \(\text{succ} \). We also assume that each node in \( L \) eventually gets notified of its participation in the ring, and that no leader election request can be received before every node participating in the ring gets notified. Finally, we enforce that there can only be a single ring set up at each epoch. Note that some restrictions (such as the last one) are not necessary, and only here to simplify the verification task.

**State machine properties.** In addition to assumptions, one can assert propositions such as state machine properties. An obvious property of \( \text{Nbr} \) is that it can only produce positive epochs. This property is called an \textit{invariant} and can be stated in \texttt{EventML} as follows:

\begin{verbatim}
invariant pos\_epochs on (epoch,nbr) in Nbr == epoch >= 0 ;
\end{verbatim}

Given such a state machine property, \texttt{EventML} automatically generates the corresponding Logic of Events formula. Once loaded in \texttt{Nuprl}, we have built tactics that try to automatically prove such formulas. Our tactic specialized for proving invariants proves \texttt{pos\_epochs} automatically.

### 2.3 Docking to \texttt{Nuprl}

We can now dock to \texttt{Nuprl} and load \texttt{leader\_ring}. The \texttt{EventML} tool set contains a translator that generates for each of our \texttt{EventML} declarations a \texttt{Nuprl} term that expresses its semantic meaning. For example, let us consider what is generated on the \texttt{Nuprl} side for our main specification.

\textbf{Abstractions.} First of all, our translator generates the following parametrized \texttt{Nuprl} abstraction:

\begin{verbatim}
leader\_ring\_main(client;nodes;uid) ==
   leader\_ring\_ProposeReply(client;uid) || leader\_ring\_ChooseReply(uid)@nodes
\end{verbatim}

Note that \texttt{EventML} computes the necessary parameters: \texttt{ChooseReply} depends only on \texttt{uid}, while \texttt{ProposeReply} depends on \texttt{uid} and \texttt{client}. Because, in addition, our main specification mentions \texttt{nodes}, it depends on \texttt{nodes}, \texttt{uid}, and \texttt{client}.

\textbf{Well-formedness lemmas.} Then, our translator generates the following well-formedness (or typing) lemma:

\begin{verbatim}
∀[client:Id]. ∀[nodes:bag(Id)]. ∀[uid:Id → Z → Z]. (leader\_ring\_main(client;nodes;uid) ∈ EClass'(Id X Message))
\end{verbatim}
From Nuprl’s point of view, our main specification produces directed messages which are represented by pairs location/message of the form \((\text{loc}, \text{msg})\), representing instructions of the form “send message \text{msg} to \text{loc}” (\text{Id} and \text{Loc} are the same type).

**Programmability lemmas.** Another important lemma that our translator generates is the following lemma called \(\text{leader\_ring\_main\_programmable} \) which states that our main specification is implementable (or programmable):

\[
\forall \text{client:Id. } \forall \text{nodes:bag(Id). } \forall \text{uid:Id} \to \mathbb{Z} \to \mathbb{Z}. \\
\text{Programmable'}(\text{Id} \times \text{Message}; \text{leader\_ring\_main}(\text{client};\text{nodes};\text{uid}))
\]

**Extraction.** The Nuprl term \(\text{TERMOP}('\text{leader\_ring\_main\_programmable}:0,1:1,1:1)\) allows one to access the extract of the above programmability lemma. One can think of that term as a pointer to \(\text{leader\_ring\_main\_programmable}\)'s extract. It evaluates to a collection of distributed processes that implement \text{leader\_ring}. We can then wrap that extract in a Nuprl abstraction as follows:

\[
\text{leader\_ring\_extract}(\text{client};\text{nodes};\text{uid}) = \\
\text{TERMOP}('\text{leader\_ring\_main\_programmable}:0,1:1,1:1) \ \text{client} \ \text{nodes} \ \text{uid}
\]

This abstraction can then be exported and used in EventML. Its well-formedness lemma is trivially the following one:

\[
\forall \text{client:Id. } \forall \text{nodes:bag(Id). } \forall \text{uid:Id} \to \mathbb{Z}. \\
(\text{leader\_ring\_extract}(\text{client};\text{nodes};\text{uid}) \in \text{Programmable'}(\text{Id} \times \text{Message}; \text{leader\_ring\_main}(\text{client};\text{nodes};\text{uid})))
\]

By unfolding the definition of “programmability”, one can prove this other well-formedness lemma, which makes explicit that \text{leader\_ring\_extract} is a collection of distributed processes reacting to messages and producing directed messages (where \text{dataflow} is the type of processes):

\[
\forall \text{client:Id. } \forall \text{nodes:bag(Id). } \forall \text{uid:Id} \to \mathbb{Z}. \\
(\text{leader\_ring\_extract}(\text{client};\text{nodes};\text{uid}) \in \text{bag}('\text{Id} \times \text{dataflow(\text{Message};\text{bag}('\text{Id} \times \text{Message})))})
\]

**Standard assumptions.** In addition to such abstractions and lemmas, EventML generates various abstractions necessary to prove the correctness of a specification.

For example, EventML generates an instance of the following assumption: the output and internal events of a specification \(S\) can only be caused by \(S\), which can, e.g., be enforced using a message encryption mechanism. Let \text{leader\_ring\_message-constraint} be the instance of that assumption generated for \text{leader\_ring}. It assumes that output leader and internal propose events can only be caused by \text{leader\_ring}. Such assumptions are necessary to prove safety properties.

Similarly, to prove liveliness or non-blocking properties we assume that message delivery is reliable, meaning that if a distributed system produces a directed message of the form \((\text{loc}, \text{msg})\) then \text{loc} will eventually receive \text{msg}, causing an event to happen at location \text{loc}. Let \text{leader\_ring\_messages-delivered} be the instance of that assumption generated for \text{leader\_ring}.

**2.4 Cooperating with Nuprl to verify \text{leader\_ring}**

**Safety.** \text{leader\_ring}'s safety property can be stated in EventML as follows:

```plaintext
let safety - forall e1 e2 : Event. forall leader1 leader2 : Loc. forall epoch : Epoch. \\
leader\_input observes leader1 @ e1 / leader\_input observes leader2 @ e2 \\
=> leader1 = leader2
```

Assuming \text{uid\_inject} (defined in Sec. 2.1), \text{consistent\_conf} (defined in Sec. 2.2), \text{valid\_conf} (defined in Sec. 2.2), \text{ring\_setup} (defined in Sec. 2.2), and \text{leader\_ring\_message-constraint} (discussed in Sec. 2.3), we have proved in Nuprl that \text{safety} is true.
This property cannot be proved automatically by Nuprl, and requires several intermediate lemmas. One can then either harden the EventML specification with extra assertions, or directly work in Nuprl. As mentioned in Sec. 2.2, there are several advantages in stating them in EventML. (Note that currently, neither Nuprl nor EventML provide hints as to what to assert.) Once new assertions have been added to the EventML specification, it can be re-translated into Nuprl to replace the old one, which will not affect the already proved lemmas as long as the code itself does not change. Regarding leader, many such intermediate results were easy to prove thanks to the fact that we have used in our specification several abstractions about which a large number of lemmas have already been proved in Nuprl.

**Liveness.** To prove leader’s liveness property, we made a slightly stronger assumption than ring_setup: we also assumed that once an election has started, nodes will not be reconfigured until the election is finished. Let ring_setup' be the function that captures that property. Using ring_setup', leader’s liveness property can be stated in EventML as follows:

```
let liveness = for all e : Event. for all epoch : Epoch. for all L : Loc List.
  length L > 0 => ring_setup' epoch L
  => choose input observes epoch @ e => lmember (location e) L :: Loc
  => exists e' : Event. exists i : Loc.
  uid i = imax - list (map uid L) \ leader input observes (epoch, i) @ e'
```

We have proved that liveness is true under similar hypotheses as the ones used to prove safety. As mentioned above, an extra assumption we had to make is that messages are reliably delivered.

### 3 Related work

**Tempo.** Tempo’s approach is related to ours in the sense that it is a framework providing support to specify and run distributed systems, but also to interact with formal method tools, such as model checkers and theorem provers (such as PVS) in order to reason about such systems. Tempo is based on TIOA which itself is based on the IOA programming/specification language for describing asynchronous distributed systems as I/O automata. Although related to our approach, Tempo’s approach differs from ours in the sense that its language is non-standard in the programming language community, and to the best of our knowledge it does not support “two-way” collaborative development using theorem provers.

**TLA.** The TLA temporal logic is based on first-order logic and set theory, and “provides a mathematical foundation for describing systems”. TLA+ is a language for specifying systems described in TLA. TLAPS “is a platform for the development and mechanical verification of TLA+ proofs”. To validate proofs, TLAPS interacts with theorem provers (such as Zenon), proof assistants (such as Isabelle), SMT solvers, and decision procedures. However, TLAPS does not perform program synthesis.

**F*.** F* is a recent dependently-typed programming language that aims, among other things, at verifying protocols using types expressive enough to formalize and reason about security properties. Part of this expressivity comes from the use of dependent types and (ghost) refinement types (types refined by formulas). Ghost refinement types allow one to specify, among other things, cryptographic mechanisms that can be used to ensure security properties. F* features a type checker that collaborates with a SMT solver (Z3) to check the validity of logical formulas and generate proof terms. It is however unclear what level of involvement is required from programmers to interact with Z3 in order to ease type checking.

### 4 Conclusion and future work

This paper reports on a new “prover assisted” programming paradigm. It illustrates this paradigm using the EventML programming interface we have built and applied to the particular
task of writing correct distributed protocols. EventML interfaces with Nuprl to allow programmers to verify their protocols.

Nuprl is especially well-suited to develop distributed systems thanks to its implementation of the Logic of Events, but the ideas expressed in this paper are not restricted to distributed systems and Nuprl. If, say Coq, had an implementation of the Logic of Events, one could extend EventML to interface with Coq. Moreover, as long as they provide enough support and automation, other proof assistants might be more suitable for other kinds of programming. Ideally, EventML programmers would be able to choose among a variety of proof assistants and pick the one they know best or the one for which they can get some help from an expert.

We also plan on connecting EventML to other formal method tools such as SMT solvers and model checkers. More generally, any tool that could potentially help programmers gain some confidence in their code before tackling the task of verification is a good candidate.

We are also considering lightweight formal method tools such as more expressive type systems. For example, extending EventML with some forms of dependent types would move some of the verification from the proof assistant side to the programming language side. However, we want to keep a working balance between (semi-)automatic type inference and a small amount of explicit types necessary to perform type inference.

Finally, proof assistants are becoming more and more widely used in teaching formal methods, and we believe that tools such as EventML would provide a favorable entry point to using proof assistants.
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A EventML’s syntax and static semantics

A.1 Syntax

Core EventML. EventML’s syntax is based on Classic ML’s syntax and the Logic of Events [10, 12]. This section presents a core subset of EventML’s syntax called core EventML. We divide this presentation into two parts: Fig. 1(a) presents its ML part and Fig. 1(b) presents its Logic of Events part. In these two figures we write “∗” to indicate that x is optional. These brackets are not part of EventML’s syntax. For example, a program prog can either be a declaration, or a declaration followed by another program (it allows us to define recursive production rules).

Core EventML’s functional part. First, let us describe the functional part of core EventML. The set Op is a binary infix operator set: + and − are the usual addition and subtraction operators on integers; , is the list constructor; , is the list appending; < and > are the usual integer comparison operators; or and & are the Boolean operators “or” and “and”. We use round parentheses to build tuples. The expression let bind in exp allows one to locally bind identifiers (e.g., local functions). The expression \( \text{pat} \cdot \text{exp} \) is a lambda-expression. The types of expressions can be explicitly constrained as follows: \( \text{exp} : \text{ty} \). Similarly, patterns’ types can be constrained as follows: \( \text{pat} : \text{ty} \). The pattern _ is the wildcard pattern.

An EventML type can either be: a type variable \( \text{a} \), a type construction tyseq ptc (e.g., the integer list type Int List), a disjoint union type \( \text{ty}_1 + \text{ty}_2 \), a function type \( \text{ty}_1 \rightarrow \text{ty}_2 \), a product type \( \text{ty}_1 \times \text{ty}_2 \), or a parenthesized type (\( \text{ty} \)). The symbol ε is our internal notation for the empty type sequence. For example, formally, the integer type is the type construction (tyseq Int) where tyseq is the empty type sequence.

We impose the following syntactic restriction on binders: no identifier can occur twice in the atpat’s of a binder of the form vid atpat, · · · atpat = exp. Under this condition, a binder of the form vid pat, · · · pat = exp has the same meaning as vid = \( \text{\textbar pat}_0 \ldots \text{\textbar pat}_n \cdot \text{exp} \). The first form allows one to define functions without lambda expressions.

Core EventML’s logical part. Fig. 1(b) adds a few binary operators to the language. The operator
>>> corresponds to the delegation primitive combinator of the Logic of Events. This combinator allows processes to delegate tasks to sub-processes. The operator \( \| \) corresponds to the non-primitive parallel combinator of the Logic of Events. This combinator allows one to run two processes in parallel. The operator @ corresponds to the non-primitive “at” combinator of the Logic of Events. This combinator restricts the location at which processes are running. The operator before is an operator on events: \( exp_1 \) before \( exp_2 \) is true iff \( exp_1 \) is an event that occurs causally before the event \( exp_2 \). The two operators \( \land \) and \( \lor \) are the usual “and” and “or” operators on propositions. Fig. 4 also adds three forms of expressions. We use curly braces for bags, e.g., \{1; 2\} is a bag and is equal to the bag \{2; 1\} but not to the bag \{1; 2; 2\}. The Prior\( (exp) \) form corresponds to the “prior” primitive combinator of the Logic of Events. This combinator allows one to observe past events. In terms of computation, Prior\( (exp) \) produces values produced by \( exp \) in the past. The third production rule effectively allows one to write forms corresponding to both the simple (or non-recursive) and recursive composition combinators of the Logic of Events. The simple composition combinator allows one to combine the observations of a list of classes to form a new observation. For example, \texttt{leader} specified in Sec. 2.1 makes use of the simple composition combinator to define \texttt{ChooseReply} and \texttt{ProposeReply}. Given an observation \( \text{epoch},\text{nbr} \) made by \texttt{Nbr} at location \text{loc} and an observation \( \text{epoch}' \) made by \texttt{choose}'\texttt{input} at the same location, the event class \texttt{ChooseReply} observes either \( \texttt{propose}'\texttt{output} \text{nbr} \) \( \texttt{epoch},\text{uid} \text{loc} \) if \( \text{epoch} = \text{epoch}' \) and nothing otherwise. The expression \( \texttt{propose}'\texttt{output} \text{nbr} \) \( \text{epoch},\text{uid} \text{loc} \) has type \texttt{Inst}—which stands for “Instruction”—and can be seen as the instruction: “try to cause a \texttt{propose} event with value \( \text{epoch},\text{uid} \text{loc} \) at location \text{nbr}”, or the instruction “try send the proposition \( \text{epoch},\text{uid} \text{loc} \) to \text{nbr}”. The recursive composition combinators is similar to the simple one but in addition allows one to make use of prior observations of the combinator. For example, the event class \( \texttt{State1} \text{init} \text{upd} \texttt{cls} \) is defined as follows: \( \texttt{upd} \circ (\texttt{cls},\texttt{Prior}(\texttt{self})?((\\text{loc} \text{. init} \text{loc}))) \). This class specifies a collection of state machines (Moore machines) acting at different locations whose inputs are given by \( \texttt{cls} \), whose initial state are given by \text{init}, and whose transition function is \text{upd}. Expressions of the form \( \forall \text{vid} : \text{ty} . \text{exp} \) and \( \exists \text{vid} : \text{ty} . \text{exp} \) are the usual universally and existentially quantified statements. Finally, \( \text{exp}_1 \) \texttt{observes} \( \text{exp}_2 \) \( @ \) \( \text{exp}_3 \) is a proposition expressing that the class \( \text{exp}_1 \) observes \( \text{exp}_2 \) at event \( \text{exp}_3 \).

One can name a specification using a declaration of the form \texttt{specification vid}.

Protocols can be parametrized. For example, typically, one defines a protocol without committing to a specific location set. \texttt{EventML} does not provide a location constrctor, instead locations are always given by parameters such as: \texttt{parameter locs : Loc Bag}.

In \texttt{EventML} one can import \texttt{Nuprl} abstractions, stored in a library file (a snapshot of \texttt{Nuprl}'s library of abstractions, lemmas, and extracts), using \texttt{import} declarations. Many operations on lists (mapping, filtering, etc.), bags, integers, etc., are available, but also event classes such as state machines (necessary to define processes requiring memory), etc.

When specifying a protocol, one has to specify its interface, i.e., the kinds of messages its agents act upon or send. More abstractly, it corresponds to the kinds of events that can happen in the system. A message/event kind declaration consists of a status, an identifier and a type. An event can have one of these three statuses: \texttt{internal}, \texttt{input}, or \texttt{output}. The status differs as follows: a protocol should not cause input events and should not react to output events. For example, Sec. 2.1 declares the following interface: \texttt{input choose : Epoch}, which means that the agents of the specified system can cause, but not react to, \texttt{choose} events. Some information is associated with each event. For example, with each \texttt{choose} event is associated an epoch (from a more practical point of view, one can think of that information as the data of a message). To observe the information associated with each input and internal event, \texttt{EventML} declares
an “input” class, also called a base class, along with each input and internal declaration. Such base classes allow processes to react to the corresponding events. An “output” function is implicitly defined for each internal and output event declaration, in order to trigger such events. The names of such a bases classes ans functions are based on the identifier part of the corresponding event declaration.

Finally, a specification is an expression that can be declared as such as follows: main \( \text{exp} \). EventML generates programmability lemmas for such main declarations, from which Nuprl can synthesize code. A program extracted from the proof of such a programmability lemma satisfies (is an implementation of) the corresponding specification by construction.

A.2 Static semantics

This section presents EventML’s static semantics but does not define EventML’s dynamic semantics. One cannot evaluate an EventML specification. One has to first synthesize processes from a specification, and then to run these processes, one has to use any of our evaluators.

Note that our implemented type inferencer is constraint based, but this section presents EventML static semantics using a more “traditional” typing relation.

First, let us define the syntax of internal types. Internal types are similar to the external types defined in Fig. 1a. We do not distinguish between internal and external type constructor (postfix and infix). We reuse the type variables introduced in Fig. 1a, but we also introduce a new kind of type variables called equality type variables. The type variables introduced in Fig. 1a are now called non-equality type variables. One can substitute a non-equality type variable (in set \( \text{TyVar} \)) by any type. However, one can only substitute an equality type variable by a type on which equality is decidable (e.g., integers, Booleans, etc., but not functions—this is formally defined below). Internal types, type schemes, and type environments are defined as follows (we use angle brackets for tuples):

\[
\begin{align*}
ea & \in \text{EqTyVar} & \text{(equality type variables)} \\
\alpha & \in \text{ITyVar} \quad ::= \ a \mid ea \\
\tau & \in \text{ITySeq} \quad ::= \langle \tau_1, \ldots, \tau_n \rangle \\
\tau & \in \text{ITy} \quad ::= \alpha \mid \tau_1 \ ptc \ | \ \tau_1 \ itc \ \tau_2
\end{align*}
\]

Type schemes are subject to \( \alpha \)-conversion (equality type variables can only be renamed to equality type variables, and similarly for non-equality type variables). In type environments, we sometimes write: \( \tau \) for the type scheme \( \forall \emptyset. \tau \), and \( ptc \) for the internal type \( \langle \rangle \ ptc \).

Let \( \Gamma_1 + \Gamma_2 = \Gamma_2 \cup \{ \text{vid} \mapsto \Gamma_1(\text{vid}) \mid \text{vid} \in \text{dom}(\Gamma_1) \setminus \text{dom}(\Gamma_2) \} \) (this operator is used to type check expressions with binders such as lambda or let expressions). Let \( \Gamma_1 \cup \Gamma_2 \) be \( \Gamma_1 \cup \Gamma_2 \) if \( \Gamma_1 \cup \Gamma_2 \) is a function and undefined otherwise (this operator is used to type check patterns).

Let us define the “admits equality” predicate on internal type constructors and internal types. We start by defining this predicates on internal type constructors as follows:

\[
\begin{align*}
admitsEq(ptc) & \iff ptc \not\in \{\text{Class}, \text{Prop}, \text{Inst}\} \\
admitsEq(itc) & \iff itc \neq \rightarrow
\end{align*}
\]

A type constructor admits equality iff equality is decidable in that type. There is no equality decider for functions. Also, because classes are functions (from runs and events to bags of values), there is no equality decider for classes.

Let the “admits equality” predicate be defined on internal types as follows (by simple induction on the structure of its argument):
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Substitutions are applied to internal types as follows:

Let the closure of a type environment be defined as follows:

\[
\text{admitsEq}(\tau) \iff \left\{ \begin{array}{ll}
\tau = ea & \forall \tau = \overline{\tau} \ ptc \land \text{admitsEq}(ptc) \land \text{admitsEq}(\overline{\tau}) \\
\tau = \tau_1 \ i tc \ \tau_2 & \land \text{admitsEq}(ic t) \land \text{admitsEq}(\langle \tau_1, \tau_2 \rangle) \\
\end{array} \right.
\]

We define closures as follows (where \(\text{dom}\) is the usual domain operator on functions):

\[
\text{sub} \in \text{Sub} = \{ f \in \text{ITyVar} \to \text{ITy} \mid \forall \text{ea} \in \text{dom}(f). \text{admitsEq}(f(ea))\}
\]

Substitutions are applied to internal types as follows:

\[
\alpha[\text{sub}] = \begin{cases} 
\text{sub}(\alpha), \text{if } \alpha \in \text{dom(\text{sub})} \\
\alpha, \text{otherwise}
\end{cases}
\]

\[
(\langle \tau_1, \ldots, \tau_n \rangle \ ptc)[\text{sub}] = \langle \tau_1[\text{sub}], \ldots, \tau_n[\text{sub}] \rangle \ ptc
\]

\[
(\tau_1 \ i tc \ \tau_2)[\text{sub}] = \tau_1[\text{sub}] \ i tc \ \tau_2[\text{sub}]
\]

Type schemes are instantiated as follows:

\[
\tau \prec \forall \overline{\alpha}. \ \tau' \iff \exists \text{sub}. \ (\tau = \tau'[\text{sub}] \land \text{dom}(\text{sub}) = \overline{\alpha})
\]

We use this relation to provide the static semantics of identifier expressions and of binary

operators (see Fig. 2 below).

We compute the set of free type variables of internal types and type environments as follows:

\[
f v(\tau) = \{ \alpha \mid \alpha \text{ occurs in } \tau \} \quad \text{and} \quad f v(\Gamma) = \{ \alpha \mid \Gamma(\text{vid}) = \forall \overline{\alpha}. \ \tau \land \alpha \in f v(\tau) \setminus \overline{\alpha}\}
\]

Let the closure of a type environment be defined as follows:

\[
\text{clos}_\Gamma(\Gamma') = \{ \text{vid} \mapsto \forall(f v(\tau) \setminus f v(\Gamma)). \ \tau \mid \Gamma'(\text{vid}) = \tau\}
\]

We call closure of a type environment, the transformation of a type environment into a polymorphic one, i.e., whenever possible types are promoted to type schemes. In the above definition, we close the environment \(\Gamma'\) in the context of the type environment \(\Gamma\). We use this function to provide the static semantics of let expressions and let declarations (see Fig. 2 and Fig. 5 below).

Let \(\text{Gamma}\) be the following environment for binary operators:

\[
\begin{array}{lcl}
\{ + \} & \mapsto & \text{Int} \to \text{Int} \to \text{Int} \\
\{ - \} & \mapsto & \text{Int} \to \text{Int} \to \text{Int} \\
\{ = \} & \mapsto & \forall\{\text{ea}\}. \ e a \to e a \to \text{Bool} \\
\{ . \} & \mapsto & \forall\{a\}. \ a \to a \text{List} \to a \text{List} \\
\{ ++ \} & \mapsto & \forall\{a\}. \ a \text{List} \to a \text{List} \to a \text{List} \\
\{ < \} & \mapsto & \text{Int} \to \text{Int} \to \text{Bool} \\
\{ > \} & \mapsto & \text{Int} \to \text{Int} \to \text{Bool} \\
\{ or \} & \mapsto & \text{Bool} \to \text{Bool} \to \text{Bool} \\
\{ & \} & \mapsto & \text{Bool} \to \text{Bool} \to \text{Bool} \\
\{ @ \} & \mapsto & \forall\{a\}. \ a \text{Class} \to \text{Loc Bag} \to a \text{Class} \\
\{ | | \} & \mapsto & \forall\{a\}. \ a \text{Class} \to a \text{Class} \to a \text{Class} \\
\{ >>= \} & \mapsto & \forall\{a, a'\}. \ a \text{Class} \to (a \to a' \text{Class}) \to a' \text{Class} \\
\{ before \} & \mapsto & \text{Event} \to \text{Event} \to \text{Prop} \\
\{ / \} & \mapsto & \text{Prop} \to \text{Prop} \to \text{Prop} \\
\{ \backslash \} & \mapsto & \text{Prop} \to \text{Prop} \to \text{Prop}
\end{array}
\]
Figure 2 EventML's static semantics—expressions

\[
\begin{array}{llll}
\tau \triangleq \Gamma(\text{vid}) & b \in \{\text{true, false}\} & n : (\Gamma, \text{Int}) & \exp : (\Gamma, \tau), \ \text{ty} : \tau \\
\text{vid} : (\Gamma, \tau) & b : (\Gamma, \text{Bool}) & \text{nil} : (\Gamma, \text{List}) & \exp \sim \exp : (\Gamma, \text{Int}) \\
\exp_1 : (\Gamma, \tau_1) & \exp_2 : (\Gamma, \tau_2) & \exp_3 : (\Gamma, \tau_1) & \exp_1 \ \exp_2 : (\Gamma, \tau_2) \\
\text{if } \exp_1 \text{ then } \exp_2 \text{ else } \exp_3 : (\Gamma, \tau) & \exp_1 : (\Gamma, \tau_1) & \exp_2 : (\Gamma, \tau_2) & \exp_3 : (\Gamma, \tau_3) \\
\exp : (\Gamma, \tau) & \exp_1 : (\Gamma, \tau) & \exp_2 : (\Gamma, \tau) & \exp_3 : (\Gamma, \text{Event}) \\
\text{Prior(\exp)} : (\Gamma, \tau) & \exp_1 : (\Gamma, \tau) & \exp_2 : (\Gamma, \text{Prop}) & \exp_3 : (\Gamma, \text{Prop}) \\
\exp : (\Gamma, \text{Loc} \rightarrow \tau_1 \rightarrow \cdots \rightarrow \tau_{n+1}) & \exp : (\Gamma, \tau_1) & \forall i \in \{1, \ldots, n\}. \exp_i : (\Gamma, \tau_1) & \forall i \in \{1, \ldots, n\}. \exp_i : (\Gamma, \text{Prop}) \\
\forall i \in \{1, \ldots, n\}. \exp_i : (\Gamma, \tau_1) & \exp \circ (\exp_1, \ldots, \exp_n) : (\Gamma, \tau_1) & \forall i \in \{1, \ldots, n\}. \exp_i : (\Gamma, \tau_1) & \forall i \in \{1, \ldots, n\}. \exp_i : (\Gamma, \text{Prop}) \\
\text{forall vid : ty. } \exp : (\Gamma, \text{Prop}) & \forall i \in \{0, \ldots, n\}. \pat_i : (\Gamma_i, \tau_i) & \forall i \in \{0, \ldots, n\}. \pat_i : (\Gamma_i, \tau_i) & \forall i \in \{0, \ldots, n\}. \pat_i : (\Gamma_i, \tau_i) \\
\end{array}
\]

Figure 3 EventML's static semantics—patterns

\[
\begin{array}{llll}
\text{vid} : p \{\text{vid} \rightarrow \tau\}, \tau & \text{-} : p \{\}, \tau & \text{pat} : p \{\}, \tau & \text{pat} : p \{\}, \tau \\
\forall i \in \{0, \ldots, n\}. \pat_i : (\Gamma_i, \tau_i) & \forall i \in \{0, \ldots, n\}. \pat_i : (\Gamma_i, \tau_i) & \forall i \in \{0, \ldots, n\}. \pat_i : (\Gamma_i, \tau_i) & \forall i \in \{0, \ldots, n\}. \pat_i : (\Gamma_i, \tau_i) \\
\end{array}
\]

The only special case in the definition of this initial environment is the \(=\) case. In the case of the equality binary operator, we enforce that its arguments have to "admit equality" using an equality type variable \((ea)\) instead of a non-equality type variable \((a)\). This prevents from using the equality binary operator on, e.g., functions.

Let \(\Gamma\) lib be an environment that associates a type scheme with each abstraction declared in EventML’s library.

Finally, Fig. 2 presents the static semantics of EventML’s expressions. It defines the relation \((\exp : (\Gamma, \tau))\). Fig. 3 presents the static semantics of EventML’s patterns. It defines the relation \((\text{pat} : p (\Gamma, \tau))\). Fig. 4 presents the static semantics of EventML’s external types. It defines the relations \((\text{tyseq} : \tau\) and \((\text{ty} : \tau)\). Fig. 5 presents the static semantics of EventML’s bindings and declarations. It defines the relations \((x :_i (\Gamma, (\Gamma', \tau)))\) where \(x\) can either be a \(\text{hd}r\) or a \(\text{hd}rops\), and \((x :_d (\Gamma, \Gamma'))\) where \(x\) can either be a \(\text{hdr}\), or a \(\text{bind}\), or a \(\text{dec}\), or a \(\text{prog}\).

A piece of code \(\text{prog}\) is a valid EventML program iff there exists a type environment \(\Gamma\)
such that \textit{prog} : \textit{d} \langle \Gamma_{lib} + \Gamma_{op}, \Gamma \rangle can be derived from the rules presented in Fig. 2 to Fig. 5. The environment \( \Gamma \) is \textit{prog}'s static semantics. It corresponds to the well-formedness lemmas generated when interpreting EventML to Nuprl. We impose that \( \text{fv}(\Gamma) = \emptyset \).