Quadcopter See and Avoid Using a Fuzzy Controller
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Unmanned Aerial Vehicles (UAVs) are fast growing sector. Nowadays, the market offers numerous possibilities for off-the-shelf UAVs such as quadrotors. Until UAVs demonstrate advance capabilities such as autonomous collision they will be segregated and restricted to flight in controlled environments. This work presents a visual fuzzy servoing system for obstacle avoidance using UAVs. To accomplish this task we used the visual information from the front camera only. This image is processed off-board and the information is send to the Fuzzy Logic controller which then send commands to modify the orientation of the aircraft. Results from flight test are presented with a commercial off-the-shelf platform.

1. Introduction

In the last decade the number of aerial platforms in the market has been steadily increasing. Small UAVs such fixed-wing, helicopters, quadcopters, octocopters, etc are now available in many toy stores. They are cheap, easy to use and easily interfaced with most smartphones like the AR-Drone-Parrot. There are also more sophisticated models such as the ones offered by Ascending Technologies. The potential use in civilian tasks gives to these platforms the opportunity to become principal players for applications such as surveillance, monitoring, vigilance and inspection. Before their adoption in civil airspace the see and avoid problem-among others- must be addressed first. Some authors have proposed approaches to this problem.

There exist numerous control techniques for quadcopter control but particularly to our application, Soft-Computing techniques offer some advan-
tages such as model-free implementation (these techniques work well even when dynamic model to control is unknown) and easy controller tuning procedures. These advantages make these techniques an attractive approach for the researchers in the area of field robotics.

The paper is organised as follows. The visual algorithm that uses color detection to identify the obstacle to avoid, is presented in Section 2. The visual servoing approach using a heading controller developed with Fuzzy Logic, is described in Section 3. The behaviour of the controller in real tests with an AR.Drone-Parrot quadcopter are presented in Section 4. Finally, conclusions and future works are presented in Section 5.

2. Visual System

In order to get feedback of the environment, the front camera of the quadcopter is used. The visual information is sent to the ground station for visual processing, then the outcome of this processing is used for control purposes. The obstacle avoidance task using visual servoing is based on the idea of detecting the object to avoid, track it keeping it at the right or left side of the image until a maximum yaw angle is reached and the object is overtaken. We approach the problem of tracking by exploiting the colour characteristic of the target. The target used has a particular color (orange) that then is tracked on consecutive images. The Camshift algorithm is used to track a defined color on an image sequence. This process is deeply explained in6.

3. Fuzzy Controller

For the control of the aircraft we developed a controller that send yaw commands to the aircraft. This section describes this controller.

The controller is based on Fuzzy Logic and was implemented using the Miguel Olivares’ Fuzzy Software (MOFS). This software has been used in a wide range of control applications in aerial7 and mobile robots8. Detailed information of this software can be found in9. The yaw controller has two inputs and one output. The first input is angle between the quadcopters, the object to avoid and the right or the left side of the image, as shown in Figure1(a). The second input is the measure the evolution of this angle between the last two frames, as is shown in Figure1(b). The output of the controller is the desired yaw angle that the quadcopter need to turn to keep the object at the desired position, see Figure 1(c).
4. Results

Flight test were conducted using Parrot-AR.Drone platform. Communication routines were developed to send and receive information from the vehicle. A typical orange traffic cone was selected as the object to avoid. We used a VICON motion tracking system\textsuperscript{10} to record accurately the trajectory of the vehicle with the maximum precision. This information was used for 3D plotting, and no data was used for the control of the aircraft. As mentioned before in this paper, the only information used by the Yaw-controller is the visual information.

4.0.1. Quadcopter System

The quadcopter system used for this work is the commercial Parrot AR.Drone. This is a four-rotors aircraft with two cameras onboard, one at the front (forward-looking) which has been used in this work, and other at the bottom (downward-looking). The aircraft is connected to a ground station by a wi-fi connection. An extended explanation of this platform is presented in\textsuperscript{1}. Figure 2 shows the control loop diagram.

4.0.2. Flight Test

The flights test were performed with constant forward speed (constant pitch angle). No roll commands were sent during the experiments. The altitude was
set to a constant value of 0.8\,m and is was controlled by the internal altitude controller of the AR.Drone.

The position of the quadcopter is calibrated at the beginning of the test, being the initial position the point (0, 0, 0) meters. The obstacle to avoid is located in front of the initial position of the quadcopter at distance of 6 meters and at 1.1 meters from the floor (5, 0, 1.1) meters. Little variations of no more that 10 cm at the initial position of the quadcopter were observed during the executions of different tests. In the Figure 3 the 3D flight reconstruction is shown. These tests were made at the indoor flying laboratory at the Australian Research Centre for Aerospace Automation (ARCAA).

Once the quadrotor takes-off, it flies for 1 meter towards the obstacle in open loop. Then the control process is activated, and then during the next following 5 seconds the controller is sending commands to the aircraft. The image processing and control task are finished after the quadrotor reaches its maximum allowable yaw angle. After this point the aircraft will go forward without any yaw commands. The Figure 4 shows some images
captured from the onboard camera during the execution of this test. The Figure 4(a) shows when the motors have not been ignited. The Figure 4(b) shows the beginning of the test during the first meter without control. The Figures 4(c) and 4(d) shows two frames during the control process, and the Figure 4(e) shows when the quadrotor is overtaking the obstacle. A full video of the test can be found at \cite{11} and \cite{12}.
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\caption{Onboard images taken during the execution of the test. Figures 4(a) and 4(b) are previous to the control activation. Figures 4(c) and 4(d) are during the control process and Figure 4(e) is when the obstacle has been overtaken.}
\end{figure}

The behavior of the controller is represented in the Figure 5 which shows the evolution of the error during the test. The red line step represent the moment in which the image processing start. The measure of the step is 25 degrees, but at the moment when the step is applied the aircraft was looking at the opposite side increasing the step command to 35 degrees. To evaluate the behavior of the controller we use the error estimator of the root mean-square error (RMSE). The lower value this error estimator of \textit{RMSE} = 9.57 degrees. The quick response of the controller shown in this Figure corroborate the excellent behavior of the optimized-controller. The Video of this test can be found at \cite{13}.
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\caption{Evolution of the error during a real test.}
\end{figure}
5. Conclusions

This paper presented a micro-UAV visual servoing approach for see-and-avoid. A Fuzzy Logic controller has been developed to automatize the collision avoidance. This controller acts changing the heading of the aircraft, keeping the obstacle to avoid at the right side (or left) of the image until the object can be overtaken. Excellent results have been obtained in real tests using the commercial quadcopter AR.Drone-Parrot with a quick response and a low error estimation. We are in the process to extending this approach to 3D, adding altitude control. Also, we plan to study different optimization algorithms to improve the controller and reduce the RMSE.
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