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1 Item Development and Test Compilation

Philippp Sonnleitner, Monique Reichert, Sonja Ugen

1.1 Item Development

1.1.1 Conceptual Background

The major aim of the Épreuves Standardisées (ÉpStan) is to evaluate the national school system; that is, to provide information about whether students from primary and secondary schools have achieved key competencies at the level required for their successful participation in subsequent learning contexts—be it in their daily private or school-related lives.

Those key competencies are described in the so-called Bildungsstandards (educational standards), which are specified by the Luxembourg Ministry of Education and Vocational Training (MENFP) for the different school years (cycles) and subjects. The items that were developed for the ÉpStan are therefore linked to those educational standards and provide information about whether students from Luxembourgish schools have attained particular levels. For the item development process, this means that the items are thoroughly verified with respect to their link to the educational standards (in terms of their content and their difficulty).

The ÉpStan focuses on competencies that ensure an economic and highly standardized assessment. For this reason, all items that are developed are either in a closed format (i.e., multiple-choice, true-false, ordering or matching items) or they require short answers only. It should be noted that not all the competencies mentioned in the educational standards for a given subject are assessed by the ÉpStan: productive language skills, for instance, are not part of the evaluation. Including the evaluation of productive skills such as writing would indeed mean a considerable increase in the work load with respect to the elaboration of scoring criteria, the training of expert raters, and the (time-consuming) rating process itself (which requires an important number of expert raters). Currently, the ÉpStan competency tests are administered at the beginning of grade 1 (cycle 2.1), grade 3 (cycle 3.1), and grade 9 to assess the previous learning cycle (which typically corresponds to 2 school years). In grade 1, the ÉpStan assesses mathematics, Luxembourgish listening comprehension, and early literacy skills (in Luxembourgish). The tests in grade 3 encompass mathematics, German listening comprehension, and German reading comprehension. In grade 9, the tests include mathematics as well as German and French reading comprehension. Further, students and/or parents (depending on the grade) are asked to complete a questionnaire on their socio-economic and linguistic backgrounds—note that this is also the case in grade 7.
1.1.2 General Procedure and Organization

The item pool that is used for the compilation of the ÉpStan tests is developed in annual item-development cycles. The item development that was used to prepare the main ÉpStan test of the school year 2013-2014 will serve as a prototypical example. The item development begins a year prior to the main test (in autumn 2012) and lasts for a complete school year (until July 2013). To ensure strong test quality, items for each grade and subject are developed in teams consisting of researchers (members of the ÉpStan team), teachers actively teaching in the respective grades, and members of the MENFP. In this way, each interdisciplinary team regroups experts in the domains of psychometrics, test development, subject contents, the educational curriculum, and the reference documents.

The teams meet at regular intervals throughout the item-development process. At the beginning of the process, new team members receive training in item development (theory, processes, formats), information about the test design, and information about the ÉpStan in general. During the meetings, newly developed items are thoroughly discussed with respect to the target competency, difficulty level, adequacy with regard to the target population, and psychometric quality (e.g., standardized response format, unambiguous correct answer, or clearly formulated task). Items are modified until agreement about the items’ contents and their characteristics is achieved between all team members.

The finalized items are then pretested (in May\(^1\)) to each grade. To evaluate the pretest items, the same psychometric criteria are applied as were applied for the main test\(^2\) (see Section 2.2). Members of the ÉpStan team are present during the pretests in the schools to observe the reactions of the students as they take the tests and to monitor aspects such as the time needed to complete the items. After the pretest, the item development teams re-discuss the items on the basis of the empirical findings. Items with low psychometric qualities are analyzed in depth in terms of their contents and wording, the proposed correct responses, the distractors, and the items’ adequacy for the target population. Other adjustments concerning layout or timing issues (esp. for the tests that are administered via a CD) are discussed. If necessary, stimuli contents and/or item contents or their defining characteristics are revised or modified. Finalized items and their characteristics are introduced into the ÉpStan item database. The next step is the main test compilation described in Section 1.2.

Parallel to the item-development meetings, the ÉpStan team members who are responsible for item development meet on a regular basis in the so-called *Item*

---

\(^1\) Due to the steep developmental curve in grade 1, items for grade 1 are pretested at a different time in the item-development cycle.

\(^2\) On the pretest, the statistical procedures concerning the longitudinal anchoring are not taken into account.
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Development Council (IDC) to discuss the item-development processes, to peer-review the item contents, to examine the results, and to discuss scientific literature on item development. This process ensures that the different ÉpStan tests are developed according to the same quality standards.

1.1.3 Specifics of Item Development

Table 1 shows an overview of the number of items that were developed and pretested during the item-development cycle 2012-2013 per grade and per subject. The numbers of items dropped after the pretest were within acceptable ranges especially since, for most of these items, the cause of the problem could be identified and removed.

<table>
<thead>
<tr>
<th>Grade 1</th>
<th>Mathematics</th>
<th>Luxembourgish Listening Comprehension</th>
<th>Early Literacy Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>New items developed</td>
<td>35</td>
<td>23</td>
<td>28</td>
</tr>
<tr>
<td>Items on pretest</td>
<td>35</td>
<td>23</td>
<td>28</td>
</tr>
<tr>
<td>Items dismissed after pretest</td>
<td>-*</td>
<td>-*</td>
<td>-*</td>
</tr>
<tr>
<td>New items on main test</td>
<td>-*</td>
<td>-*</td>
<td>-*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Grade 3</th>
<th>Mathematics</th>
<th>German Listening Comprehension</th>
<th>German Reading Comprehension</th>
</tr>
</thead>
<tbody>
<tr>
<td>New items developed</td>
<td>13</td>
<td>36</td>
<td>51</td>
</tr>
<tr>
<td>Items on pretest</td>
<td>13</td>
<td>33</td>
<td>42</td>
</tr>
<tr>
<td>Items dismissed after pretest</td>
<td>2 (15%)</td>
<td>9 (27%)</td>
<td>3 (7%)</td>
</tr>
<tr>
<td>New items on main test</td>
<td>7</td>
<td>17</td>
<td>8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Grade 9</th>
<th>Mathematics</th>
<th>German Reading Comprehension</th>
<th>French Reading Comprehension</th>
</tr>
</thead>
<tbody>
<tr>
<td>New items developed</td>
<td>51</td>
<td>27</td>
<td>36</td>
</tr>
<tr>
<td>Items on pretest</td>
<td>51</td>
<td>27</td>
<td>34</td>
</tr>
<tr>
<td>Items dismissed after pretest</td>
<td>9 (18%)</td>
<td>4 (15%)</td>
<td>2 (6%)</td>
</tr>
<tr>
<td>New items on main test</td>
<td>22</td>
<td>12</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 1. Overview of the numbers of developed and pretested items during the item-development cycle 2012-2013 with respect to subjects and grades. *not yet applicable

1.1.3.1 Grade 1

Item development for grades 3 and 9 has followed the procedures described above since 2009. From 2014-2015 on, the ÉpStan will be extended to grade 1 to evaluate what the children have accomplished in preschool (at the beginning of grade 1). Therefore, grade-1 items were developed for the first time in 2012-2013 and pretested at the beginning of 2013-2014. Administering group tests at this young age presents an additional challenge. To select age-adapted item types that can be administered as a standardized group test, several small-scale and informal pilot studies were conducted. Compared to the other grades, the timeframe for the pretest was also adapted due to the highly dynamic cognitive development of this age group. Indeed, in grades 3 and 9, the pretest takes
place at the end of the school year. The pretest in grade 1, however, will be conducted at
the beginning of grade 1, right after the main test (from 2014-2015 onwards).

The grade-1 item-development groups developed tests for the domains of mathematics,
early literacy skills (in Luxembourgish), and Luxembourgish listening comprehension
based on the reference document published by the MENFP (2010). Special attention was
placed on developing mostly language-free instructions and on presenting the items in an
appealing way. Further, CDs were developed to present the language-test instructions
and items to guarantee a highly standardized test administration.

1.1.3.2 Grade 3
The grade-3 item-development groups developed tests for the domains of mathematics,
German listening comprehension, and German reading comprehension based on the
reference documents provided by the MENFP (2008a, 2010).

For mathematics, item development covers two content domains: (a) numbers and
operations, and (b) space and shape. Item development further covers two contexts
(applied vs. not applied). To keep the influence of reading comprehension at an absolute
minimum, special attention was paid to keeping the items mostly language-free.

For German reading comprehension as well as German listening comprehension, items
mainly address two sub-competencies: (a) locating and understanding (text-based)
information, and (b) interpreting written/oral information and applying reading/
listening strategies. For the listening comprehension test, a CD including the stimuli,
items, and test instructions was also developed.

1.1.3.3 Grade 9
The grade-9 item-development groups developed tests for the domains of mathematics,
German reading comprehension, and French reading comprehension.

The items developed for mathematics tackle four different domains (numbers and
operations, geometry, algebra, data) that are described in the reference document
provided by the MENFP (2008b, 2008b). Each of the developed items is qualified with
regard to the domain and the sub-competency it measures as well as with regard to its
difficulty by taking into account characteristics such as the minimum number of
calculations to be performed or the number of numerical units the student must integrate
to successfully solve the item.

As for grade 3, the developed items contain only a minimum amount of text.
Nevertheless, the subject of mathematics—although taught in German in primary
schools—is taught in French from the beginning of secondary school on, and students
might feel more or less able to solve the items from this domain in either French or
German. Therefore, the items are prepared in both German and French. During the test,
students can choose the test language for each item and also have access to both
versions. However, implementing this choice involves an additional work step for this group to thoroughly verify the translation equivalences of the mathematical items.

In both French and German, reading comprehension items mainly address 2 sub-competencies (a) locating text-based information and globally classifying texts and (b) analyzing and interpreting texts. The latter were deduced from the reference document provided by the MENFP (Kühn, 2008). The stimuli include continuous and discontinuous texts (at a ratio of 2 to 1).

1.1.4 Pretest Sample

In grade 1, 505 students from 32 classes participated in the pretest of the three tests that were newly developed.3

In grade 3, 276 students from 20 classes worked on the mathematics items, 240 students from 19 classes worked on the German reading comprehension items, and 255 students from 17 classes worked on the German listening comprehension items. Overall, a representative sample of students participated in the pretest, leading to a valid impression of the functionality of the newly developed items for grade 3.

In grade 9, 263 total students participated in the pretesting of the mathematics items from the three different school forms (ES: 116; EST: 59; EST-PREP: 88).4 For the German reading comprehension pretest, 260 students participated overall (ES: 110; EST: 66; EST-PREP: 84). For the pretest on French reading comprehension, 259 students participated overall (ES: 108; EST: 60; EST-PREP: 91).

Note that in grade 9, the ratio of students from the three school forms who took the pretest was not perfectly comparable to the ratio of students from those school forms within the complete Luxembourg school system. Subsequent discussions of the items’ difficulty estimates took into account this weakness with regard to the sample’s representativeness.

1.2 Test Compilation

1.2.1 General Procedure

Independent of grade and subject, the test compilation for the ÉpStan main test follows two steps. The first step (1) includes selecting from the existing item pool a certain number of appropriate items that fit a given statistical design for each test (see Table 2

---

3 As the pretest had just taken place when this document was submitted, we were not able report any information about the psychometric qualities of the grade-1 pretest items here.

4 ES: enseignement secondaire; EST: enseignement secondaire technique théorique et polyvalent; EST-PREP: enseignement secondaire technique préparatoire et pratique.
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for an example). For each of the ÉpStan tests, a specific test design was developed on the basis of the theoretical reference documents by the MENFP (see Section 1.1.3). This design guarantees that (a) for each subject, all tested competencies are equally represented on the test, (b) each test includes the entire range of theoretical difficulties, and (c) a sufficient number of items that were already administered in previous years is included. Especially the last criterion guarantees that a central aim of the ÉpStan—i.e., the comparison of the performance of different student cohorts—can be achieved since these so-called *anchor items* allow students’ performances to be directly linked across years. This step is usually done in close collaboration between the head of each item-development group and the psychometric experts on the ÉpStan team.

<table>
<thead>
<tr>
<th>Level I</th>
<th>Level II</th>
<th>Level III</th>
<th>Level IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Context A</td>
<td>Context B</td>
<td>Context A</td>
<td>Context B</td>
</tr>
<tr>
<td>Domain A</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Domain B</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

*Table 2.* Exemplary test framework defining the minimum number of items per domain, context, and level to be included in the main test to ensure psychometric quality.

As soon as the final set of items is selected, the second step (2) of test compilation begins with the composition of the paper-pencil-based test booklets for grade 3 and the different school-form-related versions for grade 9. Again, certain content-related criteria are followed when deciding on the sequence of the items. For each test booklet/version (a) relatively easy items are presented at the beginning to ensure motivation and to avoid early frustration among the students, and (b) item difficulty, response format, content, and assessed competency are alternated for the items that follow. After finalization of the tests, rigorous peer-review guarantees that these criteria are fulfilled. If content-based criteria cannot be fulfilled, an adaptation of the set of items chosen in step 1 is considered.

### 1.2.2 Specifics of Test Compilation

#### 1.2.2.1 Grade 3

In grade 3, the ÉpStan tests are assessed by means of paper-pencil-based test booklets. As the coding of the students’ answers is done by the teachers themselves, explicit coding instructions and coding booklets are developed together with the test booklets. Before going to print, the test booklets are designed and type-set by a professional illustrator. To ensure high quality, all documents have to pass through a multi-step proofreading process.

In mathematics, to address the higher number of different competencies and to obtain a more reliable picture of students’ mathematical abilities, assessment of these competencies is done with two different test booklets (representing 50 minutes of testing
time each) that are administered on two different days. The two test booklets together encompass approximately 70 items.

Compared to mathematics, German reading comprehension and German listening comprehension are assessed with one test booklet each on different days. Each test booklet encompasses approximately 40 items. Whereas the administration of the German reading comprehension test takes 50 minutes, the administration of the German listening comprehension test takes about 40 minutes. The administration of the latter is ensured by the accompanying CD, which includes not only the test content (stimuli and items) but also the test instructions themselves.

1.2.2.2 Grade 9
In grade 9, three different test versions are created. These three versions contain different proportions of easy, medium, and difficult items in order to adequately tackle the assumed competency level of different secondary school form populations. Hence, the EST-PREP version contains a higher number of level-1 items, whereas the ES version includes more level-4 items. The EST version, in comparison, includes a majority of level-2 and level-3 items. In addition, special attention is paid to items that serve as anchor items across the three test versions: These items (at least one third of all the items) are the same for two or three school forms and allow performances of students from the three school forms to be compared with each other. Within the sequence of all the items, these anchor items are presented in the same position on each test version to ensure the comparability of the yielded results. Note that grade 9 thus contains longitudinal anchor items (see Section 1.2.1) and anchor items across the three test versions.

The test administration in grade 9 is completely computer-based. In mathematics, students are allowed to choose the language of the test (German or French) and may also change the language throughout the test. Corresponding instructions regarding the test platform are given at the beginning of the test.
2 Data Processing, Analyses, and Reporting

Dalia Lorphelin, Ulrich Keller, Antoine Fischbach, Martin Brunner

2.1 Data Processing

2.1.1 Data Acquisition

2.1.1.1 Grades 3 and 7
In grades 3 and 7, data were collected using paper-and-pencil tests exclusively. In grade 3, students worked on test booklets, which teachers graded by marking the results on coding sheets. Additionally, students filled out student questionnaires and took home parent questionnaires to be filled out by their parents or guardians. In grade 7, students filled out only the student questionnaire.

The completed coding sheets, student questionnaires, and parent questionnaires were then sent back to the ÉpStan team by the teachers. The sheets were then scanned, and the information they contained was retrieved using optical mark and character recognition (through the Teleform forms processing application).

2.1.1.2 Grade 9
All tests were administered on the schools’ computers using the in-house Online Assessment System (OASYS; formerly labeled taoLE; Figure 1).

OASYS’s principal design goals were robustness, prevention of data loss, ease of use, multilingualism, and visual attractiveness. To ensure robustness and data integrity, the client software running in a web browser immediately sends each response given by a student to the central server and awaits the server’s confirmation that the response has been stored in the database. While the confirmation is pending, any additional responses given by the student are queued. If the confirmation times out, the client tries sending the response again. If this fails for a certain amount of time, the client assumes that it has been disconnected from the server and displays a message informing the student of the technical problem and providing directions to supervising school personnel about how to resolve the situation.

On the server side, the testing setup consists of two redundant web servers and two redundant database servers configured such that if one fails, the other will continue operating seamlessly.
2.1.2 Linking Student Data

In general, the links between students’ test IDs and their test data were established in the following manner:

- The ÉpStan team issued test IDs that were not yet linked to individual students.
- The test IDs were linked to students’ personally identifying information (PII) by the participating schools.
- Test IDs together with the PII were transmitted to the Luxembourg Ministry of Education and Vocational Training (MENFP).
- The MENFP matched unique IDs to the data received from schools. These were internal database IDs used in the MENFP’s student databases.
- Data containing test IDs, unique IDs, and additional information from the student databases, but no PII, were transmitted to the ÉpStan team.

Since the unique IDs remain unchanged over the course of a student’s school career (except for the transition from primary to secondary school), they can be used to build a pseudonymous longitudinal database that does not contain any PII.

The precise implementation of this scheme differed across grades:
• In grade 3, each class received a printed list with numeric test IDs. The same test IDs were printed on all test material (test booklets, coding sheets, and student and parent questionnaires). Teachers completed the list with the students’ PII, handed out the test material according to the list and, after testing, sent the list to the MENFP, keeping a copy for themselves. The unique ID added by the MENFP was the ELE_ID key from the SCOLARIA primary school database.

• In grade 7, the printed questionnaires’ first sheet contained a numeric test ID. Students filled in their PII and separated the first sheets from the rest of the questionnaires. The first sheets were sent to the MENFP, whereas the remaining sheets were sent to the ÉpStan team. The database key ELE_ID from the secondary school database fichier élève figured as the unique ID.

• In grade 9, schools were issued Excel files containing multiple worksheets, one for each class. Each worksheet contained a list of logins at the top, with empty columns for students’ PII. Below, a series of login sheets automatically incorporated the information added using cell references. The schools’ secretariats filled in the PII and printed out the login sheets, which were handed out to the students prior to testing. Each student thus received his or her own personal login, which was linked to his or her PII. The completed Excel files were sent to the MENFP via e-mail. As in grade 7, the ELE_ID from fichier élève was added as a unique ID.

2.1.3 Data Cleaning

2.1.3.1 Grades 3 and 7
After running optical mark and character recognition on the scanned questionnaires and coding sheets, the Teleform software required that an operator review and resolve all ambiguities (e.g., multiple tick marks where only one is expected). In addition, the data resulting from the coding sheets were checked for inconsistencies and the scanned documents were consulted to resolve any problems. A small amount of data that was missing because of a malfunction of the Teleform software was entered by hand.

2.1.3.2 Grade 9
All data were retrieved directly from the OASYS database server. No further data cleaning was required.

2.1.4 Scoring of Responses

All items were scored dichotomously, i.e., a response was considered to be either correct or incorrect.

In grade 3, no scoring of responses to competency test items was necessary as this had already been done by the teachers administering the tests. The reliability of teachers’
scoring was verified by re-scoring a substantial random sample of test booklets, which revealed a high degree of consistency ($K = 95.3$).

In grade 9, multiple-choice items were scored by comparing the correct response to the one given by the students.

For short answer items, where the correct response was always a number or a fraction, students’ responses were preprocessed before making this comparison by removing extraneous text such as white space, repetitions of the question, and units. Commas were replaced by dots (decimal separator). When the correct response was a fraction, students’ responses were converted to floating point numbers and compared with the correct response in the same format. Comparisons were tested for “near equality” to account for the inherent lack of precision of floating point representations. Test authors verified that all unique responses were correctly classified as correct or incorrect.

2.1.5 Construction of Socio-Economic Indicators

2.1.5.1 Grade 3
Students were asked to take home a parent questionnaire that asked for parents’ highest educational degree and occupation. Both questions were given in a multiple-choice format. For occupations, the choices were derived from the ISCO-88 classification and transformed into the ISEI-88 measure (see Ganzeboom, & Treiman, 1996). ISCO-08 could not be used as the necessary data were not yet available for Luxembourg.

2.1.5.2 Grades 7 and 9
Three socio-economic indicators were derived from students’ responses in the student questionnaire:

- Wealth is a measure of information about the number of certain items (cars, bathrooms, etc.) available at the students’ homes.

- Number of books is a single-item measure asking students to estimate the total number of books in their household excluding school books.

- ISEI-08 is a measure of occupational status derived from coding students’ responses regarding their parents’ occupations into the ISCO-08 classification (see Ganzeboom, 2010).
2.2 Test Scaling and Anchoring

Reporting the results of different tests on the same scale is essential for performing trend analyses (i.e., comparing pupils’ outcomes across time). In the following, we will provide a detailed description of the procedure applied to scale and longitudinally anchor the annually collected ÉpStan data.

Each year, two cohorts were considered:

- Cohort 1: the ongoing year’s data;
- Cohort 0: all the preceding years’ data (beginning with 2010);

and a five-step procedure (see Nagy & Neumann, 2010) was followed:

- Step 1: Rasch compliance
- Step 2: Descriptive DIF analysis
- Step 3: ETS DIF analysis
- Step 4: Sensitivity analysis
- Step 5: Final estimation of person parameters

2.2.1 Step 1: Rasch Compliance

In this first step, we selected a set of Rasch-compliant items for each test. Cohort 1’s data were scaled and items were freely calibrated (i.e., constraints were placed on cases; see Wu, Adams, Wilson, & Haldane, 2007). Only Rasch-compliant items (e.g., Bond & Fox, 2010; see also Gustafsson, 1980; Martin-Löf, 1974; Wright, Linacre, Gustafsson, & Martin-Löf, 1994) were kept in the models; that is

- items with a weighted MNSQ ≥ 0.8 and ≤ 1.2;
- items with a discrimination ≥ 0.25.

2.2.2 Step 2: Descriptive DIF Analysis

In Step 2, we graphically compared the item difficulties of potential anchor items—that is, items that were available in the data of both Cohort 1 and Cohort 0. To do so, the item difficulties for Cohort 1—as estimated in Step 1 (see Section 2.2.1)—were plotted against the item difficulties for Cohort 0 (Figure 2). A 95% confidence interval was computed for each item difficulty (estimate ± 1.96 se). This allowed for a quick
graphical evaluation of item robustness across cohorts and thus helped us to identify items that might show the problem of *differential item functioning* (DIF).

![Descriptive DIF analysis](image)

**Figure 2.** Descriptive DIF analysis exemplified for the 2012 Grade-9 French reading comprehension test, using the 2012 data as Cohort 1 and the pooled 2011 and 2010 data as Cohort 0.

For each test, a summary table (Table 3) regrouping all potential anchor items was produced.
Table 3. Summary table exemplified for the 2012 Grade-9 French reading comprehension test. code.1 = item code. id.content & id.irt = database identifiers for code.1. difficulty.1 & difficulty.2 = item difficulties in Cohort 1 and Cohort 0, respectively. se.1 & se.0 = standard errors of difficulty.1 and difficulty.0 estimates, respectively.

2.2.3 Step 3: ETS DIF Analysis

In this third step, an anchored data table was built and scaled. The resulting person parameters (WLE scores;Warm, 1989) were used to investigate DIF by applying a logistic regression. For the sake of clarity, a typical construction design is provided in Table 4.

Table 4. Typical construction design of an anchored data table exemplified for the 2012 tests, using the 2012 data as Cohort 1 and the pooled 2011 and 2010 data as Cohort 0. 9 = nonadministrated items. 0 & 1 = incorrect and correct answers (see Section 2.1.4), respectively.
A cohort indicator variable and person parameter estimates (WLE scores) were used to explain the log odds of giving a correct answer to a given item. More formally:

∀ potential anchor item \( j \), we have

\[
\logit \left( p(X_{ij} = 1) \right) = \beta_{0j} + \beta_{1j}wle_i + \beta_{2j} cohort_i + e_{ij} \quad \forall \text{ case } i
\]

with

\[
X_{ij} = \begin{cases} 
1 & \text{if case } i \text{ answers item } j \text{ correctly} \\
0 & \text{otherwise}
\end{cases}
\]

\[
cohort_i = \begin{cases} 
1 & \text{if case } i \in \text{cohort } 1 \\
0 & \text{if case } i \in \text{cohort } 0
\end{cases}
\]

\( \beta_{0j}, \beta_{1j}, \beta_{2j} \) are the regression coefficients indicating the relative effect of the corresponding variable

\( e_{ij} \) is the error term

The items were then classified according to the results of statistical hypothesis testing of the \( \beta_{2j} \) coefficient. Three disjointed sets were distinguished (see Nagy & Neumann, 2010):

- **ETS Type A:** DIF-free items,
  
  \( \beta_{2j} \) significantly different from 0.

- **ETS Type B:** items with moderate DIF,
  
  \( |\beta_{2j}| \) significantly lower than 0.4.

- **ETS Type C:** items with large DIF,
  
  not in category A or B

Another finer item classification was defined on the basis of \( \beta_{2j} \)'s absolute value:

\[
|\beta_{2j}| \leq c \text{ where } c \in \{ 0.1, 0.2, 0.3, 0.4 \}
\]

The above-mentioned analysis results were assembled into recapitulation tables. An example is provided in Table 5.
Table 5. DIF analysis from a logistic regression exemplified for the 2012 Grade-9 French reading comprehension test. 

2.2.4 Step 4: Sensitivity Analysis

Several anchoring scenarios were defined depending on the retained potential anchor items. Each possible scenario lay within the following exhaustive set

\[
S = \{ ETS \text{ type } A, \ ETS \text{ type } A \cup ETS \text{ type } B, \text{ all anchor items}, |\beta_{2j}| \leq 0.1, |\beta_{2j}| \leq 0.2, |\beta_{2j}| \leq 0.3, |\beta_{2j}| \leq 0.4 \}.
\]

If a potential anchor item was discarded in a given scenario, it was included as a virtual item in the anchored data table (Table 4). For the sake of comprehension, we will illustrate this procedure with a practical example:

Suppose Cohort 1 and Cohort 0 represent the 2012 and the pooled 2011 and 2010 data, respectively. There are three possible profiles for any potential anchor item (Table 6).
Table 6. Possible profiles for potential anchor items.

If Item 1—a profile-1 item—is not kept in the anchoring scenario, two possibilities can be distinguished:

- Item 1 was used in the final model for anchoring the 2011 and 2010 data. If this is the case, Item 1 is split into 2 virtual items: Item 1.1 and Item 1.0 (Table 7), where Item 1.1 is freely estimated and Item 1.0 is constrained.

<table>
<thead>
<tr>
<th></th>
<th>Item 1.1</th>
<th>Item 1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>0/1</td>
<td>9</td>
</tr>
<tr>
<td>2011</td>
<td>9</td>
<td>0/1</td>
</tr>
<tr>
<td>2010</td>
<td>9</td>
<td>0/1</td>
</tr>
</tbody>
</table>

Table 7. Scenario 1 exemplified for a profile-1 item.

- Item 1 was not used in the final model for anchoring the 2011 and 2010 data. If this is the case, Item 1 is split into 3 virtual items: Item 1.1, Item 1.0.1, and Item 1.0.0 (Table 8), where Item 1.1 is freely estimated, and Item 1.0.1 and Item 1.0.0 are constrained.

<table>
<thead>
<tr>
<th></th>
<th>Item 1.1</th>
<th>Item 1.0.1</th>
<th>Item 1.0.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>0/1</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>2011</td>
<td>9</td>
<td>0/1</td>
<td>9</td>
</tr>
<tr>
<td>2010</td>
<td>9</td>
<td>9</td>
<td>0/1</td>
</tr>
</tbody>
</table>

Table 8. Scenario 2 exemplified for a profile-1 item.

The same line of reasoning applies to profile-2 and profile-3 items (Table 6).

Following these rules, seven anchored data tables (Table 4) were built for each of the seven possible anchoring scenarios (Figure 3; see also Table 5) and scaled accordingly. At
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this stage, we needed to arbitrate and choose the optimal anchor item set to use. The rationale was to

- include a maximum number of anchor items, while
- ensuring that the mean differences remained robust—Cohen’s $d$ (1992) was calculated for each scenario—across the various invariance scenarios (Figure 3).

![sensitivity analysis](image)

**Figure 3.** Sensitivity analysis exemplified for the 2012 Grade-9 French reading comprehension test.

### 2.2.5 Step 5: Final Estimation of Person Parameters

Once the optimal anchor item set was fixed, we proceeded to the final estimation of the person parameters by scaling Cohort 1’s data (Table 9).

<table>
<thead>
<tr>
<th>Final anchor items</th>
<th>Remaining items (2012 test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>0/1/9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>anchor items</th>
<th>n</th>
<th>d</th>
<th>sensitivity analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>ets_a</td>
<td>6</td>
<td>0.07</td>
<td>coh1</td>
</tr>
<tr>
<td>ets_a_b</td>
<td>14</td>
<td>0.14</td>
<td>coh0</td>
</tr>
<tr>
<td>all</td>
<td>14</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>beta2_lt_pt_1</td>
<td>8</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>beta2_lt_pt_2</td>
<td>13</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>beta2_lt_pt_3</td>
<td>13</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>beta2_lt_pt_4</td>
<td>14</td>
<td>0.14</td>
<td></td>
</tr>
</tbody>
</table>

**Table 9.** Final estimation of the person parameters exemplified for the 2012 tests.

Importantly, for this final estimation, the final anchor item parameters were constrained (i.e., imported from the optimal anchoring scenario run; see Section 2.2.4), while all remaining items were freely calibrated.
2.3 Calculation of Cut Scores for Proficiency Levels

For each test, the items were regrouped by theoretically defined and empirically validated—during the pretests—proficiency levels (as defined in Section 1). Based on the item difficulties (as estimated in Section 2.2), an outlier-free median difficulty\(^5\) \(\tilde{b}\) was inferred for each level. This median difficulty served as the basis for the calculation of the cut score \(C_{S_{\text{level}}}\).

If students are attributed a specific proficiency level, this implies that they have mastered—with high probability—the majority of the items on this level. In line with the Programme for International Student Assessment (PISA; OECD, 2009, p. 300), this “high probability” is operationalized as 0.62. Hence, students are attributed a high proficiency level if they have a 62% chance of correctly answering the virtual test question located at \(\tilde{b}\). More formally, given the Rasch model, we have

\[
0.62 = \frac{e^{CS_{\text{level}} - \tilde{b}}}{1 + e^{CS_{\text{level}} - \tilde{b}}}
\]

the cut score \(CS_{\text{level}}\) can be derived as

\[
CS_{\text{level}} = \log(0.62) - \log(1 - 0.62) + \tilde{b}
\]

where

\(\tilde{b}\) is the level's outlier-free median difficulty

On the basis of the final anchored competency estimates (see Section 2.2, and more specifically Section 2.2.5) and the cut scores (as defined above), each student is attributed a proficiency level, and the population’s competency level distribution is inferred (Figure 4).\(^6\)

As the item pools increase each year, the actual cut scores inevitably shift a bit from year to year.\(^7\) However, this shifting entails that proficiency levels are then not truly comparable from one year to another, or alternatively that they must be readjusted backwards each year to ensure comparability across time. Neither of these two scenarios is appropriate for intelligibly communicating trends in student competencies, and this is the primary objective of proficiency levels. That is why the cut scores were fixed in the baseline cohort, that is, the pooled 2011 and 2010 cohorts.

\(^5\) For each level, the item difficulties are box-plotted. Outliers, which are items that are at least 1.5 times the interquartile range above the third or below the second quartile, are not considered so that the best possible measure of a midpoint can be determined.

\(^6\) Across all grade levels, test domains, and difficulty levels, the distance between two adjacent cut scores was 0.7 logits (range 0.4–1.1 logits) on average.

\(^7\) Across all grade levels, test domains, and difficulty levels, this shift is currently an average of 0.1 logits (range 0.0–0.3 logits), with lower stability at the extremes of the difficulty distribution.
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Figure 4. Proficiency levels exemplified for the 2012 Grade-9 French reading comprehension test.
2.4 Calculation of Expected Ranges (Fair Comparisons)

To enable educators to judge the performance of their school or class against groups of students with similar characteristics, we used student characteristics\(^8\) (see Figure 6) to compute so-called *expected ranges* of performance at the school and class levels. The expected ranges were calculated in the following way (see also Robitzsch, 2011):

Using a data set containing data from all students who took at least one test, missing data were multiply imputed under a linear mixed model using the software package pan (Zhao & Schafer, 2012) for the statistics environment R (R Core Team, 2012). 30 imputed data sets were created.

These imputed data sets were aggregated at the class or school level, respectively. The aggregation was done separately for each testing domain, including only cases that had non-imputed data for the respective domain.

Linear regression models were fit to each data set, regressing the aggregated performance on the aggregated student characteristics.

For each data set, the predicted (fitted) values were computed for each case (school or class). The expected range is a 90% confidence interval around the predicted values (combined across data sets). The confidence intervals incorporated measurement error, the regression model’s prediction error, and imputation error (error due to missing data).

The measurement error at the aggregate level for unit (school or class) \(j\) is given by

\[
s_{1j} = \frac{1}{n_j} \sum_{p=1}^{n_j} \text{SE}(\theta_{pj})^2,
\]

where \(n_j\) is the number of students with a non-imputed result in unit \(j\), and \(\text{SE}(\theta_{pj})\) is the standard error associated with the WLE score of student \(p\) in unit \(j\). This is combined with the prediction error for each imputed data set \(i\), \(\text{SE}(\gamma_{ij})\) to form the error of the expected result:

\[
s_{2ij} = \sqrt{s_{1j}^2 + \text{SE}(\gamma_{ij})^2}
\]

Combining across imputed data sets according to Schafer’s (1997; see also Little & Rubin, 1987) method, the within-imputation variance is obtained as

\(\text{SE}(\gamma_{ij})\)

---

\(8\) The student characteristics used are school form (implicitly), gender, languages spoken at home, immigration background, socio-economic background (HISEI, wealth index, number of books), birth year, and prior attendance at précoce, kindergarten, and primary school in Luxembourg.
\[ \overline{U_j} = \frac{1}{m} \sum_{i=1}^{m} \text{SE} (\gamma_{ij})^2, \]

the between-imputation variance as

\[ B_j = \frac{1}{m - 1} \sum_{i=1}^{m} (\gamma_{ij} - \overline{\gamma_j})^2 \]

and the total variance as

\[ T_j = \overline{U_j} + \left( 1 + \frac{1}{m} \right) B_j. \]

The expected range can now be calculated as

\[ (\overline{\gamma_j}) \pm 1.645 \cdot T_j. \]
2.5 Reporting the Results

2.5.1 Levels of Reporting

Reports were given at the four levels of the school system:

- National (system) level
- School level
- Class level
- Individual (student) level

The national report is published every three years and contains in-depth analyses, whereas results on the remaining levels are disseminated every year and contain the results of automated routine analyses.

2.5.2 Contents of School, Class, and Student Reports

At the school and class levels, the students’ results were summarized in the following way:

- Number and percentage of students who reached each competency level
- Distribution of competency scores (on the ÉpStan metric⁹; Figure 5)
- Mean and expected range of school/class compared to the national mean (Figure 6)
- Mean scale scores for questionnaire scales

For the secondary-school-level reports, these summaries were presented separately by test version (i.e., ES, EST, and PR).

At the class level, the figures displaying competency scores and competency levels represent each student by a circle that contains this student’s numeric ID (see Figure 5), which can be related back to the student’s identity by his or her teacher via the class lists (see Section 2.1.2).

---

⁹ To improve comprehension—and to avoid the reporting of potentially negative competency estimates—final WLE scores (see Section 2.2.5) were standardized to $M = 500$ and $SD = 100$ in the baseline year (i.e., 2010).
Students received one single-page report per test domain depicting their competency score in relation to the national mean and the cut-offs that define the competency levels (Figure 7). In addition, the competency level the student attained was given in a short text along with descriptions of these competency levels.
2.5.3 Dissemination of Reports

Hard copies of the national reports were distributed and were also freely downloadable from the ÉpStan and MENFP websites.

School-level reports were offered for download via the mySchool! online portal. All school presidents and inspectors (of primary schools) and principals (of secondary schools) were assigned unique logins to this platform through which they were offered the reports pertaining to their schools to download in a PDF format. For grade 9, hard copies of the school-level reports were distributed and were also e-mailed in PDF format upon request.

Class-level reports were offered for download via the mySchool! online portal. All teachers were assigned unique logins to this platform through which they were offered the reports pertaining to the classes and subjects they taught to download in a PDF format. This also included the student-level reports, which teachers were asked to print and hand out to their students.

In addition to the class and student reports, teachers could download documents containing detailed explanations and example items.

All documents contained a link to the ÉpStan website, which offers more in-depth information.
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