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Abstract

In distributed systems in which autonomous entities exchange information with each other, these entities have the freedom to provide incorrect information. This becomes especially relevant in scenarios where entities have incentives to do so, e.g., in peer-to-peer networks or volunteer computing systems. Cryptographic mechanisms can help to ensure data integrity and authenticity. However, while these mechanisms achieve a reliable transmission of information, they do not prevent the creation of incorrect information in the first place. Therefore, additional mechanisms are necessary to enable an entity to assess the correctness of acquired information.

In specific applications, the correctness of acquired information can be verified, or be assessed by means of plausibility checks. This is not possible in general, though. Often the explicit verification of information is infeasible, for instance due to high costs. In this thesis, we investigate different generic approaches to ensure the correctness of information without explicitly verifying it. More precisely, we propose three mechanisms, each of which is suitable for certain scenarios and tasks: a spot-checking mechanism that uses known facts to ensure the correctness of acquired information; an evidence-based trust model that learns – based on past experience – to exclusively select trustworthy sources; and a collusion detection algorithm that addresses the main threat to mechanisms that ensure the correctness of information by means of redundancy. The proposed mechanisms are validated, theoretically and/or experimentally, against plausible attack strategies of malicious sources. We show that our mechanisms are able to deal with different kinds of attack strategies, and that our trust model and the collusion detection algorithm successfully identify malicious sources.
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Chapter 1

Introduction

Enabled by the Internet, computing systems are becoming more and more distributed, and the entities taking part in the systems more and more autonomous. The correctness of exchanged information becomes an important issue for these systems. Faulty entities, and also entities with malicious intent, can provide incorrect information that has to be detected.

In computer networks, cryptographic mechanisms can ensure the authenticity and integrity of information that is sent from a node A to a node B. However, if A is not only the sender, but also the creator of the information, these mechanisms can generally not be used to ensure that A sends the correct information. Given the possibility that the sender has incentives to provide incorrect information, the receiver needs to verify the information. Unfortunately, in many distributed systems, an explicit verification of received information is too time-consuming, not feasible due to limited knowledge, or too costly. For instance, the latter is the case in volunteer computing systems (e.g., SETI@home [11]), a specific form of distributed computing:

In volunteer computing, a central server, the “master”, assigns small computational tasks to clients, the “workers”, which perform the computations and return their results to the master. Workers are private PCs that have been made available by their human owners, the volunteers. These volunteers want to contribute to the project for which the computations are performed; an example for such a project is the study of protein folding and related diseases [2]. The master has no control over the workers and so a worker’s code can be patched by a volunteer. As a consequence, workers might return incorrect results. This actually happened in practice due to programming errors in the patches [105], but also due to malicious intent [10]. Therefore, results have to be verified by the master. However, there is no efficient verification scheme for general computational tasks [65]. Also, the verification of a result through recomputation and comparison is not possible, because it is as costly as the computation of the result itself.

For this reason, mechanisms are required to ensure the correctness of received information without explicitly verifying it. There are two basic generic approaches to this problem: spot-checking and replication. In the first approach, as before, node A requests information from source B, and randomly checks some pieces of this information. Based on how correct the checked pieces of information are found to be, node A can attain probabilistic estimates of the correctness of the remaining information. In the second approach, that is replication, node A requests the same information from several randomly picked nodes $B_1, \ldots, B_n$. Assuming independence between these nodes and a low number of malicious nodes, the information that is returned by a majority or plurality of the nodes can be assumed to be correct.
CHAPTER 1. Introduction

The first goal of this thesis is to further the research on these two approaches. To this end, we first propose a mechanism that is based on the idea of spot-checking. The mechanism uses prepared challenges to check information sources, in particular in scenarios where even honest sources report information with an error rate greater than zero. In the case of the second idea (replication), we ask the question of how the independence assumption can be relaxed. For this purpose, we propose a mechanism that detects colluding behavior between information sources.

In addition to spot-checking and replication, humans use a very effective third approach, namely the trust they have in an information source. Once a human trusts in an information source, he assumes that information coming from that source is most probably correct. If a human encounters evidence for the untrustworthiness of an information source, the trust in that source is decreased. Since Marsh’s first attempt in 1994 [99], computer science research has made great efforts in formalizing trust as a computational concept. The second goal of this thesis is to re-examine the suitability of trust for an adoption to our problem. To this end, we first analyze to what extent the concept of trust is applicable to automated information acquisition. Motivated by this analysis, we propose a computational trust model and extend the spot-checking mechanism with this model. The trust model can be used to guide the selection of future information sources. Additionally, it helps to reduce the number of challenges that are needed to spot-check trusted sources.

In the remainder of this section, we first restate the overall research problem in a more formal manner. Besides this, we specify the objectives, the methodology, the requirements and the scope of our research. We then show in which concrete distributed systems the research problem actually appears. Afterwards, we summarize the contributions of this thesis. Finally, we provide the reader with the needed terminology and important notations, and describe how the thesis is organized.

1.1 Problem Statement and Objectives

Let an assertion (or piece of information) be a tuple \((Q, R)\) that consists of a request \(Q\) and a (corresponding) reply \(R\), where both \(Q\) and \(R\) are formulated in a language \(L\) with well-defined semantics. We call an assertion a fact, i.e., if the request \(Q\) is a question and the reply \(R\) contains all “correct” answers to this question, and only these – in other words, the reply is comprehensive and valid. What a correct answer to a question is depends on the semantics and shall not be addressed in this thesis. To give an example, the tuple \((5 + 7 = ?, 12)\) is a fact in a language that interprets “+” as regular addition, and 5, 7 and 12 as natural numbers in base ten.

Let \(F \subseteq L \times L\) be the set that contains all existing facts in \(L\). Furthermore, let \(v(x) : (L \times L) \rightarrow \{\text{true}, \text{false}\}\) be a function that states for any assertion whether it is a fact, i.e., whether it is contained in \(F\). We call \(v(x)\) an explicit verification function. As stated above, an explicit verification function is often too costly to be computed, or is unknown, because for instance it requires background knowledge that an entity does not have.

As shown in Figure 1.1, we look in this thesis at distributed information systems from the perspective of one entity, the “requester”, that repeatedly requests information from other entities, the “information providers” or “information sources”. To keep things simple, we ignore the requester’s role as an information provider, and the information providers’ roles as requesters. What is important is that the information providers are autonomous entities and some of them might have malicious intent towards the requester. To match this abstract perspective for instance to a P2P system, both the requester and the information sources would be peers; for a volunteer computing system, the requester would be the
1.1. Problem Statement and Objectives

The problem that we address in this thesis can now be stated as follows:

Requester A selects an information provider B, makes a request \( Q \) to B, and receives \( R \) as sent by B; given the possibility that B provides incorrect information, how can A ensure that \((Q, R)\) is a fact, without making use of an explicit verification function \( v(x) \)?

1.1.1 Objectives and Methodology

The mechanisms which we propose in this thesis, and that approach the problem as stated above, follow three design objectives:

- Minimize the overhead, that is, the ratio of acquired pieces of information to usable pieces of information – for the case of a trustworthy source.

- Maximize the accuracy in the estimates of the error rate of acquired information.

- Make the mechanisms robust against attack strategies of malicious sources.

Instead of optimizing all three criteria at the same time, the mechanisms that we present require trade-offs to be made. For example, in order to increase accuracy, the overhead has to be increased as well.

For the evaluation of the proposed mechanisms in terms of the above objectives, we use different methodologies. When appropriate, we provide a theoretical analysis to show under which circumstances and how far the mechanisms fulfill the objectives. To this end, we either mathematically prove that the claimed properties hold, or provide probabilistic analyses for them. For situations where a theoretical analysis is not adequate, for instance due to complex dynamics, the mechanisms are evaluated experimentally. To this end, we use simulations to measure the accuracy of our mechanisms, and to compare their robustness to that of other mechanisms that have been proposed in the literature. Details on which objectives are evaluated, and how this is done, are given at the respective points in the thesis.
1.1.2 Requirements

Any proposed mechanism has to fulfill two requirements:

- It has to be executable by a computer system without the help of human intervention.
- It must not use an explicit verification function \( v(x) \).

The first requirement is needed to make the solutions suitable for fully-automated processes such as is the case in many distributed systems; we make this clearer later in Section 2.4 where we show in which concrete application scenarios our abstract problem occurs. The second requirement makes the mechanisms generic and applicable to different applications. This is because we do not step down to the syntactic/semantic level of the specific language \( \mathcal{L} \).

1.1.3 Scope

To keep the scope of the thesis reasonable, we restrict the type of information to which our mechanisms are applicable, as follows:

1. The degree of truth of facts is binary, i.e., a reply \( R \) to a request \( Q \) is either correct or incorrect (and nothing in between). In other words, a verification function \( v(x) : (\mathcal{L} \times \mathcal{L}) \rightarrow \{ \text{true}, \text{false} \} \) for the information exists (see also Sect. 1.1).

2. The acquired information is objectively verifiable within the system, i.e., all members of the system would agree on \( v(x) \).

Examples of the type of information that fulfills these restrictions are the results of mathematical computations, for instance as they occur in volunteer computing systems. In theory, the result of a computational task is (1) either correct or not, and (2) objective. If in practice the original information has no binary degree of truth, an acceptance range can be defined within which a piece of information is considered to be correct.

As shown in Figure 1.1, the requester can choose from a set of information sources, which we denote by \( S \). Motivated by the volunteer computing scenario, we focus on situations in which all sources in \( S \) are able to reply to a request. In some other application scenarios such as file sharing, only a subset of \( S \) is able to reply to a specific request. Even though we do not explicitly address this case, the mechanisms proposed in this thesis would be applicable. Furthermore, we assume that sources always reply to requests. However, in the outlook of this thesis in Section 7.3.2, we describe an initial idea to deal with non-replying sources.

1.2 Contributions

In this thesis, we make contributions to three approaches to the stated problem, namely in the areas of spot-checking, computational trust and replication. We pay special attention to the possibility of malicious information sources that pursue their goals by using sophisticated strategies. In the following, we outline our main contributions in form of research questions. These questions are further detailed later in the respective chapters.
1.2. Contributions

1.2.1 Spot-Checking with Challenges (Chapter 3)

The idea of spot-checking can be applied in different ways. One way is to spot-check information sources from time to time and to blacklist them if they provide incorrect information too often (e.g., see Sarmenta [133]). Another approach is used in domains where information is allowed to have a certain error rate. There, spot-checking can be used to estimate the error rate of a set of acquired pieces of information. Such an approach has been proposed by Germain-Renaud and Monnier-Ragaigne [60]. For such domains, we suggest a mechanism that addresses the following question:

Q1: How may we apply spot-checking if the creation of spot checks at runtime is infeasible?

In this case the number of spot checks, which we call the challenges, has to be determined before a request is made, and so the following question arises:

Q2: What is the optimal number of challenges for a given number of real requests?

We show how to optimize the number of challenges in respect to the costs caused by (1) the incorrect information that goes undetected and (2) the preparation of the challenges.

Finally, we present a concrete application of spot-checking to an intrusion detection system. As an exception, we are not dealing with binary truth values in this case, but with real-valued estimates about the truth, which itself is still binary; for this scenario, we propose an alternative way of optimizing the number of challenges. In addition to this, we show how a deliberate composition of challenges from different types of challenges can be used to tune the configuration of the system.

1.2.2 Computational Trust in Information Sources (Chapter 4)

In this part of the thesis, we study the computational modeling of trust in information sources. In particular, we address the following questions:

Q3: What does it mean to “trust in an information source?”

Q4: What information can be used as evidence for a source’s trustworthiness?

Having done this, we develop an evidence-based trust model that is based on the spot-checking mechanism proposed in Chapter 3. This trust model provides an answer to the following question:

Q5: How may we build trust in an information source if we cannot directly verify the information acquired from it?

In this trust model, we explicitly model the uncertainty that is inherent in a trustworthiness assessment; we prove that it fulfills the two essential properties of uncertainty measures postulated by Wang and Singh [167]. Extending the idea of Quiz [185], we then show how to use trust to reduce the number of challenges. Most evidence-based trust models, and our model in particular, are parameterizable. Thus, the question arises of how to configure these models:

Q6: How may we systematically choose optimal parameters of evidence-based trust models?

To approach this question, we propose a tuning procedure for evidence-based trust models that is based on game-theoretic considerations, and apply this procedure to our trust model.
1.2.3 Replication (Chapter 5)

In redundant requesting, the same information is requested redundantly from several information sources. The replies that form a majority/plurality are believed to be correct. This belief is based on the assumptions that information sources act independently and that malicious sources are rare. However, in the scenarios considered here, information providers can communicate among themselves over the Internet without being observed. In addition to this, the Sybil attack enables an attacker to control a considerable number of sources. This makes collusion attacks feasible. In this attack, several information sources collectively return the same incorrect information. If they reach the required number of identical replies, their incorrect information is accepted. To counter this main weakness of redundant requesting, our research question is as follows:

Q7: How may we detect collusion attacks against redundancy with plurality voting?

To answer this question, we propose a collusion detection algorithm as an alternative to [138]. We evaluate the algorithm with respect to different attacker models, both theoretically and experimentally.

1.3 Organization

The thesis is organized as follows. In Chapter 2, we review existing approaches to the stated problem and point to application scenarios where the problem occurs. The next three chapters contain our main contributions:

- Chapter 3 introduces the probabilistic spot-checking mechanism.
- Chapter 4 presents the computational trust model and shows how to tune it.
- Chapter 5 proposes the collusion detection algorithm.

These chapters also contain the evaluations of the respective mechanisms. In Chapter 6, we put the thesis in the context of related work, and compare our contributions with each other. Finally, we draw conclusions and identify possible future work in Chapter 7.
Chapter 2

Background and State of the Art

In this chapter, we discuss directions that have been taken in various areas of computer science research to address the common problem of ensuring the correctness of acquired information. Following this, we point to concrete application scenarios where this problem occurs.

Organization In Section 2.1, we shortly summarize the historical development of those areas in computer science that deal with the issue of malicious or incompetent information sources. We introduce in Section 2.2 the ideas of fault and sabotage tolerance, and discuss the impact of the “Sybil attack” on these areas. In Section 2.3, we review the main approaches to the considered problem from various fields of computer science research. In Section 2.4, we point to application scenarios where the considered problem occurs, and finally introduce in Section 2.5 terminology and notations that are used in the remaining part of the thesis.

2.1 Historical Development

The emergence of the Internet has facilitated the immediate and automated exchange of information on a global scale. To secure exchanged information, the field of computer security has come up with solutions to the problems of authenticity and integrity of data. However, these solutions have not addressed the issue of the creation of incorrect information by malicious or faulty sources. This problem has been investigated in another discipline, distributed systems research, where “fault tolerance” has become a crucial characteristic. For distributed systems, initial solutions were proposed many years ago to tolerate conflicting information coming from faulty components. However, this area did not focus on the intentional and strategic behavior of malicious autonomous components. As the 21st century began, malicious behavior was encountered in concrete volunteer computing and P2P systems. This led to the development of the research field of sabotage tolerance, that is tolerance against malicious entities. Apart from this, the idea of using computational trust in the context of computer systems emerged and much research in this direction has been done since.

2.2 Fault and Sabotage Tolerance

Fault tolerance describes the ability of a system to tolerate the failure of some of its components. In distributed systems, fault tolerance is a crucial property with respect to reliability and dependability. To
be robust against data transmission errors, error detection and correction schemes such as checksums or error-correcting codes can be implemented. To tolerate failures of single computers, multiple machines can redundantly be deployed for the same task, so that the system tolerates some of them failing. This idea of redundancy can also be found in algorithms that address the issue of components that emit conflicting information. Below, we will first look at one fundamental algorithm of this kind. The algorithm addresses the case of failing components, but also of machines that have been compromised by adversaries with the aim of sabotaging the system; Sarmenta has coined the term “sabotage tolerance” [133] to name this kind of tolerance against adversaries. The impact of the Sybil attack on sabotage tolerance is discussed later.

2.2.1 Byzantine Fault Tolerance

In distributed systems, the malfunction of computers can lead to faulty information being sent to other computers. If the computers cannot tolerate the incorrect information, the whole system can destabilize and eventually crash. Lamport et al. [92] reformulate this problem as the one that a group of Byzantine generals faces when be sieging an enemy city. These generals, each of whom has set up camp with his troops somewhere outside the city, can communicate via messenger only. Their aim is to decide at some point in time on a common plan of action, e.g., to attack or to retreat. The messengers are assumed to be reliable and honest. However, there might be traitors among the generals. These traitors represent the malfunctioning or malicious components in a distributed system. A traitor might send different messages to different generals in such a way that eventually some of the generals decide to attack, and others to retreat. The consequence of such a disagreement would be that the whole Byzantine army is defeated. Lamport et al. allow any possible behavior of the traitors. In the literature, this kind of attacker is referred to as a “Byzantine adversary”. The Byzantine generals need a procedure that enables them to reach a common decision while tolerating a certain number of traitors. In their paper, Lamport et al. show that there is no such procedure if one third or more of the generals are traitors. For the case of $3m + 1$ generals, of whom at most $m$ are traitors, they propose an algorithm that solves the problem. This algorithm assumes that the messages are directly transferred from one general to another, but they do not have to be signed. For the case in which messages can be signed in a way that traitors cannot forge the signatures of loyal generals, the authors propose an algorithm that solves the problem for $m$ traitors and any number of generals. To summarize, these algorithms guarantee that in a distributed system, any conflicting commands that are sent out by a certain number of Byzantine adversaries can be tolerated. This is known as “Byzantine fault tolerance”.

2.2.2 The Sybil Attack

The Sybil attack [40] poses a serious threat to “open” systems like P2P or volunteer computing systems. In the Sybil attack, a single attacker generates a great number of fake identities for use in a single system. Without being observed, the attacker can control these identities to orchestrate a collective attack. This attack is possible whenever a fake identity cannot easily be distinguished from a real identity; for instance, in many file sharing systems one person can easily create several identities. Indeed, Douceur [40] has shown that to completely eliminate the attack, (centralized) trusted certification is needed. However, in many of today’s systems such an infrastructure is unwanted or not feasible, e.g., in P2P systems. Consequently, alternative approaches have been proposed that try to reduce the effectiveness of the attack [95]. The two basic ideas behind these approaches are:
• to make the creation of an identity costly, or

• to test whether there is a one-to-one relationship between machines and identities, and whether there is a human behind an identity.

To realize the first idea, one can for instance require for each identity to have installed some “trusted device”, which itself is costly and so prevents an attacker from creating a great number of identities. However, this also makes it costly for all regular users. To realize the second idea, “resource testing” can be used. In resource testing, one checks whether one identity is backed by the capacity of one machine; however, this was shown by Douceur to be ineffective at least theoretically. Also in practice, if the attacker uses botnets\(^1\), resource testing will not help. Therefore, in addition to resource testing, a check of whether a human is behind a machine is required. To this end, “Completely Automated Public Turing tests” (CAPTCHAs) [162] have been proposed. A CAPTCHA challenges an agent with a problem that can be easily solved by a human, but is too hard to be solved by a machine (in a short time); for example, the agent has to type a displayed word that is distorted in such a way that no algorithm could quickly recognize the word, but a human could. To make sure that each identity has a human and not a machine behind it, one can require a CAPTCHA to be solved for each creation. Note that in our context we do not want to challenge an information source with a CAPTCHA each time it provides a piece of information, because we are targeting completely automated systems. Therefore, a CAPTCHA could be requested for each creation of a new identity for an information source. Using this approach, a human could still create thousands of identities in a few hours, because a human can solve a CAPTCHA in a few seconds [31]. Besides, attacks on CAPTCHAs have been found [64, 179, 108]. Thus, it is worthwhile to explore alternative approaches. For instance, could an abnormal increase in the number of identities be seen as evidence for some attacker creating a great number of identities? To detect such a change would require global knowledge about the number of identities, which in general is not easy to obtain in these systems. Also, an attacker could counter this by slowly creating fake identities.\(^2\) Overall, we can conclude that despite a number of different approaches, the possibility of a Sybil attack cannot currently be ruled out.

The Sybil attack can serve as a starting point for launching further attacks. For instance, to attack the protocol from the last section that solves the Byzantine generals problem in the case without signed messages, an attacker could create a number of identities that makes up more than a third of all identities. Also in reputation systems, in which entities collectively decide about the trustworthiness of other entities, a large number of identities can be used to distort the real entities’ ratings, e.g., by self-promotion of the collaborating entities [71]. As we will discuss in Chapter 6, a trust model too can be affected by a large number of fake identities. Finally, all systems that rely on the assumption that only a small fraction of all sources are malicious, are vulnerable to the Sybil attack, because it provides a way of making this assumption incorrect. This includes for example systems that use majority or plurality voting (e.g., EigenTrust [81]). We will consider another such system in Chapter 5, and propose an algorithm that helps to detect larger fractions of attackers, for instance caused by the Sybil attack.

---

\(^1\) An attacker can use malicious software to take over private machines over the Internet, and utilize their capacities for his own purposes.

\(^2\) Actually this behavior is also encountered in port scanning, where attackers send only one packet a day, and so go undetected by many intrusion detection systems.
2.3 State of the Art: Ensuring Information Correctness

Several areas in computer science research are confronted with the problem of unreliable information. As a consequence, several approaches have been proposed to solve this problem. In the following we review what we consider to be the main ideas.

2.3.1 Spot-Checking

The idea of statistical sampling \[107\] is to randomly take samples from a population to estimate properties of the whole population. Spot-checking uses this technique to “spot-check” a service provider from time to time – without prior warning. In this way, the overall quality of service of a service provider can be assessed. To spot-check an information provider, information can be requested from time to time that is already known or that can be verified easily. If the information provider does not know which information will be checked by the requester, the spot checks can be used to learn about the expected quality of the provided information. In the domain of volunteer computing, several such approaches have been proposed \[133, 185, 60\]; in Section 6.1, we will explain these approaches in more detail, and compare them to our work. Spot-checking can also be used to check intermediate checkpoints that a source must pass through in order to formulate a final result \[41, 127\].

To apply statistical sampling to test information sources, certain assumptions have to be fulfilled. If the source is malicious, it will try to identify the spot checks and to respond to these better than to other requests. Therefore, spot checks have to be unidentifiable. This also implies that spot-checking is not done in a predictable way, e.g., every hour, because a source might exploit this knowledge. Besides, a source might be more competent in certain domains, and less competent in others. Thus, depending on the application, sampling has to be made in a context-sensitive fashion. Also, the quality of the information provided by a source might change over time. To reflect this, statistical sampling has to be time-sensitive, and for instance use forecasting techniques such as trend estimation.

2.3.2 Redundancy

A technique that is currently used in volunteer computing \[10\] is based on the idea of redundancy. We will call this technique “redundant requesting”; in the literature it is called “replication” or simply “redundancy”. A piece of information is redundantly requested from several sources that have been picked randomly from a set of potential sources. Only if all, or a majority, or a plurality, of the sources returns the same information, this information is accepted. As long as the probability of a source returning incorrect information is low, the probability that many sources return the same incorrect information is negligible. Redundant requesting is easy to implement and robust against many forms of malicious behavior of sources. Furthermore, it can be used in scenarios where spot checks are too expensive or not possible: In a sense, the sources check each other. However, the mechanism is based on the assumption that the sources are independent. As we will show in Chapter 5, redundant requesting is sensitive to colluding malicious sources, especially if they are numerous – the Sybil attack could be used to this end. Therefore, we propose a mechanism for collusion detection that helps to reduce this threat.

The idea of redundancy can also be used to test global knowledge via some Internet search engine.\[3\] One can use the count of occurrences that such a search engine displays to vote on alternatives. For example, a person wonders whether it is better to finish an email with “Best wishes” or with “Great wishes”. Google returns 25,000,000 and 17,700 hits respectively. So, the person might decide on the

\[3\]For the following experiments, we consulted the Google Inc. search engine on 12-28-2009.
first alternative. In another example, a person wants to know how to spell “neighbor”. Google returns around 45 million hits for “neighbor” and around 12 million hits for “neighbour”. However, which spelling is correct depends in this case on whether British or American English is intended. This shows that redundancy only works if there is an absolute truth, or one is interested in the “most common truth”. Another implicit requirement for redundant requesting is that the requests are truly made in parallel, because the underlying “truth” might change over time. So, in the same way as for spot-checking, redundancy is context- and time-sensitive. Finally, a crucial prerequisite for the applicability of redundancy is that errors in information are generally not positively correlated across the sources. To give an example, a majority of websites might copy incorrect information from the same source website. In this case, redundancy would most probably accept this incorrect information, unless it could trace back the information to its origin; an approach to log the provenance of information is discussed below in Section 2.3.3.3.

2.3.3 Trust and Reputation Systems

A very broad definition of “trust” is given by Diego Gambetta [59]:

“Trust (or, symmetrically, distrust) is a particular level of the subjective probability with which an agent assesses that another agent or group of agents will perform a particular action, both before he can monitor such action (or independently of his capacity ever to be able to monitor it) and in a context in which it affects his own action [...]”

The mentioned “action” can for instance be the provision of correct information. This definition then reflects the problem that we are facing, namely that the information cannot be checked for its correctness. Thus, “to trust” means that, given that a source is trustworthy, the information it provides can be believed to be correct. The problem is how one can know about the trustworthiness of a source. Below, we will discuss important approaches to assess the trustworthiness of autonomous entities.

Remark: The term “trust” is also used in the context of the “web of trust” (e.g., see [7]). Based on the assumption that trust is transitive in a certain manner, it can be used to build decentralized public key infrastructures (PKI). For instance, if entity A trusts entity B, and B trusts C, then A also trusts C. A PKI can be built along such chains of trust, which in turn helps to ensure data integrity and authenticity. Again, this does not solve the problem of the creation of incorrect information. In our case, we are therefore more concerned with the concept of evidence-based trust.

2.3.3.1 Evidence-Based Trust

Evidence-based trust is trust that is derived from past experiences with other entities. The first formal model in this direction was proposed by Marsh [99]. Since then, many other trust models have been proposed (for an overview see for instance [117, 12]). Their common idea is to distinguish between positive and negative experiences, and then to increase or decrease the trust in an entity respectively. How this is done in detail has to be specified by the trust model. For example, a trust model could classify an entity as trustworthy as long as only positive experiences with that entity have been had; it could also compute some numerical trust measure from the gathered evidence. Evidence-based trust can help to increase knowledge about other entities, and in particular about information sources. Simply put, if a trust model classifies an information source as trustworthy, it estimates that the source will provide correct information in the future as well. Because a trust model might incorrectly classify an
untrustworthy source as trustworthy, a certain risk is involved in believing the information provided by a “trustworthy” source. This implies that trust models have to be aware of untrustworthy sources that try to make the model classify them as trustworthy. Generally speaking, a trust model has to be robust against the manipulation strategies of malicious sources. In our case, another problem is caused by our assumption that the acquired information cannot be verified directly; this makes it hard to collect evidence: if one does not know whether the information that a source provided in the past was correct, one has no direct evidence about this source’s trustworthiness. In this thesis, we propose a trust model that addresses these two problems.

2.3.3.2 Reputation Systems

In reputation systems [125], several entities share information about the trustworthiness of other entities. This information can consist of direct experiences or complete trustworthiness assessments. The information that comes from a reputation system can then be used by single entities to make their trustworthiness assessments of others. The collaboration of entities can speed up the process of detecting malicious sources. Reputation systems have for instance been proposed to fight pollution in file sharing P2P systems [81, 177]. However, a reputation system itself can also be subject to attacks where sources try to promote their trustworthiness by making manipulative reports [71, 157]. Therefore, even for the reputation systems themselves, mechanisms for detecting untrustworthy sources are required.

2.3.3.3 Data Provenance and Data Trustworthiness

Another approach to ensuring the correctness of acquired data is based on combining data provenance with data trustworthiness [33], a rather novel field of research. In data provenance, the path of some data from its origin to its destination is traced, including all intermediate entities, and possible modifications. The data is then presented to a user together with the path(s) it has taken. Based on this, the user can use his knowledge about the trustworthiness of the different entities on the path to decide about the trustworthiness of the data itself. To help the user, a system could provide assistance by displaying knowledge about the trustworthiness of the sources taken for instance from a reputation system. Alternatively, the system could reply to a user’s query with the information that appears the most trustworthy.

A combination of data provenance and trust seems to be a promising approach for scenarios where multiple organizations exchange information with each other [19], or for the Semantic Web [39]. It aids in remembering which entity has originally created some piece of information, and which source modified the information, so that afterwards the knowledge about these sources can help in assessing the trustworthiness of the resulting data. However, to this end, the trustworthiness of the sources on the path has to be known. In our thesis, we address the isolated problem of how this trustworthiness can be assessed. Thus, our results are relevant to the approach of combining data provenance with trust. Data provenance on the other hand, is not applicable in many of the scenarios that we are targeting with our thesis. In volunteer computing, for instance, the information passes directly from a worker to the master; thus there is no potentially untrustworthy path that the information takes (the transfer over the Internet can be assumed to be reliable). In other systems, such as classical P2P file sharing systems, only the last information provider matters, which is why this thesis concerns itself with a simple information system as shown in Figure 1.1 (Sect. 1.1).
2.3.4 Plausibility Checking

Sometimes specific knowledge about the information that one wants to acquire can be used to efficiently check the plausibility of the information. Consider the example of a robot that requests the average temperature over the last hour from another robot, which is equipped with a temperature sensor. The requested robot reports a measured value of 400°C. However, the requesting robot knows that the sender’s maximal working temperature is at 45°C and that the reported value most probably would have caused it to fail, and making it (highly) implausible. So, a machine can for instance be given intervals outside of which values are implausible. In database systems, this can be done by defining basic semantic constraints that have to be satisfied by the data [116].

A field where plausibility can be used is that of wireless sensor networks. As mentioned in the introduction, the sensors are subject to attacks where for example someone holds a cigarette lighter close to a temperature sensor [165]. Also, the sensors can fail and report incorrect measurements. There have been a variety of approaches to counter this problem [114, 165, 24, 25]. For instance, the causal dependency between measurements of sensors that are close to each other can often be exploited to test the plausibility of the reported measurements. If a temperature sensor measures a very high temperature, and another sensor that is very close measures a much lower temperature, this could be an indicator of the fact that one sensor is reporting incorrect or manipulated information.

Also in the domain of software testing, specific knowledge can be used to efficiently check the results of a computation. Wasserman and Blum [168] proposed a means of checking the results of software at runtime. This becomes feasible through “simple-checkers”. A simple-checker tests certain properties of the computed output and recognizes errors with a very high probability. The idea is that the checking is much easier than the computation under test. As an example of a simple checker, they consider the task of sorting an array \( \vec{x} \). Sorting requires time \( \Omega(n \log n) \), but a specific simple checker can test the resulting array \( \vec{y} \) in linear time as follows. First check in linear time whether the elements of \( \vec{y} \) are in increasing order. Then check whether \( \vec{y} \) is a permutation of \( \vec{x} \); having modified the sorting algorithm such that it maintains pointers from the elements in \( \vec{x} \) to the elements in \( \vec{y} \), this can also be done in linear time. This technique can also be used in cases where a computation is outsourced to another autonomous entity. To reduce the complexity further, spot-checking can be used.

Clearly, the limitation of plausibility checking is that domain-specific knowledge has to be known. Therefore, it is not applicable to general types of information, as we require for our mechanisms.

2.3.5 Symbolic Approaches

In “multi-agent systems” [169, 175], the beliefs of an agent can be represented in form of a propositional belief base, that is as a set of logical propositions that the agent believes to be true. The research field of belief revision [58] is concerned with the question of how to integrate a new belief into an existing belief base. However, classical belief revision does not address the issue of the reliability of a source or an observation [52]. In fact, the new belief that has to be integrated is assumed to be correct or at least seen as more reliable than what is already in the belief base. More precisely, to maintain consistency, old beliefs can be dropped, but according to the AGM postulates [9], a new belief will always be part of the revised belief base. Clearly, if the belief that has to be integrated is a statement coming from a malicious or incompetent information source, this approach is not suitable. Another approach would be to accept new beliefs only if they do not conflict with the existing belief set. However, this approach does not address the case where the new belief is actually correct and there is some error in the belief base. In conclusion, as a first step, a proposition should be checked for correctness with some alternative technique, or the
trustworthiness of the source should be taken into consideration. If then the proposition was believed to be correct, it could be integrated into a belief base in a second step. Work in this direction has been done in the area of non-prioritized belief revision [69]. How the correctness of some piece of information, and in particular a proposition, can be assessed, is addressed in our thesis.

### 2.3.6 Incentive Compatibility

Instead of recognizing incorrect information, one can try to prevent its creation in the first place. This concerns the case of malicious information sources that intentionally provide incorrect information. If a malicious source is rational, it will do so only if it can expect to get some utility out of it. Incentive-compatible mechanisms try to reduce this utility by giving incentives to act honestly. The precondition for this is that the utility function of the malicious sources is known, and that it is generally possible to provide incentives which will have an impact on this utility function. In some domains like electronic commerce or commercial P2P computing where monetary incentives can be provided, such mechanisms are promising (e.g. [80, 65, 181]). However, these mechanisms are not applicable if a malicious source has its highest utility if the utility of the other entities in the system is minimized; imagine a source that provides incorrect information just because it enjoys sabotaging the system. Also, in volunteer computing or file sharing systems, it is not clear what suitable incentives could be.

### 2.3.7 Encrypted Computation and Code Obfuscation

As mentioned in the introduction, malicious workers that return incorrect results pose a serious threat to the reliability of (volunteer) distributed computing systems. As a consequence, several mechanisms have been proposed in the literature that address the problem of result checking. A closer look at this field of research is taken in the section on related work (Sect. 6.1), where we compare the proposed mechanisms to ours. At this point, we mention approaches that take a slightly different view of the problem of incorrect results than ours. The aim of these approaches is to make it infeasible for a malicious host to modify the result computation code in a purposeful way. Two of these approaches are encrypted computation and obfuscation (for a more detailed description see for instance Appendix B in [132]). In encrypted computation, the requester encrypts the original function of interest \( f \) with some encryption scheme \( E \) to give \( E(f) \). The encrypted function is then transferred to a worker, who is expected to apply it to some input \( x \). After the computation, the worker returns the result, which is \( E(f(x)) \), to the requester. The requester finally applies the corresponding decryption function \( E^{-1} \) to the result, and finds \( f(x) \).

Consider the following illustrative though naive example, where \( k \) denotes an integer constant:

\[
f(x) = e^x, \quad (2.1)
\]

\[
E_k(f(x)) = f(x) + k, \quad (2.2)
\]

\[
E_k^{-1}(g(x)) = g(x) - k. \quad (2.3)
\]

Here the encryption function simply adds some integer to the original function. For decrypting the result, the same integer has to be subtracted. To provide more privacy, the requester can use additional techniques such as homomorphic encryption that allow the input also to be processed in encrypted form.

The idea of obfuscation is to transform the original program code into equivalent code that is very hard to understand. Many different code transformations can be applied; to give a very simple example,
irrelevant code can be added or bogus data dependencies can be introduced. It is important that these transformations make it hard for humans and also for algorithms to “deobfuscate” the code.

Both encrypted computation and obfuscation make it hard for an attacker to modify the code in a reasonable way. However, they do not prevent a malicious host from computing the correct results, but still returning incorrect results, e.g., random results. To this end, checksums and watermarking techniques can be inserted into the code such that certain patterns appear in a correct result. The checksums or watermarks have to be easy to check. While encrypted computation generates a large overhead and is currently limited to specific computations, obfuscation cannot easily been proven to be secure. According to Sarmenta [132], a composition of different techniques from this area might provide a final solution. Since these techniques are limited to result checking, we consider more generic approaches in our work instead.

2.3.8 Inherent Fault and Sabotage Tolerance

There is evidence that specific types of parallel algorithms have the property of inherently tolerating a certain number of incorrect and/or dropped results. For the latter, Gonzales et al. [67] provided first evidence that, in the context of volunteer computing, this is actually the case for the use of genetic algorithms. A genetic algorithm is a stochastic optimization technique that is inspired by the process of natural selection (see also [73, 63]). It starts with an initial population of individuals whose parameters can be set randomly. By means of selection, reproduction and mutation the population evolves over several generations, and optimizes itself with respect to a fixed fitness function. The algorithm usually stops if either the individuals cease to improve, or a maximum number of generations is reached. The fact that the search is performed with several individuals reduces the probability of getting trapped in local maxima [63]; but it also lets several parallel search threads interact with each other [129, p. 116]. A genetic algorithm is well-suited for parallel execution, because each computation of the fitness function, which is usually the most costly part, can be run on a separate machine; the only point where synchronization has to take place is when all individuals of one generation have finished their fitness computation. It is apparently the case that a certain number of dropped results can be tolerated. It can also be conjectured that errors could be tolerated, because in a subsequent generation these errors are likely to be canceled out. However, the robustness of genetic algorithms in the face of orchestrated attacks, and of large fractions of malicious workers, seems to be an open issue in research. A collective of workers could for instance try to direct the genetic algorithm towards a bogus maximum of the fitness function.

2.4 Problem Scenarios

In many distributed information systems, autonomous entities create or modify information that is later accessed and used by other entities in the system. How these distributed information systems are configured, and how the abstract problem that we have defined in the previous section appears there, is detailed in the following by giving illustrative example scenarios. For many of these scenarios, we point to the incentives that entities have to intentionally provide incorrect information.

Volunteer Computing A volunteer computing system [132] is a centralized distributed computing system to perform large-scale parallel computations. As already mentioned in the first part of the introduction, voluntarily participating people offer the resources of their private PCs, the “workers”, usually in form of idle CPU cycles. Compared to the high acquisition and maintenance costs of centralized su-
percomputers, volunteer computing is very low-priced. This is one of the reasons why the concept has become very successful and numerous projects have been launched (e.g., [3, 1, 15, 132, 11, 2, 4]). However, the drawback of using private PCs is that they might return incorrect results because they fail due to overclocking or software errors [105, 156], or because of malicious intent [10], e.g., because the workers want to harm the master, or because they want to save resources (e.g., by returning random results). One of the incentives for volunteers to cheat in SETI@home has been to improve their position in the ranking that is published by the system and that shows how much a volunteer has contributed [105]. Removing this ranking is not a solution since it would also affect the incentives of many volunteers to participate. Alternatively, for specific computations, “simple-checkers” can be used to verify results in an efficient manner [168]. Unfortunately, no such mechanism is known for general computations [65]. This shows the need for efficient and generic mechanisms that check results for correctness. Although this thesis approaches the problem from a more abstract perspective, the evaluations of our mechanisms are applicable to the conditions in the scenario of volunteer computing.

**File Sharing** Peer-to-peer (P2P) systems can be defined as distributed computer systems where autonomous nodes (“peers”) share distributed computer resources such as content, storage or computing power [103]. File sharing is a well-known class of P2P systems that enables its peers to exchange digitally-stored information, such as audio or video files. Nowadays, it accounts for the largest part of Internet traffic [183]. In [134], Saroiu et al. analyze two popular file sharing systems. One of their findings is that "peers tend to deliberately misreport information if there is an incentive to do so". They suggest that future systems need mechanisms to directly measure and verify reported information. Certain types of information can directly be verified. For instance, the reported bandwidth of a peer can be checked against its actual download speed. However, if information cannot be directly verified, mechanisms are needed that check information correctness in alternative ways. Examples for this kind of information are incorrectly labeled music files, which cannot easily be uncovered by machines. This fact is exploited by the pollution attack [96] where damaged files are inserted into the system and then spread among the peers. The reason for this attack is that the music industry wants to distract people from illegally downloading copyrighted material; here, the music industry has monetary incentives to carry out this attack. The authors of [96] showed that in KaZaa more than 50% of the copies of many popular files were actually “polluted”. There are two ways in which a file can be polluted; either the content itself is damaged (content pollution) or the description of the file does not match the content (metadata pollution). The second attack especially cannot be easily discovered by a computer without human help, because a computer does not in general know what, for example, a file named “J. S. Bach - Johannes Passion” should sound like.

**Wireless Ad Hoc Networks** A Wireless Ad Hoc Network [158] is a network consisting of autonomous wireless nodes that collaboratively organize routing infrastructure in an ad hoc manner. The efficiency and fairness of these networks in terms of throughput depends heavily on the correctness of exchanged routing information. There is an incentive to manipulate this information, because nodes are limited in battery power [139] and so try to minimize their own battery consumption. Thus, a node $A$ could for instance misreport to its neighbor $B$ that a certain node $C$ is not reachable from $A$, in order to cause $B$ to use an alternative route.

**Wireless Sensor Networks** A Wireless Sensor Network (WSN) [8] is a network that consists of wireless nodes that are equipped with sensors. The nodes are spatially distributed so that the sensors cover
a certain area in which they can measure environmental conditions such as temperature, humidity or pressure [8]. The measurement data is transferred over multiple hops to a base station. In these networks, the sensors might be subject to attacks. Wagner [165] gives the example of a network consisting of sensors that measure the temperature in different rooms of a building; the average temperature of all sensors is used to regulate the central air conditioning unit. Now, assume that there is a person that wants the temperature in his room to decrease. This person can attack the system by holding a lighted match close to a sensor, which will cause the sensor to report an erroneous room temperature; as a consequence, and in line with the attacker’s goal, the average measured temperature increases and the air conditioning unit will decrease the temperature in all rooms. This shows the need for checking information reported by the sensors.

**Web services**  A Web service is a “software system designed to support interoperable machine-to-machine interaction over a network” [5]. To give an example, a Web service could offer the multiplication of large matrices. In general, information that is provided by a Web service can be incorrect. As in the example of matrix multiplication, the requesting machine does not want to explicitly verify the results. To this end, mechanisms are required that help the requester machine to efficiently check the information.

From a more general point of view, a Web service can be seen as a consultant that advises a client. For this scenario, we showed in [143] that there are actually situations where consultants have incentives to be ill-informed, and thus to provide information which is not sufficiently checked for correctness. How strong these incentives are depends among other things on the fraction of ill-informed consultants among all consultants, and the importance that a client attaches to the consultant’s reputation and price respectively.

**Public Knowledge Stores**  Wikipedia [6] is a well-known system that enables humans to share public knowledge over the World Wide Web. Because no semantics are annotated, machines are not able to process the information on a semantic level. However, the proposed Semantic Web [18, 136] makes information on the web processable by machines. Also, a provision of such information by means of distributed hash tables (e.g., [118, 153, 128, 184]) is imaginable. The peculiarity of public knowledge systems in this vision is that no trusted entity could guarantee the correctness of the available knowledge. However, without such a guarantee, autonomous data processing could not rely on information coming from these systems. This would especially be the case in the presence of malicious participants that try to manipulate the systems. Humans would be necessary to manually check the correctness of the information. For large systems however this would not be feasible. Thus, when making public knowledge systems usable for automated data processing, one key issue will be to provide mechanisms that can check whether the provided knowledge is correct.

### 2.5 Terminology and Notations

#### 2.5.1 Basic Classification of Information Sources

In the main part of the thesis, we consider a basic classification of information sources by two basic characteristics, their *attitude* towards the requester and their *competence*. The attitude of an information provider can be *honest* or *malicious*. Honest information providers exclusively provide information that they believe to be comprehensive and valid with respect to the request; to be more formal, if the request is \( Q \), then they always provide \( R \), while believing that \((Q, R)\) is a fact. Malicious information providers
Table 2.1: Basic classification of information sources.

<table>
<thead>
<tr>
<th>Attitude</th>
<th>Competence</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>honest</td>
<td>high</td>
<td>trustworthy</td>
</tr>
<tr>
<td>honest</td>
<td>low</td>
<td>unreliable</td>
</tr>
<tr>
<td>malicious</td>
<td>high</td>
<td>untrustworthy</td>
</tr>
<tr>
<td>malicious</td>
<td>low</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2.2: Confusion matrix

<table>
<thead>
<tr>
<th>actual class</th>
<th>classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>true positive</td>
</tr>
<tr>
<td>-</td>
<td>false positive</td>
</tr>
<tr>
<td></td>
<td>- false negative</td>
</tr>
<tr>
<td></td>
<td>true negative</td>
</tr>
</tbody>
</table>

In contrast provide as well information they believe to be incorrect or incomplete. The competence of an information provider can be high or low. By competence we refer to the ability to make sure that the provided information is comprehensive and valid. In other words, a competent information provider is more often correct in his beliefs about facts. Table 2.1 shows the four resulting classes of information providers. Clearly, the ideal information source is a trustworthy information provider. Unreliable or untrustworthy information providers should be avoided. The difference between these two types is that an unreliable information provider is not aware of his incompetence and so unintentionally provides incorrect information, whereas an untrustworthy information provider intentionally provides incorrect information but at the same time tries to stay undetected. As a consequence an untrustworthy information provider is in general harder to identify. Finally, there is a fourth class of information providers, namely those that are both malicious and incompetent. Since they are not able to appear competent they should not be able to successfully pretend to be trustworthy. Therefore, the main focus of our work is on the first three classes of information sources. In Section 4.1.3, we take a closer look at the attitudes and competences of information providers.

2.5.2 Notations

For probabilities, we use Jaynes’ notations [77]: capital letters for random variables, and small letters for numerical values of the respective random variables. For example, $X$ denotes a random variable, and $p(x)$ is short for $p(X = x)$. Analogously, we write capital $P$ to denote discrete probability distributions, e.g., $P(X)$; we use lowercase $p$ for single probabilities, e.g., $p(x)$. For continuous distributions, we use lower case function symbols, e.g., $f(x)$.

To denote a set of values $\{x_1, \ldots, x_k\}$, we use the notation $\{x_i\}_k^1$ or short $\{x_i\}_i$; analogously we write $(x_i)$ for tuples. To label the outputs of binary classification, we use the common terminology illustrated in form of a “confusion matrix” in Table 2.2. The symbols that are used in this thesis are itemized and explained in the nomenclature below the appendix on page 131.
Chapter 3

Spot-Checking with Challenges

In this chapter, we first present a probabilistic mechanism for assessing the error rate of acquired information without making use of explicit verification. This mechanism mixes requests with “challenges”, which are requests for already-known facts. In the second part of the chapter, we apply the concept of challenges to an intrusion detection system. Challenges allow for an evaluation and adaptation of the system at runtime, and also for an adjustment of the system to counter more harmful threats.

Organization In Section 3.1, we describe the core spot-checking mechanism. Because challenges can be costly or difficult to formulate, it is important to keep the number of challenges used small. For this reason, we show in Section 3.2 how to choose an optimal number of challenges. In Section 3.3, the mechanism is analyzed both in terms of its robustness against attackers and its efficiency. Finally, we show in Section 3.4 how challenges can be used to test the possibly unreliable components of an intrusion detection system.

This chapter is related to [150, 151] and [121, 122, 123].

3.1 Mechanism

The following mechanism is suggested by the way humans “spot-check” articles in newspapers or magazines. As well as searching for flaws in arguments made by the article, a reader checks the credibility of an article given the knowledge he already has. The more contradictions with his knowledge that a reader finds, the less reliable he thinks the article is. Our mechanism uses this idea in that it randomly merges the requests for the information of interest with some “challenges”, i.e., requests for already-known facts. The replies to the challenges can be verified, and so the correctness of the remaining information can be estimated. Provided that challenges cannot be identified, a malicious information source can only decide on the number of incorrect answers that it is going to return. The more incorrect answers it returns, the more it runs the risk to be uncovered.

In the following, we assume that an information provider has already been selected, and that it is going to reply to all requests. The manner of selecting an information source is addressed later in Chapter 4.
CHAPTER 3. Spot-Checking with Challenges

3.1.1 Procedure

Let $\mathcal{F}$ again be the set of all facts, and let $\mathcal{K} \subset \mathcal{F}$ be the set of facts known by the requester, i.e., its knowledge. Let $M$ be the set of “real requests”, i.e., requests for which the correct replies are not yet known. The requester picks a set of requests $N$ for which the correct replies are known; formally this means:

$$\forall Q \in N : \exists R \in \mathcal{L} : (Q, R) \in \mathcal{K}.$$  \hspace{1cm} (3.1)

We call the requests in $N$ “challenges”. It is important that the information source cannot distinguish the challenges from the real requests. The requester randomly merges $M$ and $N$ and sends the resulting set of requests $M \cup N$ to an information source. The information source then returns $|M \cup N|$ replies. The replies to the challenges can directly be verified: by checking whether the challenges together with the corresponding replies are facts. As a result, one finds $y$ incorrect replies to the challenges. Based on this number, one can estimate the number of incorrect replies to the real requests $M$ (as shown below). If the probability of an acceptable number of incorrect replies to the real requests is high enough, the replies can be used. Otherwise they are discarded.

3.1.2 Correctness Estimates

At the outset, we need to make two assumptions: The correctness of different pieces of information is statistically independent; and there is no way for an attacker to distinguish the challenges from the real requests.

Let $Z$ be the random variable of the overall number of incorrect replies to the whole request $M \cup N$. Let $Y$ be the random variable of the incorrect replies to the challenges only. We want to know $P(Z|Y)$, because $Z - Y$ is the number of incorrect replies to the real requests $M$, and the value of $Y$ is known. Let $X$ denote this random variable. Bayes’ theorem[17] states:

$$P(Z|Y) = \frac{P(Y|Z)P(Z)}{P(Y)}.$$  \hspace{1cm} (3.2)

We can compute the denominator by marginalization over all possible values of $Z$. This gives for a concrete value of $Y$:

$$p(y) = \sum_z p(z)p(y|z).$$ \hspace{1cm} (3.3)

Thus, we need only to show how to compute $P(Y|Z)$ and $P(Z)$. Because the challenges are indistinguishable from the real requests, and the correctness of the replies is statistically independent (basic assumption), the incorrect replies are randomly distributed among $M$ and $N$. Therefore, we can solve $P(Y|Z)$ with basic combinatorial considerations. There are $\binom{|N|}{y}$ possibilities for having $y$ incorrect replies to the challenges. Having $z$ incorrect replies overall, the real requests get $z - y$ incorrect replies. So, for a given $z$, there are, for a certain $y$, $\binom{|N|}{y}\binom{|M|}{z-y}$ many equally likely cases. These are called the “favorable cases”. This allows to compute the probability of a certain $y$ for a given $z$ by dividing the number of favorable cases, those for the specific $y$, by all possible cases to distribute $z$ incorrect replies
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among $M \cup N$:

$$p(y|z) = \frac{(|M|)^{(z-y)}(|N|)^y}{(|M \cup N|)^z}.$$  (3.4)

For the “prior probability distribution” $P(Z)$, or simply the “prior”, we have to make an assumption on how probable a certain number $k$ of incorrect replies is, with $k \in \{0, \ldots, |M \cup N|\}$. In the general case, a uniform prior can be assumed, i.e., $p(z) = 1/(|M \cup N| + 1)$. This assumption is based on the principle of indifference [77, p. 40]; the principle states that if $n$ mutually exclusive and exhaustive events are indistinguishable, except for their names, then they must be assigned probability $1/n$ each. However, domain knowledge can be used to define a more accurate prior. For instance, if it is known that information providers return correct information most of the time, $P(Z)$ can be defined lower for higher $z$ values; of course, it still has to hold that $\sum_z p(z) = 1$. A simple example for a non-uniform prior would be the following:

$$p(z) \propto \frac{1}{z+1}.$$  (3.5)

**Example 3.1** (A uniform prior). Let $X$ denote the number of incorrect replies to the real requests, i.e., $X = Z - Y$. Then, $P(X|Y)$ simply equals $P(Z - Y|Y)$. As eq. (3.4) indicates, the probabilities of the values of $X$ depend not only on the number of incorrect answers to the challenges, but also on how many real requests ($|M|$) and challenges ($|N|$) have been used. We write $m$ for $|M|$ and $n$ for $|N|$. We first show examples for $m = n = 10$.

Figure 3.1 shows the probability mass functions (PMF) of different $y$ for a uniform prior; for instance, if 3 incorrect replies to the challenges are found ($y = 3$), the probability for also having 3 incorrect replies to the real requests is around 0.2.

**Example 3.2** (Changing $n$). Figure 3.2(a) shows the PMF for the case when five challenges are used to estimate the correctness of ten real requests. Since fewer challenges are used, the probability distributions are now less determined; for instance compare the function for $y = 2$ with that from Figure 3.1. We show later how this
characteristic can be expressed in the form of the “risk”.

**Example 3.3** (Changing the prior). For other priors, the shapes of the distributions change. To give an example, Figure 3.2(b) shows the PMF for a prior as in eq. (3.5). Because high numbers of incorrect replies are less probable, the probability distributions are skewed to the left; this becomes evident when comparing \( n = 0 \) and \( n = 10 \), which are not symmetric with each other.

**Example 3.4** (A binomial prior). A special case occurs when the prior is chosen to be a binomial distribution with parameter \( p \):

\[
p(z) = \binom{m + n}{z} p^z (1-p)^{m+n-z}.
\]

This distribution describes the probability of \( z \) successes in \( m + n \) independent Bernoulli trials with success probability \( p \) each. Accordingly, we get \( m \) independent Bernoulli trials to determine \( X \), and \( n \) to determine \( Y \). As a result, the posterior distributions of \( X \) and \( Y \) are also binomial distributions with parameter \( p \), independent of each other.\(^1\) In other words, the knowledge of \( y \) does not tell us anything about \( X \); and this holds independently of the number of challenges \( n \). However, as we show in the next chapter, the knowledge of \( y \) is also helpful in this case – it can be used to estimate the error rate of the binomial distribution.

### 3.1.3 Accept Decision

Probability distributions can be drawn in form of a *cumulative distribution function (CDF)*. Such a CDF is shown in Figure 3.3 for the same distribution as in Figure 3.1. The function \( \text{CDF}_y(x) \) is defined as the sum of the PMF up to \( x \), i.e., in our case it is \( \text{CDF}_y(x) = \sum_{x' \leq x} p(x'|y) \). The CDF shows how probable an upper bound of incorrect replies to \( M \) is; for instance, if no incorrect replies to the challenges are found (\( y = 0 \)), there are with a probability around 0.91, not more than 2 errors among the real requests. Furthermore, the CDF demonstrates how many incorrect replies to the challenges a requester is willing to tolerate. For example, assume the requester wants to accept \( M \) only if at most 3 incorrect replies can be expected with probability greater than 0.8. Then he accepts only those \( y \) whose CDF falls inside the gray “area of acceptance” in Figure 3.3; in our example this is \( y = 0 \) and \( y = 1 \). In general, let \( i_{\max} \)

\(^1\)We show this formally in Appendix A.1.
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denote the maximal number of incorrect replies to \( M \) that are tolerated for a probability of at least \( p_{\text{min}} \).

Then, the requester accepts a set of replies only if the following holds:

\[
\text{CDF}_y(i_{\text{max}}) \geq p_{\text{min}}. \quad (3.7)
\]

Note that also the expected value of the probability distribution of \( Z \) might be helpful for making certain decisions. If a certain number \( y \) of incorrect replies to the challenges is found, the expected value of incorrect replies overall (\( Z \)) can be computed based on eq. (3.2):

\[
\mathbb{E}(Z|y) = \sum z_i \cdot p(z_i|y). \quad (3.8)
\]

In conjunction with the corresponding standard deviation, the expected value could alternatively be used to make the accept decision. However, in our case, we only need a guarantee on the upper bound of the number of incorrect replies, for which the CDF is more suitable.

### 3.1.4 Creation of Challenges

Under the assumption that challenges are indistinguishable from real requests, the spot-checking mechanism gives probabilistic guarantees about the error rate of the unverified replies. Since we take an abstract perspective in this thesis, we have not proposed how such challenges may be created. In the scenario of volunteer computing, the challenges can be precomputed on trusted hosts as proposed in [185], or consist of simple checkers (see Sect. 2.3.4). In general, if an entity knows a set of known facts \( \{(Q_i, R_i)\}_i \), it can use the respective requests \( Q_i \) as challenges. This is safe from a privacy point of view, because the actual replies \( R_i \) are kept secret. If the challenges are accepted responses to real requests, it is not completely certain that they are correct. In this case, the probability computations described in the previous section would have to be adapted to take this uncertainty into account. Similarly, as we discuss later in Section 6.2, challenges can be a product of the application of redundant requesting. Again, one has to account for the possibility of faulty challenges.
3.2 Optimal Number of Challenges

In this section, we show how to find an optimal number of challenges with respect to: the costs of a challenge, and the risk of the estimate of \( z \). We first show how the risk of an estimate of \( z \) can be determined. The risk describes how incorrect the estimate is expected to be. In our case, the risk depends mainly on the number of challenges \( n \). Simply put, the more challenges are used, the better the estimate can be expected to be.

Let \( z' \) denote the actual number of incorrect replies in a concrete application of the procedure; \( m \) real requests and \( n \) challenges are used. If a certain number of \( y \) incorrect replies to the challenges has been found, the estimate \( P(Z|y) \) can be computed as shown in eq. (3.2). The error \( E \) of this estimate can be measured as follows:

\[
E(m, n, y, z') = \sum_{z_i=0}^{m+n} p(z_i|y) \cdot |z_i - z'|. \tag{3.9}
\]

The domain of this error measure is \([0, m]\). Each \( z' \) occurs according to the prior with some probability \( p(z') \), and so we can compute the risk of an estimate, that is, the expected error in the estimate. For \( n \) challenges and \( m \) real the risk can be computed as follows:

\[
R(m, n) = \sum_z p(z') \sum_y p(y|z') \cdot E(m, n, y, z') . \tag{3.10}
\]

Let the following cost parameters be given:

- \( c_c \) = costs for one challenge,
- \( c_r \) = costs for taking a risk of \( R(m, n) = 1 \).

In practice, the costs for one challenge have to reflect the costs for creating the challenge, and also things like the price that has to be paid to an information provider for a reply to that challenge. Based on these costs, the overall cost function can be defined:

\[
C(m, n, c_c, c_r) = n \cdot c_c + R(m, n) \cdot c_r . \tag{3.11}
\]

To find the optimal number of challenges \( n_{\text{opt}} \) for given \( m, c_c \) and \( c_r \), the \( n \) has to be chosen for which \( C(m, n, c_c, c_r) \) is minimal:

\[
n_{\text{opt}} = \arg\min_n C(m, n, c_c, c_r) . \tag{3.12}
\]

Example 3.5 (Optimal \( n \)). For now, we consider the case of a uniform distribution for \( Z \), and use a uniform prior for the estimate. Figure 3.4(a) shows the risk for different numbers of challenges \( n \), when the number of real requests is \( m = 10 \). For \( n = 0 \), this shows how great the risk of the estimate is if no challenge is used; in this case, the estimated probability distribution is the prior, i.e., the (discrete) uniform distribution. Figure 3.4(b) illustrates the resulting cost functions \( C(m, n, c_c, c_r) \) for different cost parameters. The exact costs are shown in Table 3.1. In this table, the boxes mark the minima, and so the respective \( n_{\text{opt}} \) can be found in the corresponding row.

\[\text{Instead of the absolute value } |z_i - z'|, \text{ the square } (z_i - z')^2 \text{ can be used, as is done for the "mean standard error" (MSE). The square has the property of more heavily penalizing incorrect estimates. Whether this is desired or not is not discussed at this point.}\]
3.3. Analysis

We analyze the mechanism in two ways: first, in terms of robustness against attacks, and secondly in terms of efficiency. The accuracy and certainty of an estimate have already been addressed in Section 3.2.

3.3.1 Security Analysis

In this section, we want first to analyze how an attacker could decide on an optimal number of incorrect replies, which enables us to argue which prior is the most robust. Secondly, we discuss the possibility of “intersection attacks” and propose a countermeasure. Finally, we look into the issue of checking a source’s identity.

![Figure 3.4: Risk and costs.](image)

![Figure 3.4: Risk and costs.](image)

Table 3.1: Estimated costs \( C(m, n, c_c, c_r) \) for \( m = 10 \) and \( c_c = 1 \).

<table>
<thead>
<tr>
<th>n</th>
<th>( c_r = 1 )</th>
<th>( c_r = 5 )</th>
<th>( c_r = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.6363636</td>
<td>18.181818</td>
<td>36.363636</td>
</tr>
<tr>
<td>1</td>
<td>3.7424242</td>
<td>14.712121</td>
<td>28.424242</td>
</tr>
<tr>
<td>2</td>
<td>4.2985028</td>
<td>13.492514</td>
<td>24.985028</td>
</tr>
<tr>
<td>3</td>
<td>4.9989571</td>
<td>12.994785</td>
<td>22.989571</td>
</tr>
<tr>
<td>4</td>
<td>5.7666248</td>
<td>12.833124</td>
<td>21.666248</td>
</tr>
<tr>
<td>5</td>
<td>6.5783745</td>
<td>12.891872</td>
<td>20.783745</td>
</tr>
<tr>
<td>6</td>
<td>7.4221946</td>
<td>13.110973</td>
<td>20.221946</td>
</tr>
<tr>
<td>7</td>
<td>8.2905012</td>
<td>13.452506</td>
<td>19.905012</td>
</tr>
<tr>
<td>8</td>
<td>9.1780495</td>
<td>13.890248</td>
<td>19.780495</td>
</tr>
<tr>
<td>9</td>
<td>10.08103</td>
<td>14.405149</td>
<td>19.810298</td>
</tr>
<tr>
<td>10</td>
<td>10.96584</td>
<td>14.98292</td>
<td>19.96584</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
3.3.1.1 A Robust Prior

In the following analysis, we assign the attacker the ability to answer each request correctly, i.e., we assume that the attacker is what we call “competent” (see Sect. 2.5.1). This allows the attacker to explicitly choose a certain number of incorrect replies. If an attacker does not have this ability, his attacks can only be less effective. In addition to this, we assume a strong attacker that knows how many challenges are used. If \( n \) were completely unknown to the attacker, he could not reason about the optimal number of incorrect replies.

In the accept decision, the requester, or the “defender”, wants to have at most \( i_{\text{max}} \) incorrect replies to \( M \) with probability at least \( p_{\text{min}} \). The requester will accept a reply having \( y \) incorrect replies to the challenges only if eq. (3.7) holds. Otherwise, the requester will reject the reply. Let us say that in the case of rejection, an attack is not successful. Thus, an attacker tries to maximize the probability of his replies being accepted. At the same time, the attacker tries to maximize the effectiveness of his attack, i.e., the number of incorrect replies. To make a decision, the attacker needs to know the probability that an attack with \( z \) incorrect replies will be successful. The probability of getting \( z \) incorrect replies accepted depends on \( i_{\text{max}} \) and \( p_{\text{min}} \), and on the prior used. As defined above, the two numbers \( i_{\text{max}} \) and \( p_{\text{min}} \) determine for how many incorrect replies to the challenges (\( y \)) the overall reply is still accepted – in other words, how “tolerant” the requester is. Let \( A_Y \) denote the set of tolerated \( y \)s; for example, if \( A_Y = \{0, 1\} \), then the requester accepts the overall reply if he finds zero or one incorrect replies to the challenges. The probability of an attack with \( z \) incorrect replies being successful can then be computed as follows:

\[
p(\text{accepted}|z) = \sum_{y \in A_Y} p(y|z).
\] (3.13)

We can add up the probabilities for different \( y \)s, because they are mutually exclusive events. How to compute \( P(Y|Z) \) is shown above in eq. (3.4).

**Example 3.6 (Success probabilities).** Consider the case of \( i_{\text{max}} = 2 \), \( p_{\text{min}} = 0.9 \) and \( m = n = 10 \). Then a request is already discarded if 1 incorrect reply to the challenges is found, as can be seen in Figure 3.3 (CDF(2) = 0.9097744 for \( n = 0 \)). Therefore, \( A_Y = \{0\} \), and the attacker gets the following probabilities:

\[
P(\text{accepted}|Z) = P(Y = 0|Z). \tag{3.14}
\]

Table 3.2 shows the resulting values. If, for instance, the attacker uses only one incorrect reply, the attack is successful with probability 0.5. This is because the probability of this incorrect reply falling on a challenge is \( 10/20 = 0.5 \). Note that \( P(\text{accepted}|Z) \) is not normalized, i.e., \( \sum_z p(\text{accepted}|z) \neq 1 \).

We can describe an attack strategy as a probability distribution \( P(Z) \). It is not evident what attack strategy a rational attacker would probably choose. This is because we do not know what the attacker’s preference is: to maximize the success probability \( (p(\text{accepted}|z)) \) or to maximize the number of incorrect replies \( (z) \). In the first case, the attacker would tend to return fewer incorrect replies, because then the success probability is higher; in the second case, he would tend to return more incorrect replies. Now, if we use a prior skewed to the right, we will overestimate the actual error rate in case of the first type of attacker; if we use a prior skewed to the left, we will underestimate the error rate in the second case. Hence, we argue that a uniform prior should be used because it accounts equally for the different attack strategies. One could argue that a prior skewed to the right would motivate an attacker to return fewer incorrect replies, because fewer errors would lead to a higher error rate estimate; but especially
Table 3.2: Probabilities of successful attacks \((m = n = 10)\).

| \(z\) | \(p(\text{accepted}|z)\) |
|-------|-----------------|
| 0     | 1               |
| 1     | 0.5             |
| 2     | 0.2368421       |
| 3     | 0.1052632       |
| 4     | 0.0433437       |
| 5     | 0.0162539       |
| 6     | 0.0054180       |
| 7     | 0.0015480       |
| 8     | 0.0003572       |
| 9     | 0.0000595       |
| 10    | 0.0000054       |
| \vdots| \vdots         |
| 20    | 0               |

when dealing with larger numbers of trustworthy sources with small error rates, which should be the usual case, one would very often make large estimation errors.

### 3.3.1.2 Intersection Attacks

For the repeated application of the proposed mechanism, the choice of the challenges has to be made reasonably. An imprudent choice of challenges can give attackers the possibility of intersecting request sets and so identifying challenges. This violates our assumption of indistinguishable challenges: Attackers could selectively make correct and incorrect replies, which would cause the requester’s estimate of \(Z\) to be wrong. To give an example, consider an attacker that replies correctly to a whole set of requests \(M \cup N\). The attacker can be sure that the requester will accept the replies. If one of the requests in \(M \cup N\) appears again later, either to the same information provider or to another one who colludes, the provider can identify the request as a challenge. We call attacks of this kind “intersection attacks”.

In our case, we can make these attacks impossible. Consider two cases:

**Case 1:** A set of requests \(M \cup N\) is rejected, because \(y\) is too high. Consequently, the requester wants to request \(M\) again.

**Case 2:** A set of real requests \(M\) is requested for the first time.

In the first case, the requester should use the same challenges \(N\) again. In the second case, the requester should use challenges that have never been used before. It is easy to see that these two rules ensure that for any two sets of requests \(R_1\) and \(R_2\) the following holds:

\[
(R_1 \cap R_2 = \emptyset) \vee (R_1 = R_2) .
\] (3.15)

In this way, attackers cannot learn anything about the challenges from intersecting different sets of requests.
3.3.1.3 Identity

One big advantage of the mechanism is clearly that it can also be used if the identity of an information source cannot be checked. As long as the correctness of the replies is statistically independent, the mechanism can be applied to any set of information. On the other hand, the mechanism is necessarily limited in the sense that it does not learn about information providers. In Chapter 4, we therefore equip the mechanism with learning functionality.

3.3.2 Efficiency

We analyze the efficiency of the proposed mechanism in terms of computational complexity and overhead caused by the challenges.

3.3.2.1 Computational Complexity

The computational complexity of the spot-checking mechanism is in $O(m + n)$, which is determined by the computation of eq. (3.3). The decision as to whether to accept a set of replies is only one comparison (eq. (3.7)). The complexity can be reduced in practice: every estimate can be precomputed for different $m, n$ and $y$, which only leaves the challenges to be checked at runtime ($O(n)$). This is an upper bound, because the comparisons can be stopped as soon as it is clear that $i_{\text{max}}$ cannot be fulfilled with probability $p_{\text{min}}$ (as similarly proposed in [60]).

3.3.2.2 Challenge Overhead

With spot-checking, the requester can adjust the overhead of verification continuously. If the proposed mechanism is used in isolation, its overhead can be measured as the ratio of all requests to the number of results that matter:

$$\text{Overhead (spot-checking)} = \frac{m + n}{m}.$$

(3.16)

In the redundant requesting approach, which we discuss later in Chapter 5, the requester has to choose a positive integer $k > 1$ as redundancy level (usually $k = 2$ or $k = 3$ [11]). To give our spot-checking mechanism the same overhead as redundancy with $k = 2$, the same number of challenges and real requests can be used ($n/m = 1$). Nevertheless, it has to be kept in mind that spot-checking entails a risk of misestimation.

3.4 Runtime Evaluation and Adaptation of an Intrusion Detection System

In this section, we show how spot-checking with challenges can be applied to a concrete system for network intrusion detection. In contrast to the basic spot-checking with challenges introduced above, we will now use challenges to particularly to assess the accuracy of an information source – and not the error rate of the replies. In the remaining part of this chapter, the information sources are assumed to be under our control and do not try to fool our mechanism; in fact, they do “the best they can”. In the next chapter, where we deal with assessing the trustworthiness of a source, we focus on the possibility of malicious sources that use strategies in order to go undetected. Thus, for now, we are not dealing with the trustworthiness of a possibly malicious source, but with the accuracy of a honest source.
Intrusion Detection with CAMNEP The input to a network intrusion detection system (IDS) is information about the packets entering the network under surveillance. The aim of the system is to report packets that provide evidence for an ongoing attack on the network. The IDS that we consider here is the CAMNEP IDS [120] developed at the Czech Technical University in Prague. CAMNEP gets as input network flows, which represent groups of packets using the same protocol (TCP/UDP/ICMP) and the same source and destination (determined by IP addresses and ports). The flows contain also information such as the number of packets, bytes, etc. For each flow, the system outputs a value in \([0, 1]\) that estimates the likelihood of the flow being part of an attack; we call these values attack scores. The closer the attack score is to 1, the more legitimate the flow is thought to be; 0 represents the most suspect flows. To present the results to a network administrator, thresholds are applied to decide when to raise an alarm.

Figure 3.5 illustrates the CAMNEP system together with the extension for evaluation and adaptation at runtime. The core CAMNEP system consists of a set of collaborating components, each of which deploys a different algorithm for anomaly detection. Anomaly detection aims to learn what observations are “normal”, and then to report abnormal observations. This idea can be used in network scenarios where legitimate flows make up the great majority of the traffic, and so attacks often belong to the abnormal traffic. In the literature, many different approaches to anomaly detection have been proposed for network intrusion detection [93]. The aim of combining several anomaly detection approaches is to outweigh the weaknesses of the different approaches. This is also motivated by the success of ensemble techniques for machine learning, such as bagging [21] and boosting [50]; in these techniques several instances of a classifier are trained on different subsets of the training set, and then the classifications of the different instances are aggregated. The output of the different anomaly components of CAMNEP

\[3\] Lazarevic et al. [93] have found that the anomaly detection schemes considered are especially suitable to detect certain attacks.
are aggregated by the $k$ “aggregators” in different ways (see [120] for details). One of the aggregators is selected and provides the final output of the system, namely the attack scores for the current flows. To use the terms defined in this thesis’ introduction: The aggregators act as information sources, the network flows are requests ($Q$), and the attack scores are the replies.\(^4\)

### Selecting Aggregators

The CAMNEP system is continually learning, and so the accuracy of the different aggregators is very likely to change over time. Also, some aggregators will be more accurate concerning certain attacks than others. Therefore, it has to be decided at runtime what the best aggregator currently is. To this end, we propose to add prepared challenges to the regular network flows (see Figure 3.5). These challenges, which are stored in a database, are flows that are known to be either attack flows or legitimate flows. Each aggregator can then be evaluated by checking how well it processed the challenge flows; eventually, the most accurate aggregator is selected. A big advantage of the selection of different aggregators at runtime is that it is hard for attackers to predict the behavior of the IDS. The benefit of using challenges is that by a deliberate choice of challenges, the system can be directed to attach more importance to specific attacks, as we show later in Section 3.4.3; before this, we show how the aggregators are evaluated (Sect. 3.4.1), and then how a reasonable number of challenges can be determined (Sect. 3.4.2).

### Intrusion Detection Networks

The procedure proposed in the following addresses the case where the anomaly detection mechanisms are run in a trusted environment. This is commonly the case, which means that we are dealing with trustworthy but possibly unreliable information sources. However, in “intrusion detection networks” (IDN), several IDS are distributed over the Internet and act as collaborating peers and exchange information about intrusions. In this case, peers can be untrustworthy information sources. Our approach can be applied in this case: Malicious challenges can be sent to other peers in order to test whether these peers actually raise an alarm. However, since an alarm is only raised for malicious challenges, the peers can be rated only on these. For information on related research, the reader is referred to [76, 42, 56, 57].

#### 3.4.1 Evaluation of Aggregators

The challenge database contains flows that belong to known attacks (we call them malicious), and flows that are known to be legitimate. Challenges from both types are added to the input of CAMNEP. After the challenges have been processed, each aggregator can be evaluated. The performance of an aggregator for the malicious and the legitimate challenges is measured separately. Let $\alpha_1, \ldots, \alpha_n$ be the attack scores that a certain aggregator assigns to the malicious challenges. The sample mean and sample standard deviation of the attack scores for malicious challenges are then:

$$\bar{\alpha} = \frac{1}{n} \sum_{i} \alpha_i ,$$  \hspace{1cm} (3.17)

$$s_\alpha = \sqrt{\frac{1}{n-1} \sum_{i} (\alpha_i - \bar{\alpha})^2} .$$  \hspace{1cm} (3.18)

\(^{4}\)Only when a threshold is applied to an attack score, one gets a response $R$, for which it can be checked whether $(Q, R)$ is a fact. However, because information is lost by applying a threshold, we consider the real-valued attack scores in the following.
Analogously, let $\lambda_1, \ldots, \lambda_1$ be the attack scores that the same aggregator assigns to the legitimate challenges; sample mean and sample standard deviation are:

\[
\bar{\lambda} = \frac{1}{n} \sum_i \lambda_i ,
\]

\[
s_{\lambda} = \sqrt{\frac{1}{n-1} \sum_i (\lambda_i - \bar{\lambda})^2} .
\]

The sample means $\bar{\alpha}$ and $\bar{\lambda}$ are unbiased estimators of the respective real means $\mu_\alpha$ and $\mu_\lambda$ of the underlying distributions (see [107, p. 278]); this means that their expected values equal the real means ($E(\bar{\alpha}) = \mu_\alpha$ and $E(\bar{\lambda}) = \mu_\lambda$). To make the sample standard deviations unbiased estimators as well, they are computed with $\frac{1}{n-1}$ instead of $\frac{1}{n}$ (see [141, p. 158]).

As mentioned before, an attack score close to 0 marks attacks; a score close to 1 marks legitimate traffic. So, for a very accurate aggregator, $\bar{\alpha}$ is close to 0, $\bar{\lambda}$ is close to 1 and $s_{\alpha}$ and $s_{\lambda}$ are small. Rewarding a high accuracy, we give an aggregator the following intermediate rating (higher values are better):

\[
r_i = \frac{\bar{\lambda} - \bar{\alpha}}{s_{\lambda} + s_{\alpha}} .
\]

We continuously evaluate aggregators in batches of five minutes each.\(^5\) index $i$ of $r_i$ counts the batches, and the highest $i$ marks the most recent batch. Based on a number of batches, we compute the overall rating for an aggregator as follows:

\[
r = \sum_i w_i \cdot r_i ,
\]

where $w_i$ are weights that determine how much older ratings should be considered; the weights are normalized so that it holds: $\sum_i w_i = 1$. In the current implementation, we use weights that decrease exponentially and discard all ratings older than 5 batches. Finally, the aggregator with the highest current rating $r$ provides the system output for the time of the next batch.

### 3.4.2 Adaptive Number of Challenges

In this section we show what a reasonable number of challenges is. Since attack scores are real-valued, we have to take a different approach from that of Section 3.2.

We must meet two requirements in determining the number of challenges. First, enough challenges should be used to make the evaluation of the aggregators meaningful. Secondly, as few challenges as possible should be used because the challenges have an impact on the learning inside of CAMNEP; e.g., if too many challenges mimicking a certain attack are used, the anomaly detection mechanisms will start to consider these flows as normal traffic. To account for this, we impose an upper bound $n_{\text{max}}$ on the number of challenges.

#### 3.4.2.1 Applying Margins of Error

We can give guarantees about the accuracy of the aggregator ratings by using “margins of error”. A margin of error is a bound that is not violated with a certain confidence level $C$, which is simply a probability. In Appendix B, we show how to compute the margin of error for means and standard deviations.

---

\(^5\)This is a common time interval used in network flow processing.
When applying margins of error, we have to satisfy two preconditions: First, the challenges have to be randomly picked from the challenge database, and secondly, the challenge database has to be representative of the whole diversity of network flows.

In the following we write $\Delta_L$ for a left margin of error for a mean (or a standard deviation); a margin of error $\Delta_L$ computed for an estimated mean $\bar{\mu}$ states that the actual mean $\mu$ is greater than $\bar{\mu} - \Delta_L$ with probability $C$. In the same way, there is a right margin of error $\Delta_R$; for a mean this states that the actual mean $\mu$ is guaranteed to be smaller than $\mu + \Delta_R$. We use $\Delta_L$ and $\Delta_R$ to denote margins of error for both means and standard deviations; the context makes clear which is meant.

Recall that from the latest batch we know for each aggregator the two means $\bar{\alpha}$ and $\bar{\lambda}$, and the respective standard deviations $s_\alpha$ and $s_\lambda$; these are based on an equal number of malicious ($\alpha$) and legitimate ($\lambda$) challenges. Given this, we can order the aggregators ($a$) based on their most recent ratings resulting from eq. (3.21):

$$a_1 \geq a_2 \geq \cdots \geq a_k .$$  

(3.23)

We can make sure that the ratings from the next batch do not reverse this ordering by chance. To this end, we choose for every pair of aggregators ($a_i, a_{i+1}$) a number of challenges that guarantees a margin of error that ensures the order. Let us look at aggregators $a_1$ and $a_2$, where $a_1$ has currently the better rating. Then for the latest batch $i$ it holds (indices 1 and 2 identify the two aggregators):

$$r_{i,1} = \frac{\bar{\lambda}_1 - \bar{\alpha}_1}{s_{\lambda_1} + s_{\alpha_1}} \geq \frac{\bar{\lambda}_2 - \bar{\alpha}_2}{s_{\lambda_2} + s_{\alpha_2}} = r_{i,2} .$$

(3.24)

Considering these estimates as the best predictions for the performance on the next batch, we can apply the error margins to each estimate as follows:

The margins of error are chosen in such a way that, for an increasing number of challenges $n$, the lower bounds are strictly increasing, and the upper bounds are strictly decreasing. Because the error margins converge to zero for $n \to \infty$, there must be an $n$ for which the inequality holds, unless we have $r_{i,1} = r_{i,2}$. In the latter case we choose $n_{\text{max}}$. Otherwise we start with a number of challenges $n = 2$, compute this formula for increasing $n$, and choose the first $n$ for which the inequality holds; if this $n$ is larger than $n_{\text{max}}$, we choose $n_{\text{max}}$ instead.

We compute such a number of challenges for every pair of consecutive aggregators; we write $n_i$ for the number of challenges determined for the pair of aggregators ($a_i, a_{i+1}$). Because we are testing each aggregator with the challenges inserted to the whole system, we select as overall number of challenges:

$$2 \cdot \max_{i < k}(n_i) .$$

(3.26)

The factor 2 accounts for the fact that we need $n$ malicious and $n$ legitimate flows.
3.4.2.2 Computational Complexity

We showed in Section B that each margin of error can be computed in $O(1)$, and so the computation of eq. (3.25) for one $n$ is also in $O(1)$. Additionally, to gain performance, we apply the error margins in eq. (3.25) separately, instead of computing overall error margins for the two terms (on the left and right side). In the latter case, we would have to solve $2 \sum_{i=1}^{k-1} n_i$ integrals of complex probability distributions at runtime, as shown in Section B. However, the overall margins of error would be narrower, and so our approach sacrifices some precision for performance. The drawback of the loss of precision is that we probably overestimate the required number of challenges. On the other hand, this way we get an even higher confidence that the inequality will not be violated by chance.

In eq. (3.26), we considered all aggregators. To reduce complexity for the determination of $n$, one can bound the number of considered aggregators to the first $k_{\text{max}} \leq k$ aggregators, so that only $k_{\text{max}}$ many $n_i$s have to be computed. The rationale for the restriction of $k$ is that for the system output, it only matters which aggregator is at the first position, and aggregators with very poor ratings do not compete with the most accurate ones. For the next batch, every aggregator is then evaluated based on the following number of challenges:

$$2 \cdot \max_{1 \leq i < k_{\text{max}}} (n_i).$$

(3.27)

For each pair of consecutive aggregators, eq. (3.25) has to be computed up to $n_{\text{max}}$ times, which gives an overall complexity of $O(k_{\text{max}} \cdot n_{\text{max}})$.

3.4.3 Threat-Model Driven Challenge Selection

The challenges that are used to test the aggregators in CAMNEP are network flows that either are malicious, i.e., belong to an attack, or are part of legitimate traffic. In the previous section, we assumed that both malicious and legitimate challenges are picked randomly from the challenge database. Alternatively, we can select the malicious challenges in a way so that they better represent more harmful attacks. As a result, the aggregator that is chosen performs best on these selected challenges, and so the IDS is directed at detecting the harmful attacks in particular.

First of all, we group attack flows into $t$ different attack classes $A_1, \ldots, A_t$; one class contains horizontal scans, while another class contains buffer overflow attempts, etc. Attacks from the same attack class share certain characteristics, and so an anomaly detection mechanism that is able to detect one attack from a class will be likely to detect other attacks from the same class. Also, the expected damage of attacks belonging to the same class is similar; let $D(A_i)$ denote the expected damage of an attack from class $A_i$. Our aim is to make the detection of more damaging attacks CAMNEP’s highest priority. So, if for instance an attack from $A_1$ is twice as damaging as an attack from $A_2$, then it is also twice as important to detect an attack from $A_1$. To account for this, we use a number of malicious challenges that is proportional to the expected damage of the class they belong to. As a consequence, we get a more accurate assessment of an aggregator’s performance for the damaging attacks, and give this accuracy a higher weight in the aggregator’s rating in eq. (3.21).

It remains to show how to determine the damage of an attack class. To this end, we make use of “attack trees”; an attack tree structures the ways in which attackers can realize a specific threat. After assigning expected damages to concrete threats, we can derive the damage of an attack class. In the following, we first explain in more detail what an attack tree is. We will then show how the representation of an attack tree can be minimized. Finally, we show how for a given set of attack trees, and associated
expected damages, the damage of the different attack classes can be determined.

### 3.4.3.1 Attack Trees

There are often several alternative ways in which an attacker can realize an attack. An *attack tree* structures these different ways. As described in [106], an attack tree is composed of AND and OR branches. Figure 3.6 illustrates the structure of such an attack tree. In this figure, the branch with an additional arc depicts an *AND branch*; all other branches are *OR branches*. The root constitutes the *threat* that an attacker can try to implement, for instance a “server takeover”. To reach the root, an attacker needs to carry out a number of attacks represented by the leaves of the tree, and so moves from the bottom to the top. In the case of AND branches, an attacker has to reach all children of a node to reach the node. In the case of OR branches, it suffices to reach one of the children of a node to reach the node. For example, in attack tree in Figure 3.6, an attacker can reach the subgoal 2 by carrying out attack $a_3$, then can reach subgoal 1, by additionally carrying out attack $a_2$, and by reaching subgoal 1 has accomplished the threat.

#### Minimal Representation of Attack Trees

The attack tree in Figure 3.6 could be drawn in different ways, each describing the same set of possible attacks; for example, “Subgoal 1” could be replaced by the subtree shown in Figure 3.7. In fact, the interpretation of AND and OR branches as *boolean operators* makes clear how equivalent attack trees can be constructed. Based on the boolean interpretation, we show in the following how to find the minimal and unique representation of an attack tree. To this end an attack tree is translated into a propositional logic formula, which is minimized with traditional techniques.

An attack tree $T$ can be transformed into a propositional logic formula as follows. Initially, the formula consists only of the root of the tree. We now successively go through the tree, from the top to the bottom. At each step, we replace nodes by their children, connecting them with the appropriate logic operation ($\lor$ for OR branches, $\land$ for AND branches). Parentheses are used to group the children.
3.4. Runtime Evaluation and Adaptation of an IDS together. When there is no node left that can be replaced, we are done. For the example tree shown in Figure 3.6 this process is as follows:

1. “threat”, \( (3.28) \)
2. \((a_1) \lor (\text{“subgoal 1”})\), \( (3.29) \)
3. \((a_1) \lor ((\text{“subgoal 2”}) \land (a_2))\), \( (3.30) \)
4. \((a_1) \lor (((a_3) \lor (a_4)) \land (a_2))\). \( (3.31) \)

A formula is in Disjunctive Normal Form (DNF) iff it is a disjunction of conjunctive clauses. A formula is called “canonical” if all clauses contain all variables. We can bring any formula into canonical DNF by building a truth table that contains all variables, and using all rows that evaluate to true as the clauses. For our running example that results in:

\[
(a_1 \land a_2 \land a_3 \land a_4) \lor (a_1 \land a_2 \land a_3 \land \neg a_4) \lor (a_1 \land a_2 \land \neg a_3 \land a_4) \lor \ldots.
\] \( (3.32) \)

However, there is much redundancy in the formula. For example, lines 3.32 and 3.33 together are logically equivalent to \( a_1 \land a_2 \land a_3 \). To minimize the formula and remove all redundancy, we apply the Quine-McCluskey algorithm \([115]\). For the attack tree in Figure 3.6, we get:

\[
(a_1) \lor (a_3 \land a_2) \lor (a_4 \land a_2) .
\] \( (3.36) \)

Having an attack tree in such a minimal DNF, we can say that an attacker realizes the threat if he manages to make at least one clause true.

A formula in DNF can be represented as a set of clauses \( \{C_1, C_2, \ldots\} \) where each clause \( C_i \) is a finite set of attacks. We write \( F(T) \) for the minimal DNF formula in set notation that corresponds to attack tree \( T \). For example, attack tree from Figure 3.6 is then:

\[
F(T) = \{\{a_1\}, \{a_2, a_3\}, \{a_2, a_4\}\} .
\] \( (3.37) \)

**Alternative Minimization Technique** A different technique for minimizing attack trees can be found in \([100]\); in their approach, the authors define transformations directly on attack trees, whereas our approach works with transformations on propositional logic formulae. Their approach is not equivalent to ours. In their approach, the tree corresponding to \((a_1) \lor (a_1 \land a_2)\) is for instance not further simplified (they do not use “absorption laws”), while in our approach it is minimized to \(a_1\). As a consequence, the procedure that we propose below in Section 3.4.3.2, would in many cases yield different results for an attack tree minimized with their and our method. Thus, their approach cannot be used here.

**Attack Graphs** A more general approach to model threats is “attack graphs” (see \([137]\)). In this approach, a threat is represented by a graph, analogously to attack trees. Attack graphs that do not contain cycles can be represented in form of attack trees (we allow each attack to appear several times in a tree). Thus, in these cases, our procedure of threat-model driven challenge selection works also for attack graphs. If an attack graph contains cycles that cannot be removed, the attack graph representation is
more powerful and cannot be captured by an attack tree. For this case, [102, 135] propose alternative techniques that use the PageRank algorithm [22] to measure the threat posed by single attacks.

3.4.3.2 Expected Damage for Attack Classes

Let a set of attack trees \( T = \{ T_1, \ldots, T_n \} \) be given. In addition to this, the associated expected damages \( D(T_1), \ldots, D(T_n) \) have to be defined manually. We now want to know what the overall expected damage for an attack class \( A_i \) is. In other words, we want to transfer the damage that has been associated with an attack tree, and so is also associated with the attacks in this tree, via these attacks to the attack classes.

In a first step, we determine how important an attack \( a_i \) is in realizing a threat represented by attack tree \( T_j \). Consider the following points:

- For making a chosen clause true, an attacker needs to make true all attacks in this clause. Thus, all attacks belonging to the same clause are equally important.

- An attacker realizes a threat corresponding to \( T_i \) if he satisfies at least one clause in formula \( F(T_i) \). Hence, any satisfied clause in \( F(T_i) \) causes damage \( D(T_i) \), and so all clauses within a formula are equally important.

Since we are dealing with minimized formulas, these two requirements are easy to meet – we can compute the "importance" of an attack \( a_i \) within a tree \( T_j \) as follows:

\[
I(a_i, T_j) \overset{\text{def}}{=} \frac{1}{|F(T_j)|} \sum_{C_k \in F(T_j), \text{with } a_i \in C_k} \frac{1}{|C_k|},
\]

where \( |C_k| \) is the number of attacks in clause \( C_k \), and \( |F(T_j)| \) is the number of clauses in the formula \( T_j \).

The reader can easily verify that, if attack \( a_i \) is not in \( T_j \), then its importance within the tree is zero; also, the sum of the importances of all attacks in the tree is 1 (see App. A.2 for a proof).

In a second step, we want to know which damage can be attributed to a single attack. The higher the expected damage of an attack tree is, the higher is the expected damage of any single attack in the tree. So, we can weight the importance of an attack \( a_i \) within a tree \( T_j \) with the damage of the respective threat \( D(T_j) \). We get the estimated damage for a single attack \( a_i \) by summing over all attack trees:

\[
D(a_i) \overset{\text{def}}{=} \sum_{T_k \in T} D(T_k) \cdot I(a_i, T_k).
\]

Because the importances of all attacks within a tree add up to 1 (see above), the sum of the damages of all attacks equals the overall damage of all threats (see App. A.2 for a proof). This property ensures that we do not add or leave out any damage at any point in our process.

Finally, we can compute the damage of a whole attack class \( A_i \) by adding the damage of all attacks in this class:

\[
D(A_i) \overset{\text{def}}{=} \sum_{a_j \in A_i} D(a_j).
\]

Let \( n \) be the overall number of malicious challenges used. We then use a number of malicious challenges
from each attack class $A_i$ that is proportional to its damage $D(A_i)$:

$$n_{A_i} = \frac{D(A_i)}{\sum_j D(A_j)} \cdot n.$$  

(3.41)

In Appendix C, an example illustrates the whole process of deriving the damage of attack classes.

### 3.4.3.3 Applicability of Error Margins

Note that by selectively picking challenges, challenges are no longer randomly picked from the whole set of challenges, but only within each attack class. However, in the previous section, we made the assumption of randomly-picked challenges: Only if we globally select challenges randomly, can we apply the margins of error as described in Section 3.4.2.1. One approach to address this issue is to compute an aggregator rating $r$ for each attack class separately. As a consequence, a new ordering between the aggregators has to be defined that accounts for the different ratings; the easiest approach would be to compute a weighted average of all ratings, where the weights are the expected damages of the respective attack classes.

Alternatively, one can pick the challenges randomly from the whole database, but compute the mean attack score for the malicious flows $\bar{\alpha}$ as a weighted average [98, p. 250]:

$$\bar{\alpha}' = \frac{\sum_i D(A(\alpha_i)) \cdot \alpha_i}{\sum_j D(A_j)},$$

(3.42)

where $A(\alpha_i)$ denotes the attack class to which attack $\alpha_i$ belongs. The weighted standard deviation can be computed as follows [98, p. 251]:

$$s'_{\alpha} = \sqrt{\frac{\sum_i D(A(\alpha_i)) \cdot (\alpha_i - \bar{\alpha}')^2}{1 - \sum_j D(A(\alpha_j))}}.$$  

(3.43)

The aggregator rating in eq. (3.21) can be then computed with $\bar{\alpha}'$ and $s'_{\alpha}$. However, for the computation of the number of challenges in Section 3.4.2, the common mean and standard deviations have to be used. This allows us to combine the approach for computing a good number of challenges with the approach for applying higher weight to important attack classes. The disadvantage is that there is the possibility, because the challenges are picked randomly from the whole set, that very few or no challenges are selected from the most important attack classes, and thus the accuracy in these cases would drop.

### 3.4.4 Evaluation

In this section we describe experiments that tested the performance of CAMNEP with the approaches for adapting the number and the composition of challenges at runtime. The experiments have been conducted by members of the Agent Technology Center at the Czech Technical University, Prague, under the lead of Martin Rehák. For the experiments, five different anomaly detection mechanisms [178, 91, 90, 44, 142] were used. The resulting outputs were aggregated by 30 different aggregators using weighted or order-weighted averaging, or a combination of both. In weighted averaging, the outputs of the different anomaly components are weighted more or less strongly. In order-weighted averaging the values are weighted in respect to their ordering, e.g., the first and last values in the ordering are weighted more heavily than values in the middle.
The traffic trace on which the experiments were run had been recorded on a university network and had a length of almost 350 minutes. The flows in the trace were manually labeled as malicious or legitimate. The malicious flows covered mainly scanning and peer-to-peer activities, bot propagation and brute force attacks on passwords. The recording was made in batches of five minutes each. Each batch contains up to ca. 80,000 flows, with roughly ten percent being malicious. In the following, we use the terms false positives (FP), false negatives (FN) and true positives (TP) (see Sect. 2.5.2 for an explanation); these terms imply that a threshold, which decides when to raise an alarm, has been applied to the final output. For more details on how to choose these thresholds we refer to [120].

**Adaptive Number of Challenges** Figure 3.9(a) shows the number of challenges fluctuating over time. For the first three batches (or 15 minutes), we fixed the number of challenges, because the anomaly detection mechanisms require some time to initialize. After this, the number of challenges increased

---

Figure 3.8: False positives of all aggregators (thin lines) and that selected (thick line).

Figure 3.9: Evolution of CAMNEP with adaptation at runtime.
Table 3.3: Performance for different fixed aggregators, and the runtime adaptation.

<table>
<thead>
<tr>
<th>System</th>
<th>FN (Avg., #sources)</th>
<th>FP (Avg., #sources)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arithmetic average (on anom. det.)</td>
<td>14.7</td>
<td>12.5</td>
</tr>
<tr>
<td>Arithmetic average (on aggreg.)</td>
<td>13.1</td>
<td>24.3</td>
</tr>
<tr>
<td>Aggregator with min. #FP</td>
<td>14.5</td>
<td>5.3</td>
</tr>
<tr>
<td>Aggregator with min. #FN</td>
<td>9.8</td>
<td>125.2</td>
</tr>
<tr>
<td>Best aggregator</td>
<td>13.7</td>
<td>5.7</td>
</tr>
<tr>
<td>Aggregator selection at runtime</td>
<td>14.0</td>
<td>3.1</td>
</tr>
</tbody>
</table>

until minute 70 where it peaked, thereafter fluctuating around a central value. One can observe two further increases after minute 150 and minute 300. When comparing these observations to Figure 3.8, which shows the performance of the aggregators, an increase in the diversity of the performances can be observed in these areas. Besides this, the figure shows that a peak in the number of false positives from all aggregators at minute 100 could not be avoided. It can be argued that at this point in time the enhanced anomaly detection mechanisms are not yet sufficiently trained. A big peak later in time, at minute 190, is successfully avoided by the selected aggregators. Figure 3.9(b) shows which aggregator was selected at what time. It is interesting to see that the system mainly selected aggregators from a smaller subset of aggregators, and especially aggregators 23 and 24, which used a combination of weighted- and order-weighted averaging.

An overview of the results is given in Table 3.3. The table shows the number of unique source IP addresses for the classes FN and FP respectively, averaged over the different batches of five minutes each. We can see that the proposed aggregator selection at runtime clearly outperformed the trivial aggregation function, the arithmetic average; but also all other aggregators performed worse either in terms of FP or FN. The performances of the aggregator with the minimum number of FP and the best aggregator came close to the performance of the aggregator selection at runtime. However, what these best aggregators were, could only be known after the system was run. Therefore, these represent only best case performances for a fixed aggregator. The better performance can probably be explained by the fact that peaks like those of Figure 3.8 can sometimes be avoided. The results suggest that our approach is able to combine the diversity of the different anomaly detection methods in a beneficial way.

**Threat-Model Driven Challenge Selection** To test the approach of threat-model driven challenge selection, the attack tree shown in Figure 3.10 was used to determine the composition of challenges. Appendix C shows how the damage for the respective attack classes can be computed in this case.

In a subsequent step, standard security tools such as nmap or metasploit were used to attack the network in order to realize the corresponding threat. The attacks were repeated several times with changes in speed, tool settings and intensity. The following results suggest that the system selected good aggregation functions, i.e., those that were able to detect various stages of server compromise attacks. Table 3.4 shows the deviation of the attack scores of the malicious flows from the average attack score as a multiple of the standard deviation of all attack scores: Higher values are better, and negative values indicate that the flows were thought to be less malicious than the average. The attack scores
attributed to horizontal scans, fingerprinting and vertical scans have improved considerably, making them far more likely to be detected. The most dramatic change of behavior was related to the brute force password breaking attempts. These were undetectable with the baseline system configuration, but became detectable with the threat-model driven system adaptation. Buffer overflow attacks still could not be detected, however: anomaly detection methods are generally not good at detecting this kind of attack because of the low volume of traffic involved.

The results shown in Table 3.5 suggest that the overall accuracy of the system suffered somewhat from the adaptation. The higher number of false positives is probably caused by the system’s focus on the server takeover threat, which was uncommon in the traffic trace. Still, the number of false negatives did not change significantly, and the number of true positives slightly increased.
Chapter 4

Modeling Trust in Information Sources

In this chapter, we show how the trustworthiness of an information source can be assessed in cases where acquired information cannot be verified directly. These assessments can be used as criteria for making decisions about which information provider to select next. In addition to this, acting as an extension to the spot-checking mechanism from the previous chapter, it helps to reduce the overhead of spot-checking: The more one trusts, the less one has to check. Since the trust model has several parameters, we also show how these may systematically be configured.

Organization In Section 4.1, we investigate general challenges and limitations for computationally modeling trust. We then study specifics of trust in the context of information acquisition, and provide a definition. In Section 4.2, we propose and evaluate a concrete evidence-based trust model that assesses the trustworthiness of information sources. Finally, we show in Section 4.3 how to find optimal configurations of evidence-based trust models, and provide a proof of concept by applying it to the proposed trust model.

Terminology Following the common terminology, we call an entity that trusts “trustor”, and an entity that is trusted “trustee”.

This chapter is related to [150, 151, 149] and [145, 144, 148].

4.1 Computational Trust Modeling

In the following, we derive a definition of trust, and discuss the problems we face when formalizing it as a computational concept. We then examine the specifics of trust in information sources.

4.1.1 Trust

Trust plays an important role in the social behavior of humans. In short, it helps a human to make decisions about relying on other humans. When a trustor relies on a trustee, he has certain expectations about the trustee’s behavior. In market scenarios, these expectations can for instance be defined in form of a contract. Then, the trustee either meets the expectations, which we describe as “the trustee succeeds”, or he disappoints the trustor, described as “the trustee fails”. When a trustor has decided
to rely on a certain trustee, and has asked him to perform some task, the trustee will do either of the following:\(^1\)

- accept, and succeed
- accept, but fail
- reject

We can see that trust concerns the belief that someone will succeed under the condition that he will accept. If someone rejects a request, and also if he does it very often, this does not mean that he is untrustworthy; he might have foreseen in every case that he would not have been able to succeed – and this is actually honest behavior. Note that a trustor might nevertheless stop asking someone who rejects requests too often – but such a decision is basically not about trust.

To succeed, a trustee has to be capable, so trust is clearly, among other things, about the skills of an entity. However, consider the division of a trustee’s abilities into:

- his skills,
- his ability to assess his own skills.

A trustee that underestimates his skills, will probably not accept a request; but when he agrees, he will probably succeed, and so he will appear trustworthy. A trustee that overestimates his skills will probably agree to a request and fail. This means that trust is actually more about the ability to assess one’s own skills than about the skills themselves.\(^2\) The self-assessment of skills implies another important ability that a trustee should have: the ability to predict the environment. Only if a trustee is able to predict the environmental conditions for his actions, he can assess whether he will be able to succeed.

Finally, since a trustee is autonomous, even if he is skilled and able to assess his own skills, the trustee can also accept and intentionally fail. Reasons for an intentional failure can be to save costs or to harm the trustor. We call this kind of behavior malicious behavior. For humans, the unwillingness to perform, due to a lack of motivation, can also be the reason for a failure; however, we will not take this cause into account, because it is currently not relevant for machines.

To summarize, “to trust” means generally to believe both in the skills of the trustee, which encompasses his ability to correctly predict whether he will be likely to succeed, and in his willingness. Many problems arise in the process of building trust, even in the very early stages of collecting evidence. In the following, we discuss such problems.

### 4.1.2 Modeling Trust

Much research has tried to adapt trust, as we humans use it, to the world of computers. To this end, a formal computable model has to be proposed. Several approaches in this direction have been pursued (e.g., see [117]). We consider the approach of evidence-based trust modeling as discussed in Section 2.3.3.1.

Evidence-based trust models specify how to derive trust in an entity from a set of past experiences with that entity. Positive experiences generally increase trust, and negative experiences reduce it. To achieve this, a model commonly follows the following three steps (see also Fig. 4.1):

---

\(^1\)Following the restriction to correct/incorrect information (see Sect. 1.1.2), we also restrict ourselves to the binary view of failure and success of a trustee.

\(^2\)There is evidence that at least a human’s ability to assess his own skills strongly depends on his skills [89]; unskilled people tend to overestimate, whereas skilled people tend to underestimate their skills.
4.1. Computational Trust Modeling

1. Collect evidence from interactions with other entities, in particular distinguishing positive from negative experiences.

2. Combine the collected evidence to get an accurate assessment of an entity's trustworthiness.

3. Use the resulting trust as one criterion in decision-making concerning possible interaction with other entities.

4.1.2.1 Properties of Trust

In general, trust is not transitive; this is illustrated by the following example (see also Fig. 4.2): The fact that Alice trusts in Bob and Bob trusts in his mother Carol does not imply that Alice should trust in Bob's mother as well. Still, it is justified to apply transitivity of trust in this case, if the following conditions are fulfilled:

1. Alice trusts in Bob to not lie.

2. Alice trusts in Bob's assessment of Carol's trustworthiness.

3. The relations (Carol, Bob) and (Carol, Alice) are “equal”.

The fuzzy term “equal” refers to the fact that Carol might be variably trustworthy to different persons. In the above example, Carol might for instance behave trustworthy towards Bob, because he is her son, but not trustworthy towards Alice, because she is not a member of her family. Consider another example, which is also covered by Figure 4.2. Carol is a politician, Bob is her husband, and Alice is a reporter. Even if Bob can truthfully tell Alice about his justified trust in Carol (conditions 1 and 2 are fulfilled), this does not imply that the reporter can trust in what Carol says; this is the case because the third condition is not fulfilled. In the scenarios that we are addressing in our thesis, that is where computers interact with each other, the third condition concerns for instance the relations between the people operating the computers.

From the above examples, it directly follows that trust is subjective, because it might be the case that Bob trusts Carol, while Alice does not. Furthermore, trust is not symmetric, that is, the fact that Bob trusts Alice does not imply that Alice trusts Bob. Finally, trust is context-sensitive; to give an example, one can trust someone to drive a car and at the same time not trust that person to fly a plane. This issue is discussed in more detail in Section 4.1.2.4 below.
4.1.2.2 Sources for Trust

There are several ways to collect evidence for assessing an entity’s trustworthiness. One way, and this is the only one we consider in our work, is to extract evidence from direct experiences with that entity. If for instance Bob has sold low-quality products to Alice several times, Alice can see this as an indicator of the general quality of products sold by Bob, and so will no longer trust in Bob in this regard.

To build trust, one can also rely on information concerning trust that comes from others. In the basic case, other entities report on the direct experiences they have had with the entity in question. They can also report about the trust they have in that entity, for instance in the form of a recommendation for an entity. Whenever one uses information coming from others in the process of building trust, one has to be careful, because as discussed above, trust is in general subjective and not transitive. Besides this, entities may also report incorrect or unreliable information [180]. However, especially when an entity has just entered a system and has not yet enough direct experiences with other entities, it may be helpful to rely on the opinions of others. In order to mitigate the effects of misreporting entities and the subjectivity inherent in trust, a “reputation system” [125] can be used that combines the opinions of a large group of entities about a single entity’s trustworthiness. Such a combined, global, assessment of trust, is called the entity’s “reputation” among that group. To provide meaningful results, these systems require that many entities submit their trust assessments of other entities to the reputation system.

In our work, we only consider direct experiences, because there are scenarios where this is the only source for trust, e.g., in volunteer computing systems. As a side effect, this implies that we do not have to deal with the problematic transitivity property of trust.

4.1.2.3 Delusive Evidence

“Both types of mistake – trusting too well and not well enough – can be costly.” [51]

This quotation leads to the question of what observation is factual evidence for a trustee being more or less trustworthy. In particular, whether a success is always evidence for a higher trustworthiness, and vice versa, whether a failure is always evidence for a lower trustworthiness. Consider the following example of an aviator:

Example 4.1. Aviator Howard is considered as one of the best aviators, and you trust him too. So, you rely on him and let him fly you to some destination. There is no evidence of bad weather, and so he predicts that the weather will be fine. He takes off and the flight appears to become routine. But suddenly, a storm whips up from nowhere. As a consequence, the plane crashes – but he and all the passengers miraculously survive. He did not succeed in flying the plane to the destination. However, his trustworthiness as a pilot should not decrease; it could even increase.

Prompted by this example, we now analyze in which cases the trust in another entity should be decreased and when it should be increased. This will show that there are both cases where a failure does not form negative evidence, and where a success does not form positive evidence.

The following reasoning is illustrated in Figure 4.3. After having selected a trustee, a trustor requests the trustee to perform a certain task. The trustee has then to decide whether to accept the request or not. If he is malicious, he will subject this decision to his strategy; in the case that he accepts, his strategy will further determine whether he is going to fail intentionally. Generally, malicious intent in a trustee is sufficient reason to decrease the trust in the trustee. Of course, this malicious intent cannot always be recognized, particularly if the trustee pretends to be honest, but this analysis tries only to
identify the different cases without discussing how to distinguish them in practice. If the trustee is not malicious, he will try to predict whether he can successfully handle the request. To this end, he forecasts the environmental conditions, and assesses his skills for processing the request under these expected circumstances. He only accepts if he believes that he will succeed. However, the actual environmental conditions can differ from the trustee’s prediction and he might fail for this reason. The error can be due to the trustee’s inability to make this prediction; but the conditions can also evolve in an “unpredictable” way, in which case his failure should be considered excusable [148]. The meaning of “unpredictable” needs to be decided by the trustor; it depends among other things on how much time passes between the acceptance and the processing of the request, and on whether other trustees would have been capable of making the correct prediction. Another reason for a failure of the trustee is the trustee’s overestimation of his capabilities. This can even be the case if the prediction of the environmental conditions is correct. Since this misestimation will probably occur for future requests as well, the trust should be reduced. Again, see Figure 4.3 for an overview of this reasoning.

To make the boundary between positive and negative evidence as clear as possible, it is important to explicitly state in a contract the environmental conditions under which a trustee is expected to succeed. However, malicious trustees can still delude a trustor with a strategic success, and a failure can still be excusable if the environment evolves in a manner not foreseen by the contract, what is also known as “unknown unknown”.

**A Limit of Trust Modeling**  The delusiveness of evidence implies one important limitation of trust modeling. Given that the trustor is not able to look in a trustee’s mind; if a malicious trustee is able to emulate the behavior of a trustworthy trustee, we cannot distinguish between a trustworthy trustee and a malicious trustee, who pretends to be trustworthy. Basically, we face the halting problem [140] or the problem of verifying a scientific theory. This suggests that for a trustee that has never showed malicious behavior up to the present, we cannot make any conclusion. Nevertheless, there is one reason why we do learn something about a trustee who always behaves in a trustworthy manner. In scenarios where trustees have incentives to behave maliciously, trustworthy behavior entails costs (such as the time expended in building trust). Therefore, a malicious trustee that behaves trustworthily is making an investment, and wants to break even at some point, which in turn requires malicious behavior in the future. This argues in favor of treating trustworthily behavior as evidence for trustworthiness. Actually, if the costs of a
trustee for behaving trustworthy and maliciously could explicitly be modeled, trust could be defined as: the difference between the investment of the trustee in the past, and the profit he could make when behaving maliciously in the next interaction multiplied by the probability of being exposed.

4.1.2.4 Further Issues

In the previous paragraph, we have seen that it is not obvious whether an outcome of an interaction is actually positive or negative evidence. The intrinsic reason for this is that the trustor has no access to the trustee’s mind, as illustrated in Figure 4.4. At the most, the trustor can observe the behavior of a trustee and (parts of) the environment in which the trustee acts. However, in order to predict a trustee’s behavior in future interactions, the trustor needs to understand the trustee: his attitude, his strategic intents, his abilities and his commitment. A sophisticated trust model would account for all these characteristics of the trustee. This emphasizes that trust modeling deals with issues that differ from those addressed by conventional forecasting techniques such as extrapolation or trend estimation. In the following, we discuss several such issues.

Whitewashing  In many distributed systems such as P2P systems, the identities of entities are often not linked to physical resources. As a result, entities can take part in the systems with several distinct identities [40]. In these scenarios, whitewashing [112, 71] becomes possible: An entity can try to change its identity in order to reset its damaged reputation. To avoid this happening, a trust model has to make the initial trustworthiness assigned to an identity low enough that an entity cannot profit from renewing the identity. The threat of whitewashing is addressed in Section 4.2.2.1, where we evaluate our trust model.

Context-Sensitivity  Trust can be called context-sensitive if an experience that has been made in a certain context is only significant for trust-based decisions in similar contexts. McKnight and Chervany [101] give the example that “one would trust one’s doctor to diagnose and treat one’s illness, but would generally not trust the doctor to fly one on a commercial airplane”. So, a first notion of context means the type of task that has to be performed [68, 85]. In a second notion, context refers to the circumstances under which a task has to be performed [119]; for instance if a pilot succeeds in flying a plane in a storm, he will be able to fly the plane in good weather, too – but the converse is not that obvious. Generally speaking, everything that can impact the behavior of a trustee and is not part of the trustee itself, belongs to the context [38].

The context-sensitivity of trust can be exploited by attackers, for instance to launch an attack on a volunteer computing system as follows.³ For a series of very easy computational tasks the attacker re-

³The authors of [84] call such attacks “value imbalance attacks”.

Figure 4.4: The mind of the trustee is not observable.
turns the correct results, but then for a very complex task, he returns a random result. This attack shows that a number of correct results for easy tasks is not necessarily evidence for this worker’s performance on complex tasks.

The spot-checking mechanism proposed in the previous chapter is also part of the trust model that is proposed later in this chapter. For this mechanism, to make sure that the probabilities of single requests within a set of requests are independent, all requests have to belong to the same context. To account for context-sensitivity beyond a single set of requests, other mechanisms have to be used. Instead of explicitly addressing this issue in our work, we refer to existing approaches from the literature: [119, 32, 86].

**Exploration vs. Exploitation**  Figure 4.5 shows how a distributed information system appears from the perspective of a trustor (analogous to Fig. 1.1). Consider the situation where the trustor has a sequence of tasks that he wants to delegate one after another. Furthermore, assume that for each delegated task, the trustor can collect evidence about the respective trustee, e.g., whether he succeeded or failed. At the beginning, the trustor chooses some trustee *randomly*, because he has no knowledge about the entities. After this, the trustor learns about the trustworthiness of the selected trustee. At this point, the question is how to select the next trustee. Assume the selected trustee succeeded, meaning that he might be seen as more trustworthy than all other entities. Still, he might in fact be less trustworthy. This results in a dilemma known as the “exploration vs. exploitation”—problem: The trustee has to *explore* the population of entities to get to know them better; but at the same time, the trustee wants to *exploit* his knowledge about the entities’ trustworthiness and select only those that appear trustworthy. One basic approach to this problem is known as the “Boltzmann exploration”, in which one selects an entity with a probability that is proportional to the value that this selection is expected to have [113, Chapter 10]. We adapt this approach later in Section 4.2.4 to the use in our trust model.

The explore vs. exploit dilemma is known in the areas of approximate dynamic programming and reinforcement learning. In addition to these domains, the dilemma gains an additional facet when it concerns the entities’ trustworthiness, namely the aspect of *forgiveness*. Suppose that a trustor selects a trustee, but the trustee fails because of a lack of commitment. By purposefully selecting this trustee again, the trustor shows the trustee that he is prepared to give him another chance, which in turn can motivate the trustee to make a greater effort. However, this aspect, which is strongly related to psychol-
ogy, is less relevant for our work, because we consider only malicious and honest machines.

4.1.3 Trust in Information Sources

We define trust in the context of information acquisition as follows:

**Definition 4.1** (Trust in an information source). Trust is a belief of an entity A about an autonomous source B, which helps A to estimate whether a reply R provided by B upon some request Q by A, makes \((Q, R)\) a fact, without A having to check R. Trust anticipates both B’s attitude towards A, and B’s ability to ensure that the provided information is correct.

This implies that an entity A trusts maximally in an information source B, if it believes that:

- if B provides information R to some request Q from A, then B strongly believes that \((Q, R)\) is a fact, and
- if B strongly believes something, then it is correct.

The first belief concerns B’s intentions: If B were malicious, it would probably provide some \(R’\) believing that \((Q, R’)\) is not a fact, or it was not sure whether \((Q, R)\) is a fact. The second belief concerns B’s competence, i.e., if B were incompetent, its belief in \((Q, R)\) would not be founded or wrong. Note that this definition conforms with the notions defined by Demolombe [36] (see also Sect. 6.1.3.1 for a discussion).

4.1.3.1 Incompetent and Malicious Sources

As mentioned above, there can be incompetent or malicious information sources. An incompetent but honest information source is not able to guarantee that the information it provides is correct, but thinks that it is able to do so; apart from this, it is not lacking of commitment nor has it malicious intent; in fact, it aims to provide the truth. In contrast to an incompetent source, a malicious source does not aim to provide the truth. We distinguish four different types of malicious information providers:

**Careless Source** Does not care about the truth.

**Cheater** Tries directly to maximize his profit.

**Manipulator** Provides information in order to guide the trustor in a certain direction.

**Saboteur** Tries to provide incorrect information so as to harm the trustor.

Malicious sources have in common that they try to stay undetected by the trustor – they want to stay in the game as long as possible. A careless information source provides information although it neither believes that the provided information is correct nor that it is incorrect. Reasons for this behavior can be for instance that the source either is able to ensure the correctness of provided information, but is not committed enough to do so, or that the source knows that it is not able to ensure the correctness, but provides the information anyhow. Frankfurt [49] calls these information providers “bullshitters” (see also [27]). The three other types of malicious sources are generally both competent and committed, and so intentionally provide incorrect information. A saboteur tries to maximize the damage he can inflict on the trustor. In contrast to the saboteur, cheaters and manipulators do not necessarily want to harm the trustor: Cheaters try directly to optimize their profit, for instance by providing cheaply generated information that is known to be incorrect; manipulators provide incorrect or incomplete information.
with the aim of causing the trustor to make decisions based on this information, which are in the end beneficial to the manipulators – but possibly harmful to the trustor.

For the evaluation of our work we focus on incompetent sources and cheaters, because careless sources and manipulators seem to be irrelevant in computer networks; the evaluation of our work for saboteurs is discussed in Section 6.2.3. The difference between incompetent and malicious sources is illustrated by the following two examples.

### 4.2 Evidence-Based Trust in Information Sources

Trust can be helpful in ensuring the correctness of acquired information in cases where verification of the information is not easily possible; as outlined in the introduction, the verification can for instance be too costly or time-consuming; or it can only be carried out at a later point in time; or cannot be done at all. However, in precisely these cases, it is not clear how to assess the trustworthiness of an information source: The provided information cannot be verified, and so cannot be used as evidence of a source’s trustworthiness. At this point, spot-checking with challenges from Chapter 3 can be used: Replies to challenges can be verified, and so can serve as evidence. In turn, the more certain we are that a source is trustworthy, the fewer challenges we have to use for spot-checking. Note that the pure spot-checking mechanism is concerned with estimating the correctness of acquired information, whereas the trust model proposed in the following concerns the properties of an information source.

#### 4.2.1 Basic Model

In the following, we describe a model to compute a “trust value”, that is, a measure of an information provider’s trustworthiness. An additional value of uncertainty measures how significant the trust value is. These two values can later be used as criteria for selecting good information sources.

The model assumes that an information source can be described by a probability $\rho$: With probability $\rho$ it returns incorrect information to a single request, with probability $1 - \rho$ it returns the correct information. We call $\rho$ also the error rate of an information source. The model is based on a repetitive application of the spot-checking mechanism from the previous chapter. The aim of the model is to extrapolate the estimates of past error rates of an information source, while keeping in mind the possibility of malicious sources that intentionally increase or decrease their error rate over time. One main idea of the model is to group sequential evidence together as long as it is self-consistent. If new evidence comes up that conflicts too much with older evidence, it is assumed that the error rate of the provider has changed, and so the older evidence is treated separately. This accounts both for tactical behavior and also for changes in a provider’s competence.

#### 4.2.1.1 Single Error Rate Estimation

Applying the spot-checking mechanism from the previous chapter, the number of incorrect replies to a set of $n$ challenges is binomially distributed with parameters $n$ and $\rho$. So, we can estimate the error rate $\rho$ of the information source with the use of Bayes’ theorem:

$$f(\rho|y) = \frac{p(y|\rho)f(\rho)}{p(y)} .$$ (4.1)
The probability of finding exactly \( y \) incorrect answers to the challenges, given \( \rho \), follows from the basic product rule [77, p. 51] and the independence between the single replies:

\[
p(y|\rho) = \rho^y(1-\rho)^{n-y}.
\]  

(4.2)

Since we are dealing with attackers, we again choose the prior, which is continuous here, to be uniform.\(^4\)

\[
f(\rho) = \begin{cases} 
1 & \text{for } 0 \leq \rho \leq 1 \\
0 & \text{otherwise}.
\end{cases}
\]  

(4.3)

The probability \( p(y) \) can be computed by marginalization over \( \rho \):

\[
p(y) = \int p(y|\rho)f(\rho)d\rho
\]  

(4.4)

\[
= \int_0^1 \rho^y(1-\rho)^{n-y}d\rho.
\]  

(4.5)

Putting everything together, what we eventually find is the beta distribution [170, 171]:

\[
f(\rho|y) = \frac{\rho^y(1-\rho)^{n-y}}{\int_0^1 \rho^y(1-\rho)^{n-y}d\rho}.
\]  

(4.6)

The beta distribution is defined by two “shape parameters” \( \alpha \) and \( \beta \), which in our case are \( y+1 \) and \( n-y+1 \) respectively. The mean of the beta distribution, and therefore the best estimator \( \hat{\rho} \) of the error rate, is:

\[
\hat{\rho} = \frac{\alpha}{\alpha + \beta} = \frac{y+1}{n+2}.
\]  

(4.7)

The standard deviation of the beta distribution is:

\[
\sigma = \sqrt{\frac{\alpha \beta}{(\alpha + \beta)^2(\alpha + \beta + 1)}}.
\]  

(4.8)

### 4.2.1.2 Trust Values

We base our assessment of an information provider’s trustworthiness on the information we have to hand, namely how accurate the source was estimated to be in the past. Table 4.1 shows an example of such information. Each row represents an application of the spot-checking mechanism from the previous chapter. One request/reply is described by a number of real requests \( m \) and challenges \( n \), and the number of incorrect replies to the challenges \( y \). Based on \( n_i \) and \( y_i \), the error rate \( \hat{\rho}_i \) of the information source can be estimated for each request. In order to learn from the past, we want to combine these error rate estimates into an aggregate trust value. When no request has been made yet, we create an initial error rate estimate \( \hat{\rho}_0 \) for \( n = y = 0 \), which gives \( \hat{\rho}_0 = 0.5 \). This estimate reflects our a priori trustworthiness assessment of an information source. For a new reply from a source, we then compute

\(^4\)For a discussion of this issue see Section 3.3.1.1.
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Table 4.1: History of requests made to one information provider.

<table>
<thead>
<tr>
<th>Request ID</th>
<th>#Real requests</th>
<th>#Challenges</th>
<th>#Incor. replies to the challenges</th>
<th>Error rate estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i = 1$</td>
<td>$m_1 = 10$</td>
<td>$n_1 = 10$</td>
<td>$y_1 = 3$</td>
<td>$\hat{\rho}_1 = \frac{y_1 + 1}{n_1 + 2}$</td>
</tr>
<tr>
<td>$i = 2$</td>
<td>$m_2 = 5$</td>
<td>$n_2 = 20$</td>
<td>$y_2 = 1$</td>
<td>$\hat{\rho}_2 = \frac{y_2 + 1}{n_2 + 2}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$i = 99$</td>
<td>$m_{99} = 10$</td>
<td>$n_{99} = 10$</td>
<td>$y_{99} = 2$</td>
<td>$\hat{\rho}<em>{99} = \frac{y</em>{99} + 1}{n_{99} + 2}$</td>
</tr>
</tbody>
</table>

an aggregate trust value $t$ for that source in form of a weighted average:

$$t \overset{\text{def}}{=} \frac{\sum w_i (1 - \hat{\rho}_i)}{\sum w_i}, \quad (4.9)$$

where the $w_i$ are positive weights that can be used to give older estimates $\hat{\rho}_i$ less weight than newer. The trust value $t$, and also the variants that are proposed below, are real values in the interval $(0, 1)$. The values 0 and 1 are not possible, because all error rate estimates $\hat{\rho}_i$ are in $(0, 1)$ as well. This corresponds with the intuition that an arbitrarily long sequence of positive experiences with a source is no guarantee that a negative experience will never occur, and vice versa.

Choice of Weights The only restriction we impose on the weights is that at least one of them has to be greater than zero. How fast the weights decrease defines how fast the trustor thinks that older evidence becomes outdated; in other words, how fast the trustor “forgets” or “forgives”. To not forget at all, all weights can be set to 1. To get linearly decreasing weights, they can be defined as $w_i \overset{\text{def}}{=} (i + 1)$. To make a linear moving average that discards all but the $l$ last replies, they can be defined as $w_i \overset{\text{def}}{=} \max(i - i_{\text{max}} + l, 0)$, where $i_{\text{max}}$ is the index of the latest request. Finally, to apply an exponential moving average, the above trust value can be computed recursively with the use of an “aging factor” $A \in (0, 1]$:

$$t_i \overset{\text{def}}{=} A \cdot (1 - \hat{\rho}_i) + (1 - A) \cdot t_{i-1}. \quad (4.10)$$

This update rule is commonly used in the field of reinforcement learning [155].

Combining Evidence of Multiple Replies Assume that $\rho$ does not change over time. Then, the larger the number of challenges in an estimation of the error rate $\hat{\rho}$, the more precise the estimate will be. Therefore, combining the evidence first and then computing an error rate estimate yields a different result than computing the error rate estimate for small portions of evidence first and then combining them as in eq. (4.9); this is because in the latter case several imprecise estimates are combined, which makes the resulting estimate no more precise. However, the combination of evidence is justified probabilistically only if $\rho$ does not change over time; but provided that the error rate estimate changes only little from one reply to another, the probability is high that the actual error rate has changed only little as well. Therefore, it makes sense to group evidence together as long as it is similar. If an abrupt change in the error rate occurs, a new group of evidence is created. What is more, the grouping of similar evidence attaches special attention to abrupt changes in the error rate estimates. At the same time, this makes the
model more robust against attackers, as we show later in the experiments, because abrupt changes are especially characteristic of malicious information providers that intentionally change their error rate, for instance due to strategic considerations.

The idea of combining evidence can be implemented as follows. Let \( \hat{\rho}[l_1, l_2] \) denote an error rate estimate based on the combined evidence from the replies with indices \( l_1 \) to \( l_2 \), i.e., based on \( \{\hat{\rho}_i\}_{l_1}^{l_2} \). A threshold \( \epsilon \), which we call the “tolerance factor”, is now defined when the evidence of two or more consecutive replies is combined: If there is an \( x \) such that all consecutive error rate estimates \( \{\hat{\rho}_i\}_{l_1}^{l_2} \) are in the interval \( [x - \epsilon, x + \epsilon] \), then their evidence is combined to compute \( \hat{\rho}[l_1, l_2] \). We call \( [x - \epsilon, x + \epsilon] \) the “tolerance interval”; the tolerance interval actually determines how much variation in the correctness of the information should be tolerated; one has to keep in mind though that such variations are partly caused by the fact that the challenges are randomly placed in the request.

The algorithm for combining the evidence works as follows. For every new error rate estimate with index \( l_{\text{new}} \) check whether it is similar enough to the latest group of error rate estimates, and if so, combine the evidence; otherwise:

1. Search for the earliest \( l \) such that \( \{\hat{\rho}_i\}_{l_{\text{new}}} \) respects some tolerance interval \( [x - \epsilon, x + \epsilon] \); possibly the earliest such \( l \) is \( l_{\text{new}} \) itself, and \( \{\hat{\rho}_i\}_{l_{\text{new}}} \) consists only of \( \hat{\rho}_{l_{\text{new}}} \).

2. Repeat step 1 starting from index \( l - 1 \) downwards, creating further groups, until all evidence has been grouped.

For each set of combined evidence with indices from \( l_1 \) to \( l_2 \), compute a combined error rate estimate based on \( y_{l_1} \) to \( y_{l_2} \) and \( n_{l_1} \) to \( n_{l_2} \). Lastly, compute the final trust value, denoted by \( \hat{t} \), by applying eq. (4.9) to the set of combined error rate estimates. In contrast to \( t \), this trust value \( \hat{t} \) accounts for sudden changes in an information provider’s error rate, which point to strategic moves, and thus to malicious behavior.

### 4.2.1.3 Uncertainty

A trust value does not reflect how certain we are about its significance. For instance, when no information has been requested from a particular information source, the trust value for the source is set to \( t_i = 0.5 \) (because we have \( t = \frac{n_0(1-\rho_0)}{n_0} = 1 - \rho_0 \)). This value is caused by the assumption of a uniform error rate prior, but it is not backed by any evidence. If now an observation of \( y \) incorrect and equally many correct challenges is made, the trust value will stay at 0.5, but this value is now backed by some evidence. Therefore, we additionally compute a measure of uncertainty that reflects the amount of evidence used for the computation of \( t \). Wang and Singh [167] postulate that a measure of uncertainty should have two properties:

- the more evidence is taken into account, the lower is the uncertainty, and
- the more “conflict”\(^5\) there is in the evidence, the higher is the uncertainty.

We prove in Appendix A.3 that the standard deviation of the beta distribution has both properties. Since the standard deviation is simpler and easier to compute than the measure introduced by Wang and Singh [167], we use it as our uncertainty measure.

Let \( \sigma_i \) be the standard deviation corresponding to \( \hat{\rho}_i \). To normalize it to the interval \( (0, 1) \), we use \( 2\sqrt{3} \sigma_i \) (see App. A.3). To get the uncertainty corresponding to \( t \) we apply the weighted average as for

\(^5\)Conflict is high if the number of correct and incorrect replies is similar.
the trust value:

\[ u \overset{\text{def}}{=} 2\sqrt{3} \frac{\sum w_i \sigma_i}{\sum w_i} . \]  

(4.11)

If no evidence is given, the uncertainty takes value 1. If we get the first reply, we can make our first error rate estimate and the uncertainty drops. This is not yet our final uncertainty measure: As long as we do not change the number of challenges, for any further reply the level of uncertainty will stay at the same level, because for all new evidence that comes in, we discard the same amount of older evidence. At this point, we use the idea of combining the evidence of several consecutive error estimates. Let \( n_i \) be the number of challenges used for reply \( i \), and \( y_i \) be the number of incorrect answers to these challenges. Then we can combine the evidence of a set of consecutive replies \( l_1 \) to \( l_2 \) as follows:

\[
\alpha(l_1, l_2) = \left( \sum_{i=l_1}^{l_2} y_i \right) + 1 , \tag{4.12}
\]

\[
\beta(l_1, l_2) = \left( \sum_{i=l_1}^{l_2} n_i - y_i \right) + 1 . \tag{4.13}
\]

The standard deviation can now be computed on the basis of these shape parameters to give \( \sigma[l_1, l_2] \). Above, we showed how to apply the tolerance factor \( \epsilon \) to shrink the set \( \{ \hat{\rho}_i \} \). We now compute the standard deviations on this reduced set, and combine these as in eq. (4.11) to get the final uncertainty measure, denoted by \( \hat{u} \). As a consequence, the uncertainty for a source with constant error rate will drop, because the set of evidence for a particular error rate increases.

The uncertainty measures \( u \) and \( \hat{u} \) are in the interval \((0, 1]\); in the beginning they both are at 1, decreasing as more evidence comes in, but never reaching 0. This corresponds with the intuition that one can be totally uncertain about something, but never totally certain.

### 4.2.2 Evaluation of Basic Model

Firstly, the computation of trust and uncertainty values are experimentally evaluated against defined attacker models, and compared to other models from the literature. Secondly, the accuracy of the trust value as an error rate estimate for the current reply is assessed. Finally, the computational complexity of the trust and uncertainty values is analyzed.

#### 4.2.2.1 Evaluation against Different Source Types

Our model is evaluated against the following criteria:

- handling of trustworthy information sources
- dealing with error rates \( \rho > 0 \)
- recognizing sources that behave honestly for a long time and then return some errors (“repetitive cheaters”)
- robustness against whitewashing attacks.

We examine the trust value and the attached measure of uncertainty separately. Three particular types of information source are considered:
**Trustworthy source** An information source that returns an incorrect reply with probability 0.00221. This error rate agrees with the findings of Kondo et al. [88] in the volunteer computing scenario.

**Source with \( \rho = 0.1 \)** A source that returns an incorrect reply with probability 0.1.

**Repetitive cheater** A source that behaves as if it is a honest source, but submits 10 incorrect replies every 10th set of requests.

**Trust Value** For the computation of trust values, the following four trust models from the literature are considered:

- **Josang & Ismail [79]** If normalized to \([0, 1]\), their “reputation rating” is defined as the mean of the beta distribution \( r_i + s_i + 2 \), where the terms \( r_i \) and \( s_i \) denote the evidence after interaction \( i \), and are defined as \( y_i + A \cdot r_{i-1} \) and \( (n - y_i) + A \cdot s_{i-1} \) respectively, with \( r_0 = s_0 = 0 \); in our simulations, we set the aging factor \( A \) to 0.5 and discuss the impact of other values. Since we do not consider evidence coming from other trustors, the rest of their model is not relevant to our comparison.

- **Zhao et al. 1 [185]** Starts with a trust value of 0. For every correct reply the trust value is increased by some constant, and reset to 0 for an incorrect reply. For the simulations, we set the constant to 1/32 and discuss the impact of other values.

- **Zhao et al. 2 [185]** Starts with a trust value of 1. For every incorrect reply the trust value is divided by two.

- **Wang & Singh [167]** In their model, a core trust value is computed as \( \frac{y+1}{n+2} \), which is once again the mean of the beta distribution. To make this into what they call a “trust belief”, they multiply the core trust value with some uncertainty value \( u \). For the trust value comparison, we consider the core trust value, and separately compare their uncertainty measure to ours in the next section.

We compare these models to our trust model \( \ell \), using \( m = n = 10 \), with the threshold for combining evidence either set to \( \epsilon = 3/12 \) or \( \epsilon = 1/12 \); the first value tolerates a variation of \( y \) within some interval \( [i - 3, i + 3] \), while the second tolerates a variation within \( [i - 1, i + 1] \). The weights are set to \( (0.6, 0.3, 0.1) \).

In order to give statistically significant results, the simulations were run \( 2^{10} \) times, and average values and standard deviation have been computed. Results are shown in Figure 4.6.

**Results** The two models of Zhao et al. are not able to cope with error rates of honest sources greater than zero as seen in Figures 4.6(a) and 4.6(c). For Zhao et al. 1, the trustworthiness of a honest source is reduced over time, and the trustworthiness of a source with \( \rho = 0.1 \) goes to zero very quickly. Similarly, Zhao et al. 2 keeps the trustworthiness of a honest source at some maximum level around 0.7, and a source with error rate \( \rho = 0.1 \) is considered completely untrustworthy. The reason for this is that upon a single incorrect reply, which happens with a certain low probability for these sources, the trustworthiness is decreased by half, or reset to zero respectively. In addition to that, Zhao et al. 1 lacks a feature for forgetting; that is, once a source has been assessed untrustworthy, this assessment cannot be adjusted, and thus not be corrected if it was inaccurate. In the case of a repetitive cheater this might seem to be the right approach; however, if the source is honest but makes many errors on a single occasion (e.g., for request 10), the model would forever ignore this source, even if it were to be the most trustworthy source thereafter. Zhao et al. 2 handles the repetitive cheater well, because it makes it hard,
Figure 4.6: Evolution of trust values for different source types and models ($m = n = 10$).

but possible, to regain trustworthiness. A higher constant, with which the Zhao et al. 2 model increases the trustworthiness, would make it easier for a honest source to increase its trustworthiness; at the same time it would make the model less robust against repetitive cheaters. A drawback of both models is that they do not deal with error rate estimates and so have no probabilistic substantiation.

The models of Wang & Singh, Jøsang & Ismail, and ours, behave similarly for trustworthy sources and sources with $\rho = 0.1$. In the case of trustworthy sources, after a short time they all assess the trustworthiness of the source to be high. For sources with $\rho = 0.1$, all models also assign high trust-
worthiness levels that are still considerably lower than those for trustworthy sources. With a higher tolerance value $\epsilon$, our model stays a little below the other three trustworthiness assessments. The reason is that the higher error rate makes it more probable that from time to time the tolerance interval is violated. In fact, a large threshold $\epsilon$ is suitable in scenarios where a rather large error rate is also common for trustworthy sources. In scenarios such as volunteer computing, a small threshold (e.g., $\epsilon = 1$) is more suitable since it is less tolerant towards attackers. This becomes evident in the case of a repetitive cheater. For the models of Jøsang & Ismail, a repetitive cheater needs only about 10 requests to regain his former trust value. A decrease in the aging factor $\lambda$ Jøsang & Ismail’s model could change how quickly a repetitive cheater could regain his former trust value. However, this would also have the effect that newer evidence has a lower weighting, which means that the cheating event itself has less impact, or in other words, is penalized less. For the model of Wang & Singh, the cheating is never forgotten, but since the cheating events are rare, the trust value still stays very high. Repetitive cheating is penalized more by our models, because after the source has cheated, this event will be weighted with a fixed weight, no matter how often the source behaves honestly afterwards. How strongly such a cheating event is penalized by our model depends on the weights; e.g., in the simulation cheating is weighted with 0.3, whereas a new positive experience gets a weight of 0.6. To reduce the probability of branding an honest source as a repetitive cheater, a higher $\epsilon$ can be used: One can see in Figure 4.6(f) that for $\epsilon = 3/12$, the lowest average trust value decreases over time; this shows that cheating attempts do not always violate the tolerance interval, however if cheating occurs several times, the probability for a violation increases.

All models, except of Zhao et al. 1, are in principle able to cope with the whitewashing attack. In this attack, entities renew their identity to reset their trust value (see also Sect. 4.1.2.4). In the Zhao et al. 1 model, there is an incentive for whitewashing, because an entity with a new identity gets assigned the highest possible trustworthiness. For all other models, the initial trustworthiness is either zero (Zhao et al. 2), which means complete resistance to whitewashing, or 0.5, which means that whitewashing can only be effective in cases where the error rate is commonly higher than 0.5 – in all other cases, an entity with $\rho = 0.5$ will have problems in competing with other entities in the system; this is discussed in more detail later, when we examine the selection of information sources.

To conclude, in contrast to the two models of Zhao et al., our model is based on probabilistic considerations. Our model handles both honest sources and sources with higher error rates (e.g., $\rho = 0.1$) well. Furthermore, it more heavily punishes the behavior of repetitive cheaters than the model of Zhao et al. 1, and the models of Wang & Singh and Jøsang & Ismail. Finally, our model is resistant against whitewashing attacks in the same way as the models of Zhao et al. 2, Wang & Singh and Jøsang & Ismail.

**Uncertainty**  The uncertainty value reflects how uncertain we are about the trust value. It should decrease fast for honest information providers, and increase for unsteady sources. We prove in Appendix A.3 that our uncertainty measure fulfills the same properties as the measure of Wang & Singh [167]. In this section, we want to compare the two measures experimentally. The aim of these experiments is less to get qualitative insights on which measure is the better. We rather want to study how similarly the measures react to different source types. Wang & Singh propose computing uncertainty as:

$$
\frac{1}{2} \int \left[ \frac{1}{0} \left( x^n(1-x)^{n-y} \right) \left( \int_0^1 x^y(1-x)^{n-y} dx \right) \right] dx .
$$

(4.14)

Similarly to the evaluation of the trust value in the previous section, we again consider a trustworthy source, a source with a higher error rate, but now $\rho = 0.3$, and a repetitive cheater. The simulations were run $2^{10}$ times, and average values and standard deviations were computed. Figure 4.7 shows the results.
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Results  For a trustworthy source, the differences between Wang & Singh’s measure and ours are small (Fig. 4.7(a)); still, both our uncertainty values converge slightly faster. The similarity between our measure with parameters \( \epsilon = \frac{1}{12} \) and \( \epsilon = \frac{3}{12} \) can be explained by the fact that an honest source violates both tolerance intervals with a negligibly small probability.

This is different for an information source with higher error rate, e.g., with an error rate \( \rho = 0.3 \) (Fig. 4.7(b)). There, a smaller tolerance interval \( (\epsilon = \frac{1}{12}) \) is violated regularly, and so the evidence cannot be combined very effectively, which results in a persistent relatively high uncertainty value; for a larger tolerance interval \( (\epsilon = \frac{3}{12}) \), evidence can be combined and so uncertainty decreases. The latter curve is similar to that for Wang & Singh, although our measure decreases more quickly but stays higher in the long run. Also for the larger tolerance interval, our measure will be unlikely to converge to 0, because for such a high error rate the probability is high that the tolerance interval is regularly violated; but in this case, the error rates vary a lot and the trust value is indeed less certain.

Finally, the two measures respond differently to a repetitive cheater. Our measure reacts more strongly to abrupt changes in the error rate; again, with a smaller tolerance interval more than with a bigger one. The reason is that the measure of Wang & Singh does not explicitly address the case of such abrupt changes, and as a consequence, does not apply a lower weight to the incompatible old evidence. This makes our uncertainty measure better reflect the behavior of repetitive cheaters.

To summarize, for large tolerance factors, Wang & Singh’s uncertainty measure and ours react similarly to trustworthy sources and honest sources with higher error rates. If the tolerance factor is de-
Table 4.2: Avg. mean/ std. dev. of error in estimating $\frac{\dot{x}}{m}$ (27 requests, $m = n = 10$).

<table>
<thead>
<tr>
<th>Type of source</th>
<th>$\hat{\rho}$</th>
<th>$1 - \dot{t}$ with $W_1$</th>
<th>$1 - \dot{t}$ with $W_2$</th>
<th>$1 - \dot{t}$ with $W_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trustworthy</td>
<td>0.084/0.016</td>
<td>0.009/0.016</td>
<td>0.009/0.015</td>
<td>0.008/0.014</td>
</tr>
<tr>
<td>$\rho = 0.1$</td>
<td>0.114/0.082</td>
<td>0.097/0.067</td>
<td>0.097/0.072</td>
<td>0.103/0.081</td>
</tr>
<tr>
<td>$\rho = 0.3$</td>
<td>0.154/0.114</td>
<td>0.133/0.098</td>
<td>0.139/0.105</td>
<td>0.153/0.114</td>
</tr>
<tr>
<td>Repetitive cheater</td>
<td>0.091/0.027</td>
<td>0.159/0.041</td>
<td>0.121/0.032</td>
<td>0.043/0.024</td>
</tr>
<tr>
<td>Flicker source</td>
<td>0.083/0</td>
<td>0.332/0</td>
<td>0.249/0</td>
<td>0.083/0</td>
</tr>
</tbody>
</table>

creased, our measure stays higher and so better reflects the uncertainty in case of repetitive cheaters. However, it also stays high for sources with higher error rates, which is because only the most recent evidence is considered. That means that in our model, we can learn more about a source with constant error rate when we chose a higher tolerance factor.

Jøsang & Ismail [79] propose the uncertainty measure $\frac{n_i}{n_i^2 + 2}$, where $n_i'$ is in our case $n_i' = n_i + A \cdot n_i'_{i-1}$ ($A$ is again some aging factor, and $n_0 = 0$). However, this measure does not account for any changes in the number of incorrect replies, and so does not consider conflict. Besides, it does not account for sudden changes in error rate estimates. In fact, for all three kinds of sources, it would result in the same exponentially-decreasing function, and thus is not qualified for our purposes.

4.2.2.2 Trust Value as Error Rate Estimate

Provided that a source can be described by a single error rate $\rho$, and if looking at a single request, the best estimate of $\frac{x}{m}$ is given by $\hat{\rho}$ (see eq. (4.7)); this is because $X$ and $Y$ follow the same binomial distribution. However, as for instance in the case of a repetitive cheater, the description of the sequence of a source’s error rate can be more complex than a single error rate $\rho$. For this reason, and because it also includes knowledge about the past, it might be better to use the trust value $(1 - \dot{t})$ as an estimator for the error rate $\frac{x}{m}$.

We compare the accuracy of the two estimators $\hat{\rho}$ and $1 - \dot{t}$ for different types of information sources. We find that for a certain choice of the weights, $1 - \dot{t}$ is in fact a better estimator than $\hat{\rho}$. As defined in Section 4.2.2.1, we consider a trustworthy source, a source with $\rho = 0.1$ and also a source with $\rho = 0.3$, and a repetitive cheater. Additionally, we consider a source that returns no incorrect replies if the request count is odd, and $m + n$ incorrect replies if it is even. We call this source flicker source, because the number of incorrect replies changes in the most extreme way. Flicker sources are unlikely to appear in practice, because their trust value would decrease very fast, and so they would be very “unattractive”, making cheating ineffective; however, we consider them here, because they nicely show the impact of the weights on the accuracy of $1 - \dot{t}$ as estimator.

The question is, which error of estimate is lower: $|\hat{\rho} - \frac{x}{m}|$ or $|1 - \dot{t} - \frac{x}{m}|$. For the trust value computation, we considered three sets of weights, $W_1 = \{0.6, 0.3, 0.1\}$, $W_2 = \{0.9, 0.1\}$ and $W_3 = \{1\}$, reflecting different ways to discount old evidence. We ran simulations consisting of sequences of $2^7$ requests, where each sequence was run $2^{12}$ times. For every request the mean error of an estimate and its standard deviation were computed. The average of these means and the standard deviations are shown in Table 4.2. Gray cells indicate the minimum estimation errors in each row for the respective source type.

The trust value is generally a better estimate of $\frac{x}{m}$ for honest sources, and sources with $\rho = 0.1$ or
4.2. Evidence-Based Trust in Information Sources

ρ = 0.3. For a source with ρ = 0.3, weights $W_1$ and $W_2$ seem most suitable. However, for repetitive cheaters and particularly for flicker sources, these weights make the trust value a poor estimator. The reason for this is that weights $W_1$ and $W_2$ “forget” slowly, and so abrupt changes in the error rate are damped, causing the estimate to be too high or too low.

In conclusion, for all considered types of sources, $1 - \dot{t}$ with weight $W_3$ is a better estimator for $x_m$ than $\hat{\rho}$. Therefore, we use it as estimator of $\frac{x}{m}$ in the remaining part of the chapter; We write $l^{W_3}$ as shorthand for $1 - \dot{t}$ computed with $W_3$.

4.2.2.3 Computational Complexity

Theorem 4.1. For a sequence of $r$ requests, a trust and an uncertainty value can be computed in $O(r)$.

Proof. To compute a trust value, the error rate estimates for all replies has first to be computed; this is in $O(r)$. Then, the evidence of replies with similar error rates is combined, and the error rate estimates are recomputed for the combined evidences. This is again in $O(r)$, because in the worst case the evidence of every pair of successive replies can be combined, and so $\frac{r}{2}$ error rate estimates have to be computed; if no evidence is combined, all the error rate estimates from the previous step can be used. In the final step, the weighted average has to be computed, which again is in $O(r)$. The overall complexity is thus linear in $r$. For the uncertainty, instead of an error rate estimate, the standard deviation of the beta distribution is computed, which is also in $O(r)$. Apart from that the procedure is the same, and thus it is in $O(r)$ as well.

4.2.3 Reducing Number of Challenges

In this section, we show how to use trust in order to reduce the number of challenges.

4.2.3.1 Approach

As humans, we feel less need to check an information source once we have a deep trust in it; this is because we believe that it is very improbable that we will receive incorrect information from it. This idea can be applied to our mechanism: The more we trust, the fewer challenges we have to use. To this end, we first combine the trust value and the corresponding uncertainty value as follows:

$$T \overset{\text{def}}{=} \dot{t} \cdot (1 - \dot{u}) .$$  \hspace{1cm} (4.15)

This term is large only if both the trust value is high, and the uncertainty is low; in other words, if we are sure about the trustworthiness of a source. For a highly trustworthy source, we want to use a smaller number of challenges. Therefore, given some initial number of challenges $n'$, we can determine a reduced number of challenges $n$ as follows:

$$n = \lceil (1 - T) \cdot n' \rceil .$$  \hspace{1cm} (4.16)

Because a source might become malicious at some point, it appears to be advisable always to use some minimum number of challenges $n_{\text{min}}$. To control the speed with which trust and uncertainty reduce the number of challenges, $T$ can be raised to a specified power, i.e., $T^k$; for $k > 1$ the decrease is slowed down, for $0 < k < 1$ it is accelerated. To summarize, the final number of challenges is given by:

$$n = \max \left( n_{\text{min}}, \lceil (1 - T^k) \cdot n' \rceil \right) , \text{ for some } k > 0 .$$  \hspace{1cm} (4.17)
If \( m + n \) is decreasing, an attacker could deduce that the number of challenges is being reduced. To counter this, the number \( n + m \) should be made constant by increasing \( m \) when decreasing \( n \).

### 4.2.3.2 Evaluation

To study the effects of a flexible number of challenges on the accruing costs, we compared it to the approach that uses a fixed number of challenges. A flexible number of challenges allows for more challenges to be used in the beginning to test unknown sources, reducing it once a source is known better. We conducted the experiments with \( n = 16 \) as starting point for a flexible \( n \), which can be reduced down to \( n_{\text{min}} = 4 \). The number of challenges is reduced according to eq. (4.17); we use \( k = 2 \), which makes the reduction more cautious. These values are fairly arbitrary and probably not optimal, but we show that these values can already make a flexible \( n \) superior to a fixed \( n \) under certain conditions. At this point, we do not address the issues of how to find optimal boundaries for flexible \( n \), or optimal values of \( k \).

The tolerance factor \( \epsilon \) is defined differently for flexible and fixed numbers of challenges: \( \epsilon = \frac{1}{7} \) and \( \epsilon = \frac{1}{10} \) respectively. We do this because for the lower numbers of challenges that occur in the flexible approach, the steps in the error rates become bigger and so a higher tolerance factor seems reasonable. The costs for an actual request \( i \) are computed as follows (compare to eq. (3.11)):

\[
C_i = n_i \cdot c_c + m_i \cdot \left| \frac{t_W^3 - x_i}{m_i} \right| \cdot c_r ,
\]

where \( n_i \) is the number of challenges used in request \( i \), \( c_c \) are the costs for one challenge, \( c_r \) are the costs for an error of 1 in the error rate estimate, and \( t_W^3 \) is the trust value, but now computed with a single weight 1 (as discussed in Sect. 4.2.2.2). We fix the costs for a challenge to \( c_c = 1 \) and vary \( c_r \) to learn about the impact of the relation between \( c_c \) and \( c_r \). For \( c_r = 100 \), this means for instance that one challenge costs as much as an error in the estimate of 1/100. Note that the above cost function does not explicitly account for extra costs that would arise when a reply was discarded; these additional costs would for instance depend on whether the information source was paid in the case of a rejection. This means that the costs \( c_r \) also have to reflect the costs that follow from a decision that is based on an incorrect error rate estimate.

**Optimal fixed number of challenges** For the fixed number of challenges, we use the optimal number of challenges, as derived in Section 3.2. However, since we are only considering a mean value as estimate, and not a whole distribution, we need to adapt the error and risk functions accordingly (recall that \( x \) and \( y \) are independent here):

\[
E(m, n, y, x) = m \cdot \left| \frac{y + 1}{n + 2} - \frac{x}{m} \right| ,
\]

\[
R(m, n) = \int_0^1 \sum_y \sum_x p(y|\rho) \cdot p(x|\rho) \cdot E(m, n, y, x) d\rho .
\]

The optimization of eq. (3.11) with the new risk function then gives the optimal values of \( n \) as shown in Table 4.3. In the following experiments, we use the respective optimal \( n \) for each \( c_r \).

**Experiments** The experiments were run \( 2^{12} \) times, and mean values computed. Results are shown in Figure 4.8. For a trustworthy source (Fig. 4.8(a)), a flexible number of challenges decreases the costs for
Table 4.3: Optimal numbers of challenges ($m = 10$, $c_c = 1$).

<table>
<thead>
<tr>
<th>$c_r = 1$</th>
<th>$c_r = 10$</th>
<th>$c_r = 50$</th>
<th>$c_r = 100$</th>
<th>$c_r = 1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 1$</td>
<td>$n = 3$</td>
<td>$n = 8$</td>
<td>$n = 8$</td>
<td>$n = 18$</td>
</tr>
</tbody>
</table>

Figure 4.8: Costs for flexible $n$ (solid, $\epsilon = \frac{1}{7}$) and fixed $n$ (dashed, $\epsilon = \frac{1}{10}$) ($m = 10$, $c_c = 1$).

$c_r = 50$, and for $c_r = 100$ after a short while; for a higher cost of the challenges $c_r$, a flexible $n$ would have an even greater pay-off. If however an error in the estimate is very cheap ($c_r = 1$), the optimal fixed $n$ is 1 and therefore a fixed $n$ is cheaper than a flexible one. The same holds for a source with an error rate of $\rho = 0.1$ (Fig. 4.8(b)). For a repetitive cheater, it is not that evident from Figure 4.8(c) which approach is more costly. Therefore, the costs are replotted as cumulative costs in Figure 4.8(d). Then it can be seen again, that a flexible number of challenges is cheaper for higher $c_r$; a higher $c_c$ would result in a better margin.

To reduce the costs in the case of $\rho = 0.1$, one can make the tolerance interval bigger. The effects of this measure are shown in Figure 4.9(a): The costs for flexible $n$ now stay much lower, because the tolerance interval is less easily violated and so the number of challenges stays smaller; the drawback is of course that this makes the model more vulnerable to repetitive cheaters and the costs increase, as can be seen in Figure 4.9(b).

To summarize, for all considered types of sources, a flexible $n$ pays off when the costs for a challenge...
4.2.4 Trust-Based Selection of Sources

At this point, we know how to compute trust and uncertainty values and how to use them to reduce the overhead produced by the challenges. It remains to be shown, how these values can be used in the selection of future interaction partners. This decision is an important step in scenarios such as web service selection, worker selection in volunteer computing, etc.

4.2.4.1 Approach

The main problem that we face here is the \textit{explore vs. exploit} dilemma described in Section 4.1.2.4. One approach to this problem is “Boltzmann exploration” [113]. In this approach, a certain decision \(d\) is chosen with a probability that is proportional to the estimated value of the decision \(V_d\):

\[
p_B(d) = \frac{e^{B \cdot V_d}}{\sum_i e^{B \cdot V_i}},
\]

where \(d\) is the decision under consideration, \(V_d\) is the estimated value of decision \(d_i\), and \(B \geq 0\) is a parameter that we call the “Boltzmann parameter” (usually called the “temperature”). The greater the Boltzmann parameter is, the more impact the value of the decision has on the probability \(p_B\). As \(B\) approaches zero, the probabilities of different decisions become more and more uniform. Initially, when the expected values of a decision are still very uncertain, a low \(B\), which can then be increased over time, is reasonable.

The Boltzmann exploration would be suitable for our purposes if we had an estimate for how good the choice of a certain information source is. Fortunately, the trust in a source accounts both for his attitude and his competence, and thus is a good indicator of the value of choosing this source. Let \(T_a\) denote the value that combines trust value and uncertainty for an information provider \(a\), as defined by eq. (4.15). Then, the next request is made to an information provider \(a\) with the following probability:

\[
p_B(a) = \frac{e^{B \cdot T_a}}{\sum_i e^{B \cdot T_i}}.
\]
4.2. Evidence-Based Trust in Information Sources

Note that the combined value $T_a$ does not distinguish between the two cases of (1) high trust but also high uncertainty, and (2) low trust but low uncertainty. The source in the second case is strongly believed to be untrustworthy, and so, it should be selected with a lower probability than the source in the first case, as long as the system explores a lot. A way to account for this would be to compute the combined trust value $T$ by weighting the uncertainty with a function of the Boltzmann parameter (compare to eq. (4.15)):

$$T = i \cdot (1 - \frac{B}{B_{\text{max}}} \cdot \bar{u}) ,$$  

(4.23)

where $B_{\text{max}}$ is the maximal Boltzmann parameter used by the system. This extension reduced the impact of the uncertainty on the combined trust value as long as the Boltzmann parameter is low, i.e., the system explores a lot. In our simulations, we do not consider this extension and leave its evaluation subject to further work.

**Multiple Selection** In a scenario like volunteer computing, not just a single worker is selected at a time, but a set of workers. This can be done by applying the Boltzmann exploration to the set of remaining workers after each selection. A more efficient but equivalent approach is to successively select workers with probability as above, while ignoring multiple selections of the same worker, until enough workers have been selected.

**Blacklisting** The idea of blacklisting is to mark sources that are thought to be untrustworthy, and never to consider them again in the future. The danger of this is that honest information sources might be blacklisted erroneously. To avoid this problem, we propose to mark them only if both the trust value and the uncertainty are low enough. This is reasonable, because a low uncertainty value signifies that enough evidence has been amassed to back the trust value. This would certainly reduce the number of false positives, i.e., the number of blacklisted honest sources. On the other hand, it would probably increase the number of false negatives – the untrustworthy sources that are not blacklisted. To determine good thresholds for this decision is outside the scope of the thesis, but would be an interesting direction for further research.

4.2.4.2 Evaluation

The trust model is now equipped with the capability of selecting one out of a set of potential information sources. This introduces more dynamics into the application of the model and makes its evaluation much more complex compared to the evaluation against a fixed strategy as in Section 4.2.2.1. In the following, we first discuss the effectiveness of a whitewashing attack. Then, we show by means of simulation the impact of different settings of source types and parameters on the performance of the trust model with selection. The objective is that in the long run the model will tend to select trustworthy sources only.

**Whitewashing Attacks** Whitewashing attacks are effective if a source can become more attractive by changing its identity. Our initial trust value of 0.5 gives an incentive to renew an identity only if the trustworthiness has fallen below 0.5. Now, the higher the Boltzmann parameter $B$ is set, and the more sources with higher trust values are already known, the lower is the probability that a source with a trust value of 0.5 will be reconsidered. Therefore, whitewashing attacks are especially ineffective in scenarios where the usual error rate is considerably lower than 0.5; in volunteer computing it is for instance
typically below 0.0355 [88]. Then, at some point a high number of sources with a higher trust value will be known, making it hard for newcomer information sources to gain attention from a trustor. If $B$ is very low, the selection procedure takes less account of the trust value; however, there is then also no incentive to reset it to 0.5.

**Impact of Sybil Attack** By creating many fake identities, an attacker can increase the probability that these are selected in the phase when the Boltzmann exploration tends to explore. These false identities can provide information with relatively high error rates, and yet, because they are numerous, the probability that some of them will be selected in a more exploit-oriented phase is high. This is later confirmed by our experimental findings for the tuning of the trust model (Sect. 4.3.3.4). There we found that the higher the fraction of attackers, the more aggressively can they define their attack strategies, because the less they have to compete with honest sources. This implies that a high probability of a Sybil attack should be countered by a longer exploration phase.

**Experiments** We ran simulations where the requester used the Boltzmann exploration approach to select an information source. The Boltzmann parameter was initially set to 1 and incremented by 0.1 or 0.5 after each request; this increase is denoted by $B^+$. We considered two different scenarios (see Sect. 4.2.2.1 and Sect. 4.2.2.2 for the descriptions of the source types):

**Scenario 1** This scenario aims to show how quickly trustworthy sources can be recognized. To this end, the population of sources consisted of a majority of trustworthy sources (60%), and a mixture of incompetent or malicious sources: 20% sources with error rate $\rho = 0.1$, 10% with $\rho = 0.2$, 5% repetitive cheaters and 5% flicker sources.

**Scenario 2** This scenario describes the case where an error rate of $\rho = 0.1$ is common, and thus it becomes harder to identify malicious sources. A majority of sources had error rate $\rho = 0.1$ (70%); a smaller fraction had a higher error rate of $\rho = 0.2$ (20%), and 10% were repetitive cheaters. We did not consider flicker sources, because the first scenario had already revealed that these are easily recognized and ignored. Note that repetitive cheaters have an intermediate error rate of just $\rho = 0.00221$, which requires that they are more powerful than the most competent honest sources in this scenario, making it a challenging scenario for the trust model.

The simulations were repeated $2^{13}$ times and average values were computed to give statistically significant results. The results are shown in Figure 4.10; the curves show the average of how often the respective source type has been selected at each point in time. In scenario 1, the model selects more and more trustworthy sources over time. While the sources with error rates $\rho = 0.1$ and $\rho = 0.5$ were filtered out at all times, the repetitive cheaters were able to increase their importance for a certain time. This is because the repetitive cheater first increases its trust value by pretending to be trustworthy, and so delays being perceived untrustworthy. Still, at some point, it will be sidelined. For $B^+ = 0.5$, the sidelining of untrustworthy sources happens earlier. This can be explained by the fact that the trust value increases in importance more quickly for the selection. Similarly in scenario 2, the repetitive cheaters succeed in increasing their frequency of selection for a certain time. This works better than in scenario 1, because for the first ten interactions, their error rate is much lower than that of their best competitors ($0.00221 < 0.1$). However, at some point, which again is earlier in time for $B^+ = 0.5$, the trust value of most repetitive cheaters has dropped and so other sources start to regain importance, and finally to dominate repetitive cheaters.
Figure 4.10: Fractions of selected source types (m = n = 10, e = $\frac{1}{12}$, $(w_i)_i = (1, 3, 6)$).

Figure 4.11: Errors in error estimates $\hat{\omega}_3$ (sum).

The cumulative error of the estimate $\hat{\omega}_3$ is shown in Figure 4.11. For scenario 1, the increase in the sum of estimation errors decreases less over time. This is due to the cumulative fading in of trustworthy sources, and fading out of other sources. For scenario 2, the sum of errors evidently lies above the sum of errors for scenario 1, because there are no trustworthy sources with a very low error rate; this can
be seen in Table 4.2 on page 58. A similar reason explains why a higher $B^+$ causes higher errors in the long run: The estimation error for sources with $\rho = 0.1$ is higher than that for repetitive cheaters (again, see Table 4.2), and repetitive cheaters are earlier faded out for higher $B^+$. In fact, this shows that in this scenario a higher tolerance factor $\epsilon$ would have been wise, because it would allow the trust model to accumulate more evidence for sources with higher error rates, and thus produce more accurate error rate estimates for them.

To summarize, the trust model is capable of increasingly selecting trustworthy sources. How fast the trust model fades out untrustworthy sources depends on several factors; amongst others on the composition of source types and in particular on the trust model parameters such as the Boltzmann parameter or the tolerance factor. However, given that it is not clear what strategies malicious sources will use, it is hard to know what an optimal parameter setting of the trust model is. Therefore, we propose in the following a procedure that aims to find optimal parameter settings for evidence-based trust models.

4.3 Tuning Evidence-Based Trust Models

In the literature, it is often left open how systematically to find suitable configurations for the proposed trust models. The effectiveness of a proposed trust model is usually evaluated for specific parameter settings (configurations) of the model. Although such an evaluation can show how well the model works for these specific configurations, the evaluation does not tell us whether the model could perform better if the configuration were improved. Consequently, methods for automatically optimizing the parameters of trust models are necessary. The problem can be formulated as finding a configuration for the trust model, from a finite set of possible configurations that yields the highest expected payoff. In the following, we present a generic approach to this problem.

**Our Approach** The idea presented here is to consider the deployment of a trust model as a *game* (for an introduction to game theory see [53]). By applying a game-theoretic solution concept, one can identify the configuration of the trust model which yields the highest expected utility to the trustor. However, this requires knowing the strategy a rational attacker is most likely to use against a given trust model configuration. In order to search for such strategies, we use a *genetic algorithm* [63]. To provide a proof of concept, we apply this approach to the trust-model presented in Section 4.2.

4.3.1 Trust Model Deployment as Game

We model the deployment of a trust model as a *normal-form game* of the trustor against a set of opponents, the potential trustees. An opponent is a service provider that is either trustworthy, or malicious, in which case we will refer to it as an “attacker”. Let such a game consist of a sequence of rounds. In each round, the trustor selects an opponent and requests some service $\tau$. If the selected opponent is trustworthy, he acts in a predefined way (in our case for instance as defined in Sect. 4.2.2.1). If the opponent is an attacker, he can respond with some action $\psi$ chosen from a possibly infinite set of actions $\Psi$.

Let the finite set $S_T$ contain all possible configurations of the trust model under consideration; a strategy $s_T \in S_T$ determines for any given game history how the trustor decides which service $\tau$ to request from which opponent in the next round. Analogously, let the possibly infinite strategy space

\footnote{To ensure that $S_T$ is finite, parameters of the trust model have to be bound if necessary, and continuous parameters have to be discretized.}
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Table 4.4: Payoff matrix for an entire game.

<table>
<thead>
<tr>
<th>trust model configurations</th>
<th>attack strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( S_{A_1} )</td>
</tr>
<tr>
<td>( s_{T_1} )</td>
<td>( U_T(s_{T_1}, s_{A_1}) )</td>
</tr>
<tr>
<td></td>
<td>( U_A(s_{T_1}, s_{A_1}) )</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
</tbody>
</table>
| \( s_{T_n} \)             | \( U_T(s_{T_n}, s_{A_1}) \) | \( U_T(s_{T_n}, s_{A_2}) \) | |}

\( S_A \) of an attacker contain all attack strategies that can be deployed against the considered trust model; a strategy \( s_A \in S_A \) describes which action \( \psi \) an attacker will choose for a given game history and a requested service \( \tau \). We also call \( s_A \) an attack strategy.

For each pair \((\tau, \psi)\), two functions \( U_T \) and \( U_A \) define, for the trustor and the attacker respectively, the real-valued utilities for a single round in which the trustor requests \( \tau \), and the opponent responds with \( \psi \). Another utility function \( U_T : S_T \times S_A \mapsto \mathbb{R} \) defines the expected utility of the trustor for an entire game. Analogously, a function \( U_A : S_T \times S_A \mapsto \mathbb{R} \) defines the expected utility of an attacker for an entire game. Table 4.4 illustrates the payoff matrix containing the expected utilities for an entire game. Rows represent strategies of the trustor (trust model configurations), and columns represent attack strategies.

We write \((S_T, S_A)\)-game for a game where a trustor and an attacker can choose from strategy spaces \( S_T \) and \( S_A \) respectively. Analogously, we write \((s_T, s_A)\)-game for a game, where a trustor and an attacker play strategies \( s_T \) and \( s_A \) respectively.

4.3.1.1 Solution Concept

If there is a procedure that finds an optimal trust model configuration, then a sophisticated attacker could run this procedure and thus would know the optimal trust model configuration. Also to be in accordance with Kerckhoff’s principle [83], we should therefore assume that an attacker knows the trust model configuration that will be used.

Hence, we can analyze an \((S_T, S_A)\)-game in the form of a “Stackelberg competition” (e.g., see [53, pp. 67–69]). In a Stackelberg competition, the first player, the “leader”, chooses his strategy first. The second player, the “follower”, can then choose his strategy with the knowledge of the leader’s strategy. In our case, the trustor represents the leader, who has to choose a trust model configuration \( s_T \in S_T \) as his strategy. The attacker takes the role of the follower and can choose, knowing the trust model configuration \( s_T \), a strategy \( s_A \in S_A \) that produces the most favorable outcome for him; such an optimal attack strategy is called a “best response” to the trust model configuration \( s_T \).

Stackelberg competitions originally address the situation where two firms compete by varying output levels, and so the payoffs of leader and follower are usually linked linearly. In contrast, in our case, we consider all kinds of payoff matrices. As we will see, a similar reasoning to that of the original Stackelberg competition is possible.

4.3.1.2 The Stackelberg* Outcome

In what follows, we assume perfect rationality of the players: They know how to maximize their utilities and act accordingly. Since there might be several best responses to a trust model configuration, we
assume the worst case for the trustor: The attacker chooses from the set of best responses the one that minimizes the expected utility of the trustor. This is reflected by the following notation.

**Notation 4.1.** For an \((S_T, S_A)\)-game and a trust model configuration \(s_T \in S_T\), we use \(\text{br}^*(s_T) \in S_A\) to denote a best response to strategy \(s_T\) that causes the worst utility for the trustor among all best responses to \(s_T\) (if there are several). Formally, for any \(s_T\) and \(\text{br}^*(s_T)\) it holds:

\[
\forall s_A \in S_A : [U_A(s_T, s_A) \leq U_A(s_T, \text{br}^*(s_T))]
\wedge [U_A(s_T, s_A) = U_A(s_T, \text{br}^*(s_T))]
\Rightarrow U_T(s_T, s_A) \geq U_T(s_T, \text{br}^*(s_T)) \tag{4.24}
\]

Using this notation, we define a solution concept as follows:

**Definition 4.2 (Stackelberg* outcome).** Assuming a rational attacker in an \((S_T, S_A)\)-game, strategy pair \((s_T, \text{br}^*(s_T))\) is a Stackelberg* outcome if there is no other strategy \(s_T' \in S_T\) for which the following holds:

\[
U_T(s_T', \text{br}^*(s_T')) > U_T(s_T, \text{br}^*(s_T)). \tag{4.27}
\]

According to this solution concept, a leader will choose a configuration \(s_T\) that maximizes his utility knowing that a rational follower’s strategy is to play \(\text{br}^*(s_T)\). This solution concept actually corresponds with the Stackelberg outcome [53], apart from the fact that the former requires the follower to minimize the leader’s utility in the second step.

**Theorem 4.2.** A Stackelberg* outcome constitutes a Nash equilibrium.

To prove Theorem 4.2, we have to show that for a Stackelberg* outcome, players cannot get greater utilities by unilaterally changing their strategy.

**Proof.** Let \((s_T, \text{br}^*(s_T)) \in S_T \times S_A\) be a Stackelberg* outcome. The trustor will not change his strategy to some different \(s_T' \in S_T\) because he knows that the attacker would then play \(\text{br}^*(s_T')\) which would not cause a higher utility for the trustor – because following Def. 4.2 we have:

\[
U_T(s_T, \text{br}^*(s_T)) \geq U_T(s_T', \text{br}^*(s_T')). \tag{4.24}
\]

The attacker also has no incentive to play a different strategy \(s_A \in S_A\) with \(s_A \neq \text{br}^*(s_T)\), because his utility could not increase (see eq. (4.24)).

### 4.3.2 Tuning Procedure

To find an optimal trust model configuration, we have to find a Stackelberg* outcome. This is because it maximizes the trustor’s expected utility under the assumption of a rational attacker. Consider a restricted payoff matrix as shown in Table 4.5. As before, rows represent the strategies of the trustor, i.e., trust model configurations. The only column now represents the attacker’s best responses \(\text{br}^*\) to the corresponding trust model configuration. Every row, in which the expected utility for the trustor is at least as high as in all other rows, provides a Stackelberg* outcome. So, we choose the trust model configuration from such a row. If there are several such rows, we randomly pick one.
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Table 4.5: Restricted payoff matrix for an entire game.

<table>
<thead>
<tr>
<th>Trust model configurations</th>
<th>best response</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_{T_1} )</td>
<td>( \mathcal{U}<em>T(s</em>{T_1}, \text{br}^<em>(s_{T_1})), ) ( \mathcal{U}<em>A(s</em>{T_1}, \text{br}^</em>(s_{T_1})) )</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
<tr>
<td>( s_{T_n} )</td>
<td>( \mathcal{U}<em>T(s</em>{T_n}, \text{br}^<em>(s_{T_n})), ) ( \mathcal{U}<em>A(s</em>{T_n}, \text{br}^</em>(s_{T_n})) )</td>
</tr>
</tbody>
</table>

4.3.2.1 Finding Best Responses

To construct the restricted payoff matrix as illustrated in Table 4.5, we have to know the attacker’s best response to each trust model configuration. This can be done by searching for it in the search space consisting of possible attack strategies.

**Attack Strategy Search Space** Let \( \Psi \) be the set of all possible actions \( \psi \) an attacker can take in a single interaction. Then the full attack strategy space for a game with \( r \) rounds is given by \( \Psi^r \). For a reasonable number of rounds (e.g., \( r = 50 \)), this search space is already vast, even if an attacker can only take two different actions. To reduce the size of the search space, we take another approach: We construct the search space from a set of basic strategies, each of which is parameterized with a finite set of possibly continuous parameters. In Section 4.3.3.2, we define these basic attack strategies for a concrete application scenario. The following example illustrates how a basic attack strategy can be described:

**Example 4.2.** Let \( \rho \in [0, 1] \) be a continuous and \( i \in \mathbb{N} \) be a discrete parameter; in every \( i \)th round, the attacker returns incorrect information with error rate \( \rho \), and otherwise behaves in a trustworthy manner.

The drawback of this approach is that one might neglect important basic attack strategies. In other words, the attack strategy search space is not complete. As a consequence, the parameter settings selected by our tuning procedure are not guaranteed to be optimal (even if a search algorithm that guarantees finding a global optimum is used). However, we clearly need to restrict the search space, because a search would become infeasible otherwise. The more comprehensive the set of strategies is, and the more sophisticated the strategies are, the more likely it contains the actual best response. Additionally, by adding only a selection of attacks to the search space, a trust model can be optimized specifically against these attacks. In any case, the resulting space can still be very large, and so an appropriate search algorithm has to be selected.

**Search Algorithm** Because of the size of the search space, an exhaustive search or uninformed search is not suitable. Instead, we propose to use a genetic algorithm, because it can be flexibly adapted to very different search spaces. Actually, depending on the attack strategy space, the fitness function can be nonlinear and even partially non-continuous – if this is taken to extremes though, even a genetic algorithm will struggle. Furthermore, the structure of genetic algorithms makes them good candidates for parallelization. And finally, they can handle continuous parameters in the attack strategies. However, there are also arguments against genetic algorithms in our case. Because a genetic algorithm is a local search method it does not guarantee convergence to global optima. So, the performance of the algorithm
depends to a certain extent on its configuration. However, the results that we describe later provide evidence that we succeeded in tuning the genetic algorithm sufficiently.

**The Genetic Algorithm** For our purposes, we specify the different components of the genetic algorithm\(^7\) as follows:

**Individuals** The individuals represent the attackers. An individual is thus defined by a specific basic attack strategy parameterized in a certain way. At the beginning of the algorithm each individual is initialized with a random basic attack strategy with random parameters.

**Fitness Function** The fitness of an individual using a certain attack strategy \(s_A\) (against a trust model with configuration \(s_T\)) is given by the utility function \(U_A(s_T, s_A)\). The value of the utility function is determined by averaging over the utilities obtained in a statistically significant number of simulated \((s_T, s_A)\)-games.

**Selection** An individual is selected for reproduction with a probability that is proportional to the individual’s fitness. Parameter \(S\) defines the selection pressure, which specifies the impact of differences in the fitness on the resulting selection probabilities. To be more specific, if \(I\) is the population of individuals and \(f(i)\) is the fitness of individual \(i \in I\), then we select \(i\) for reproduction by means of Boltzmann exploration (see also Sect. 4.2.4):

\[
e^{Sf(i)} \sum_{j \in I} e^{Sf(j)}.
\]

**Reproduction** Given that two individuals have been selected for reproduction, a new individual is created that takes a part of the parameters from the “mother” and the other part from the “father”. This affects the parameters of the attack strategy as well as the basic attack strategy used. How this is done in a reasonable way depends on the form of the attack strategies. In our algorithm, mother and father are not necessarily part of the subsequent generation. However, a certain number of individuals with the highest fitness is always passed on to the next generation; this is called “elitism” and ensures that good solutions are not lost. The size of the population stays constant.

**Mutation** For a certain fraction of the individuals that result from reproduction, one or more parameters and/or the basic attack strategy are mutated, i.e., changed in a defined way. To a continuous parameter one can for instance add a random number following a Gaussian distribution. Again, this depends on the form of the attack strategies.

**Termination** The algorithm terminates if either of the following happens:

- the fitness of the best individuals of a certain number of consecutive generations does not change significantly,
- a certain number of generations has been reached. In our case, where the fitness function is computed by means of simulation, this suggests that the average utilities are fluctuating too much. As a countermeasure the number of games averaged over should be increased.

---

\(^7\)See Section 2.3.8 for a quick introduction to genetic algorithms, and helpful references to the literature.
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**Performance of Genetic Algorithm** The performance of the genetic algorithm proposed above suffers from the expensive computation of the fitness function. This is due to the fact that a game has to be repeated often enough to make the results statistically significant. Nevertheless, genetic algorithms are well-suited to parallel execution, which can speed up the overall computation considerably. Also, the set of trust model configurations can be pruned by removing implausible settings. Alternatively, the procedure can be run several times, starting with a small set of considered trust model parameter settings, and iteratively making it more fine-grained in promising areas.

4.3.2.2 **On the Applicability of Game-Theoretic**

In our case, the strategies of the trustor are concrete trust model configurations (see Sect. 4.3.1). Thus, our solution concept yields an optimized but fixed trust model configuration. In game-theoretic terms this means that the trustor basically plays a “pure strategy”. We believe that to compute the payoff for a “mixed strategy”, i.e., a strategy where the trustor uses different configurations with certain probabilities, would hardly be feasible in practice. The reason for this would be the complex dynamics in a game, e.g., caused by the honest players and the dynamic adaptation of the attackers to the changes in the trust model configuration. This raises the question of whether game theory is the right approach for handling this complexity. We rather suggest that a configuration determined by a procedure like ours serves as a starting configuration, and that the trust model should be equipped with capabilities to adapt itself at runtime according to feedback it gets from its environment.

4.3.3 **Application**

We apply the tuning procedure to an exemplary volunteer computing scenario in a round-based manner. In this scenario, a master assigns work units to workers, which are expected to return the correct result. Because workers may return incorrect results, the master wants to use the trust model with selection presented in this chapter. The master will accept a worker’s reply if and only if the error rate is estimated to be below a threshold set to 0.1 (the procedure could also be run for any other threshold). After having been assigned a work unit, a worker is busy for a certain time and cannot be selected for several rounds. For our simulations, we set this number of rounds to a small value of 10, so that in our simulations consisting of 2^8 rounds, the same malicious worker could be selected many times; this means that the utility of an attacker is determined more by its strategy than by chance, which results in a more efficient and reliable optimization of the attack strategies.

The trust model can be parameterized by the increase in the Boltzmann parameter $B$, tolerance factor $\varepsilon$, and the weights $w_i$ (see Sect. 4.2.4 and Sect. 4.2.1.2). The more parameters of the trust model and the more fractions $f_a$ are considered, the more precisely can the final expected utility of the master be computed. To keep the computational efforts reasonable in our case, we consider the following subset of possible trust model parameters:

- $B^+ \in \{0, 0.05, 0.1, 0.25, 0.5, 0.75, 1, 1.5, 2.5, 5\}$
- $\varepsilon \in \{\frac{1}{10}, \frac{1}{4}, \frac{1}{2}\}$
- $W_1 = (1)$, $W_2 = (0.8, 0.2)$, $W_3 = (0.7, 0.2, 0.1)$

For the simulations, we varied the fraction of workers with malicious intent, denoted by $f_a$. We ran the simulation with four different fractions $f_a$, namely 0, 0.1, 0.5 and 0.9. The final expected utility of the master was then computed as a weighted average over the expected utilities for different $f_a$. 
This implicitly assumes that attackers know the fraction of attackers \( f_a \) in order to choose their best response, because we searched for their best attack strategy for the different fractions independently. Alternatively, one could vary \( f_a \) during the execution of the genetic algorithm, in order to optimize the attackers’ strategies for all possible fractions \( f_a \). However, the fitness function would then change for every population, possibly in contrary ways, making it much harder for the genetic algorithm to converge. Therefore, we chose the first approach.

What still needs to be defined at this point are the utility function of the master, the utility function of the malicious workers, and their basic attack strategies.

### 4.3.3.1 Utility Functions

For both attacker and master, we have to define their utility for a single round, in which the master requests \( \tau \) and the worker takes action \( \psi \).

**Attacker** If the reply of an attacker is accepted, he gets credit for \( m+n \) work units; additionally, he has saved resources by returning \( x+y \) faked results, which provide utility as well. If the reply is rejected, the attacker has unnecessarily computed \( m-x \) plus \( n-y \) work units, which results in the negative utility of \(- (m-x)-(n-y) = x-m+y-n\). These two cases define the utility function for the attacker:

\[
U_A(\tau, \psi) = \begin{cases} 
  m + x + n + y, & \text{if } l_W^3 \leq e \\
  x - m + y - n & \text{if } l_W^3 > e
\end{cases}
\] (4.29)

**Master** For the master, there are three different cases:

\[
U_T(\tau, \psi) = \begin{cases} 
  m - x, & \text{if } l_W^3 \leq e \text{ and } \frac{x}{m} \leq e \\
  m - x - (|e - \frac{x}{m}| \cdot m) & \text{if } l_W^3 \leq e \text{ and } \frac{x}{m} > e \\
  -m, & \text{if } l_W^3 > e
\end{cases}
\] (4.30)

In the first case, the master accepts the reply, and the reply’s error rate is indeed smaller than \( e \). We define the master’s utility by the number of correct results in \( M \). If the master accepts the reply although its error rate is higher than \( e \), we additionally subtract the number of errors above the threshold. In the case that he has to reject the request, we define the utility to be the negative number of real requests, because these have to be requested again. Note that if only correct results are returned to the master within a game, that is, in the best case, its average utility per round is \( m \). The different terms could also be weighted with different cost parameters, e.g., the error in the second case could be more costly in practice than the number of lost replies in the third case. However, since we have no concrete reasons to do otherwise, we set all costs to 1.

### 4.3.3.2 Attack Strategies

The set of actions \( \Psi \) of an attacker, consists of all possible numbers of incorrect results to a given number of single requests. More precisely, if a request consists of \( m+n \) single requests, the worker can decide to return one to \( m+n \) incorrect requests; this can also be expressed by the fraction of incorrect results within the total number of results. Attack strategies can then be described by sequences of these fractions. We modeled six basic attack strategies, each of which was parameterized with up to 2 parameters \( p_1 \in [0, 1] \) and \( p_2 \in \mathbb{N} \). Figure 4.12 illustrates the attack strategies with different parameters for each,
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Figure 4.12: Attack strategies that form the attack strategy search space.

and illustrates for two of the strategies the effect of the parameter(s). The attack strategies are defined as follows:

**Random** For each interaction draw the fraction of errors randomly from a uniform distribution over the interval \([0, p_1]\).

**Constant** Always return a fraction of errors of \(p_1\).

**Repetitive cheater** (As defined in Sect. 4.2.2.1) Repeatedly pretend to be a honest worker for a number of \(p_2\) rounds, then return a response with error rate \(p_1\).

**Sine** For the \(i\)th interaction, choose the following fraction of errors: \(p_1 \cdot \left(0.5 + 0.5 \cdot \sin(p_2(i))\right)\), where \(p_2\) parameterizes the frequency of the sine function. The 0.5-constants normalize the sine function into \([0, 1]\).

**Square** Choose a fraction of errors similar to Sine: \(p_1 \cdot \left(0.5 - 0.5 \cdot \text{sgn}(\sin(p_2(i)))\right)\). For the first interaction pretend to be honest.

**Saw** For the \(i\)th interaction, choose fraction of errors \(p_1 \cdot \left(\frac{i \mod p_2}{p_2}\right)\).

We modeled the basic strategies \(s \in \{1, \ldots, 6\}\) as another parameter that the attacker had to choose. So, the genetic algorithm optimized the pair \((s, p_1, p_2)\) in order to maximize the attacker’s utility against a given trust model configuration.

4.3.3.3 Genetic Algorithm Implementation

To have a reasonably high significance, the fitness function was computed by taking the average utilities of master and attackers over \(2^9\) games, each consisting of \(2^8\) rounds. The population consisted of \(2^7\) individuals, which, with a selection pressure of \(S = 20\) and a number of 13 mutations, resulted in a fast convergence. The search was terminated if either the fitness ceased to improve by an amount of at least 0.005 for a sequence of four rounds, or if a maximum of \(2^4\) rounds was reached.

An individual represented a master with a certain trust model configuration on the one side, and a set of workers on the other side. The number of workers was kept small (50) to ensure a high number of interactions within a relatively small number of rounds. A certain ratio of workers was given a malicious
intent, and all of them followed the same attack strategy, which was changed through mutation and reproduction with other individuals.

**Reproduction** Reproduction is implemented by selecting two individuals and creating a new one, repeatedly until enough individuals are produced. With a probability of 0.2 parameters \( p_1 \) and \( p_2 \) were taken from the same parent, and from different parents otherwise. The attack strategy \( s \) is selected with probability 0.75 from the parent with the higher fitness, and from the other parent otherwise. Elitism is implemented by passing the two best individuals on to the next generation without modifying them.

**Mutation** Mutation changes one parameter at a time: parameter \( p_1 \) and \( p_2 \) with probability 0.4 each, and attack strategy \( s \) otherwise. To \( p_1 \) or \( p_2 \) a value is added that is taken from a Gaussian distribution with mean 0 and standard deviation 0.05; if the value falls outside of \([0, 1]\), it is chosen from a uniform distribution over \([0, 1]\). If mutation changes the attack strategy, this is randomly picked from \(\{1, \ldots, 6\}\).

### 4.3.3.4 Results

The results are shown in Figures 4.13 and 4.14; the results are interpolated with ten values between each pair of measurements. The plots show the expected utilities \( U_T \) of the master, divided by the number of rounds; since we are using \( m = 10 \), the highest reachable expected utility is \( U_T = 10 \). In each plot, two of the three considered trust model parameters are presented: The \( x \)-axis gives increase of the Boltzmann parameter \( (B^+) \), and the \( y \)-axis the tolerance factor \( (\varepsilon) \). The different weights \( W_1 \), \( W_2 \) and \( W_3 \) led to similar results, and are therefore relegated to Appendix D.

**Lower Fractions of Attackers** Figure 4.13 shows that for a low fraction of attackers, the utility is generally as high as if there are no attackers at all. These results suggest that malicious workers are forced to return mainly correct results, because otherwise they could not compete with the trustworthy workers. Actually, for certain parameter settings the utilities of the master are even better in the scenarios with few malicious workers; where this is the case can be seen better in Appendix D, where a table lists numeric values for all the utilities of the master. The reason for this is that when there are only
few attackers, these need to be even more reliable than trustworthy workers in order to be competitive enough to be selected. However, this is only the case if attackers have full control over their error rate, as we have assumed. Even if this is not the case in practice, attackers will apparently not increase their profit by performing worse than trustworthy workers.

**Higher Fractions of Attackers** For higher fractions of attackers (Fig. 4.14), attackers have a better chance of being selected. This allows them to return more incorrect results. As a consequence, the master’s utility becomes smaller if it is not able to detect malicious workers. For $f_a = 0.5$, the trust model performs badly if both the tolerance factor and the increase in the Boltzmann parameter are high. In the extreme case of $f_a = 0.9$, the impact of a bad configuration becomes even more evident. A small tolerance factor seems to be advisable here. The reason for a small tolerance factor is that otherwise it is probable that many incorrect results are getting accepted, because there are many malicious sources that return incorrect results. If the Boltzmann parameter is too high, the model starts to exploit what it has learned about the sources too early: before it has found the trustworthy sources. So, when there are many malicious sources, the exploration phase should take longer in order to find the few trustworthy sources.
Table 4.6: Excerpt of restricted payoff matrix, with utilities averaged over several settings.

<table>
<thead>
<tr>
<th>$s_T$</th>
<th>$U'_T(s_T, br^*(s_T))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^+$</td>
<td>$\epsilon$</td>
</tr>
<tr>
<td>0.0</td>
<td>$\frac{1}{10}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>1.0</td>
<td>$\frac{1}{4}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>5.0</td>
<td>$\frac{1}{2}$</td>
</tr>
</tbody>
</table>

Combination of Results  In practice, only one of the scenarios occurs, but at this point it is not known which one. Therefore, to make the trust model robust against all scenarios, the master’s utilities from the different scenarios have to be merged. As mentioned before, we propose to use a weighted average over the utilities, where the weights$^8$ define how robust the model should be in which scenario. Additionally, the weights can reflect how probable each scenario is assumed to be. Lower fractions of attackers seem to be more probable in general. However, due to the possibility of a Sybil attack (see Sect.2.2.2), high ratios of attackers are still possible. Addressing these two issues, we accordingly weight the four scenarios $f_a = (0, 0.1, 0.5, 0.9)$ with the weights $(0.3, 0.3, 0.2, 0.2)$ respectively. Figure 4.15 shows the combined expected utilities; note that a different scale is used for utility to make the structure more clear. From these values, we can derive a trust model configuration with optimal expected utility. A tolerance factor of $\epsilon = 0.25$ and a $B^+$ between 1 and 2 seems to yield the highest utility for the master. This can be verified by looking at the restricted payoff matrix as it is illustrated in Table 4.5. An excerpt of this matrix filled with the results from the experiments is shown in Table 4.6; $U'$ denotes the utility combined from the different scenarios. In this table the highest expected utility is framed; the optimal trust model configuration can be read from this row. The complete matrix can be found in Appendix D.

$^8$not to be confused with the weights of the trust model $W_i$. 
Chapter 5

Collusion Detection for Redundant Requesting

In this chapter, we propose an algorithm to detect collusion among malicious information sources. Colluding information sources can become a problem when replication is used to ensure correctness of acquired information. The proposed algorithm is a complement to replication-based schemes for information acquisition. The basic idea of the algorithm is to measure how similar the information from different information providers has been in the past, and cluster the sources accordingly; honest sources will form a tight cluster, which makes it possible to identify colluders.

Organization In Section 5.1, we discuss the problem of collusion in the context of replication. We detail our model and assumptions in Section 5.2, and propose an algorithm for collusion detection in Section 5.3. Following this, we first provide a theoretical analysis of the algorithm in Section 5.4, and then evaluate it experimentally in Section 5.5.

This chapter is related to [147, 146, 152].

5.1 Redundant Requesting and Collusion

“Redundant requesting”, which is also called “replication” or “redundancy”, works as follows. A requester makes the same request \( Q \) to several information sources redundantly; he applies majority or plurality voting to the set of returned replies \( \{ R_i \} \), to decide in favor of the information that appears most often. This technique is for instance used in volunteer computing to check the correctness of returned results [10, 105], or in P2P systems to eliminate incorrect information (e.g., in [81]).

Redundant requesting is based on the assumption that the different selected sources are independent from each other; if this is the case, the probability that a majority of sources returns the same incorrect information becomes in general negligibly small. However, if the sources collude, this independence assumption is violated; this is for instance the case if an attacker controls several sources. Then, if a majority of colluding sources is selected, these can collectively return the same incorrect result, which will be accepted by the requester. To better understand the significance of this collusion threat, we have to look at the probability of randomly picking a majority of colluders for a vote. Let \( k \) be the
redundancy level, i.e., the number of sources to which one request is made redundantly. We only consider odd redundancy levels to make it less probable to get tie votes; let \( m_k \) denote the number of sources needed to form a majority in a vote. Furthermore, let \( f_a \) denote the fraction of colluding sources in the population from which the sources are picked. Then, the probability of picking a majority of colluding sources can be approximated\(^1\) as follows:

\[
P(\text{majority of colluders} | k, f_a) = \sum_{i=m_k}^{k} f_a^i \cdot (1 - f_a)^{k-i}.
\]

Figure 5.1 shows the resulting probabilities for different redundancy levels. For higher redundancy levels, the probability of selecting a majority of colluders by chance decreases. However, to keep the overhead low, a low redundancy level is preferable; a common redundancy level in current systems is \( k = 3 \) \([11]\). In addition to this, against the background of the Sybil attack (see Sect. 2.2.2), high rates of colluding sources become more likely to occur in practice. Under these circumstances, it becomes likely that a majority of colluders will be randomly picked, as can be seen from the figure.

Against this background, countermeasures against collusion become necessary. For this reason, we propose an algorithm that detects colluding information sources in this context of replication with majority/plurality voting. The basic idea is to cluster the information sources based on how similar the information that they have returned in the past has been. The honest sources, i.e., those that do not collude, will form a tight cluster; in the same way, the set(s) of colluding sources will form tight clusters. Under the assumption of having less than 50% of colluding sources, the cluster of honest sources will be the largest, and all sources that do not belong to this cluster are suspects.

### 5.2 Model and Assumptions

In order to obtain one piece of information, the same request is made redundantly to \( k \) information sources. We call such a set of sources a vote. For any new vote, the sources are randomly selected from

\(^1\)This assumes an infinitely large set of sources \( S \). For a finite number of sources, sampling without replacement would need to be considered. However, for our purposes the differences are negligible.
the overall set of all available sources; this set is denoted by $S$. For the sake of simplicity, we assume that this set $S$ is static over time, i.e., sources do not enter or leave the system. We discuss the impact of such dynamics later in Section 6.3.1. Furthermore, we allow any fraction of colluding sources in $S$ smaller than 0.5. This assumption is needed later on for deciding which clusters contain the malicious and which contain the honest sources.

5.2.1 Plurality Voting

In our model of redundant requesting, plurality voting is applied in order to determine which reply is accepted as correct: A piece of information is accepted iff it has been returned by more sources than any other piece of information. Thus, a piece of information can also be accepted if it does not have an absolute majority. On this note, we define plurality and its counterpart minority as follows:

Definition 5.1 (Plurality and minority). The plurality of a vote is the cardinality of the strictly largest group of sources that returns identical replies. If there is no such group, then there is no plurality. All sources that do not form the plurality of the vote, and only those sources, form the minority.

As stated above, only odd redundancy levels $k$ are considered, in order to reduce the probability of ties in votes. The number of nodes needed to get an absolute majority in a vote is then given by $m_k = \lceil \frac{k}{2} \rceil$.

In practice, honest sources also may return incorrect information, even if with a very small probability, denoted by error rate $\rho$. To account for this, we model honest sources with an error rate of $\rho = 0.00221$ with reference to [88]. We therefore distinguish between correct and incorrect honest sources in a vote. For the sake of simplicity, we make the assumption that if the replies of two honest sources are both incorrect, then they are different. In our theoretical analysis, this assumption makes the detection of colluders harder because it decreases the correlation among honest sources. As a consequence, the results of the analysis would be better if the assumption were not made. In other words, honest sources with correlated error rates are not a problem for our collusion detection mechanism. To redundant requesting however such sources appear like colluders and so would be a problem. In volunteer computing systems, the correlation of errors can for instance be caused by several honest workers using the same type of faulty CPU (e.g., remember the Pentium FDIV bug [104]). However, Kondo et al. [88] showed that failures of hosts are not correlated in general.

5.2.2 Attacker models

We assume that colluding sources can efficiently communicate with each other and can rapidly reach collective decisions. This assumption is based on the Sybil attack scenario in which a single attacker creates several identities and makes them appear as distinct individuals. Therefore, colluders can decide collectively which wrong result to return. We consider the following types of colluders:

Unconditional colluders (UC) Try always to collude, i.e., each time a colluder is involved in a vote, he returns the same incorrect result as other colluders in this vote.

Conditional colluders (CC) Collude only if they know that at least an absolute majority of sources in the vote are colluders. Otherwise they return the correct information.

Unconditional camouflage colluders (UCm) Decide with a certain probability $p_{cam}$ collectively for each vote whether to collude.
Conditional camouflage colluders (CCm) Decide with a certain probability $p_{\text{cam}}$ collectively for each vote in which they form the majority, whether to collude. In all other votes they return the correct information.

Unconditional colluders will be in the minority of a vote whenever there are more correct honest sources in that vote than colluders. Conditional colluders only cheat if they know for sure that they will be in the majority. Therefore, conditional colluders are basically as effective as unconditional colluders. But at the same time, they are harder to detect, because in all votes where they most probably would not succeed in cheating, they behave as if they were honest. However, conditional collusion requires the colluders to know the redundancy level $k$: In general, colluders can only know how many other colluders are in the vote, but not how many honest sources are involved; hence, they know whether they would collude successfully only if they know the number of sources in the vote, i.e., the redundancy level. Thus, CC and UC are sophisticated strategies for the scenarios where attackers know $k$ and where they do not know $k$ respectively. Via $p_{\text{cam}}$, camouflage colluders can exactly define how often they want to collude; a lower probability makes it harder for the algorithm to detect them, but also makes their collusion less effective. Actually, UC and CC are two special cases of camouflage colluders, namely for $p_{\text{cam}} = 1$.

We explicitly defined the two attacker models because they are the most extreme forms of collusion; however, we need to do the theoretical analysis only for the two camouflage colluders. For the sake of completeness, we should mention attacks in which attackers yield a high correlation to some selected honest sources, in order to build “bridges” between the cluster containing the honest sources and the cluster(s) of the malicious sources. These attacks are not feasible under the assumption that attackers cannot know the identities of the honest sources involved in a vote, because then they cannot build such bridges to selected honest sources. This assumption is reasonable, because the sources are not interacting with each other, and the communication from the requester to the sources can be secured.

5.3 Collusion Detection Algorithm

Our aim is to identify colluders within a given set of sources $S$. To this end, we use a distinctive feature, which we call “correlation”, that reveals the borderline between the set(s) of colluders and the set of honest sources. This distinctive feature is based on the following observation.

For attackers, the only effective way to attack a redundant request is to collude, i.e., to collectively return the same incorrect result. Colluders will succeed in votes where they hold the plurality. But in such votes, all the honest sources will form the minority. Now, we can count for each pair of sources how often they have been together in the same group (plurality/minority), and how often they have been in opposite groups. As we show later, the counts for a pair of sources provide statistical evidence about the relation between the two sources, i.e., whether they are both malicious, both honest or one is malicious and one is honest. We use the counts to estimate the distinctive feature, namely the correlation. This feature has the desirable property that, no matter by what collusion strategy, colluders cannot influence the correlation between pairs of honest sources. Moreover, a colluder can increase his correlation with an honest source only by withdrawing from collusion.

**Definition 5.2 (Correlation).** The correlation $p_c$ of two information sources $A$ and $B$ is the conditional probability that, given that $A$ and $B$ are together in a vote, both are in the same group (plurality/minority) of that vote. More formally this is:

$$P(A \text{ and } B \text{ are in the same group of a vote}|A \text{ and } B \text{ are together in that vote}) .$$

(5.2)
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From this definition it follows that for a series of \( n \) independent votes where both sources participate, the number of votes in which they are in the same group is binomially distributed with parameters \( n \) and \( p_c \).

### 5.3.1 Estimating Correlation

For a pair of sources, we can count the number of votes where both participate, denoted by \( n \), and the number of votes where both are in the same group, denoted by \( y \). Then, following the same derivation as in Section 4.2.1.1, we find that the best correlation estimate is given by:

\[
\hat{p}_c = \frac{y + 1}{n + 2}. \tag{5.3}
\]

We can estimate the correlation for each pair of sources from \( S \). This results in what we call a correlation matrix, a symmetric matrix of size \( |S|^2 \), containing the correlations between all pairs of sources. Figure 5.2 shows two example matrices for the cases UC and CC respectively. The UC-matrix has been computed after 10 votes per pair of sources on average; for the CC-matrix 100 votes have taken place. In both settings there are 10 colluders, and these have the same indices. The dark areas indicate low correlations. The rows and columns that contain mostly low correlations show the colluders, because these correlate much only with other colluders; therefore only the crossings are bright. This allows us to use clustering to draw a line between honest sources and colluders. In the UC-case, the borderline is much more obvious, which suggests that clustering will yield better results in this case.

### 5.3.2 Clustering

Intuitively, the correlation between two sources reflects how similarly they “vote”. This can be helpful to us if it implies something about the similarity in their attitude. That is, if correlation is high for pairs of colluders and pairs of honest sources, and low for mixed pairs consisting of one colluder and one honest source. We later show in Section 5.4 that this is in fact the case. Therefore, we can interpret the correlation as a measure of similarity. This allows us to cluster the set of sources \( S \) based on the correlation matrix.
For our scenario, we have to deal with the following facts:

- The number of clusters cannot be fixed in advance. This is because if we fixed the number of clusters to some \( l \), then \( l - 1 \) attackers could try to correlate very little with any other source, so as eventually to form \( l - 1 \) different clusters; all other attackers would then probably be in the biggest cluster, together with all the honest sources. Hence, \( l \) has to be determined anew for each clustering.

- Inputs to the algorithm are similarities; no points in a Euclidean space are given.

- The matrix we are dealing with does not contain zero entries, i.e., it is not sparse.

Many different algorithms for cluster analysis have been proposed in the literature. There are different classes of such clustering algorithms that can deal with the latter two facts. One of these classes are the “linkage methods” from the area of “hierarchical clustering” [78]; in this approach, clusters are build incrementally, and one can stop for example if the next two clusters to be merged are too far away from each other (“distance criterion”). Another type of clustering is called “spectral clustering” [164]. Here, a number of clusters \( l \) has to be specified; there are approaches to determine a good \( l \) for a given dataset (e.g., see [164]). Alternatively, if the similarity values are normalized to the common correlation interval \([-1, 1]\), one can apply “correlation clustering” [14, 35], which does not require \( l \) to be specified. Finally, the sources can be interpreted as vertices, and the correlation values as edge weights, in an undirected graph; then, a “graph clustering” algorithm can be applied (e.g., see [20]). It is out of the scope of this thesis to discuss which of the numerous clustering schemes will be the best in our case. Instead, we want to show that there is some scheme that is able to detect colluders following different collusion strategies.

### 5.3.3 Algorithm

**Algorithm 1 Collusion Detection**

1: procedure DETECT-COLLUSION(\( S, H_S \[, P\] )
2: \( M \leftarrow \text{COMPUTE-CORRELATION-MATRIX}(H_S) \)
3: \( \{C_1, \ldots, C_k\} \leftarrow \text{CLUSTER}(M, P) \) \( \triangleright \) Select largest cluster
4: \( C_{max} \leftarrow \max(C_1, \ldots, C_k) \)
5: \( S \leftarrow S \setminus C_{max} \) \( \triangleright \) Take all but largest cluster
6: return \( S \) \( \triangleright \) Return suspects
7: end procedure

The collusion detection algorithm is shown in Alg. 1. It takes as inputs: the set of sources \( S \) in form of their IDs, the set \( H_S \) that contains the voting history of each pair of sources, i.e., the number \( n \) of votes in which both participated, and the number \( y \) of these votes in which they were in the same group (plurality/minority), and finally an optional parameter for the clustering algorithm \( P \); whether this parameter \( P \) is needed and its form depend on the specific clustering scheme used. With the voting histories, the algorithm can compute the correlation matrix \( M \) (line 2). Based on the correlation matrix, the clustering is performed (line 3). The largest cluster is presumed to contain the strongly correlated honest sources, so it is selected (line 4) and subtracted from \( S \) (line 5). The remaining set of sources \( S \) is returned as set containing the suspect sources (line 6).
5.4 Theoretical Analysis

Algorithm 1 interprets the correlation between two sources as their similarity. In this section, we analyze whether the correlation is actually a good similarity measure; this is the case if it measures two colluders to be similar, two honest sources to be similar, and a colluder and a honest source to be dissimilar. We first show how we can theoretically compute correlation for these three types of pairs, and then analyze its properties concerning the similarity.

5.4.1 Computing Correlation

To compute the correlation, we do not use the common correlation coefficient [107, p. 103], because it measures the linear relationship between quantitative variables, and we are dealing with qualitative variables (to be or not to be together in the same group). Instead, we use enumerative combinatorics to compute $p_c$. For the sake of simplicity, we assume a large set of sources $S$, and thus can use sampling with replacement. The error introduced, in comparison with sampling without replacement, is negligible for our purposes.

In the following, we demonstrate how $p_c$ can be computed for a pair of two honest sources (we write “honest&honest” or simply “h&h”). We only address the case of unconditional camouflage collusion (UCm) here. The derivations of all other formulas, i.e., those for the pairings honest&colluder (h&c) and colluder&colluder (c&c), as well as for CCm can be found in Appendix E.1.

The computation of $p_c$ depends on certain parameters, which are listed in Table 5.1. To compute $p_c$ in the case considered, we add up the probabilities of all mutually-exclusive cases in which the two honest sources are together in the same group. Because we account for the fact that honest sources can also return incorrect information, a number of cases have to be considered.

Given that they are in the same vote, two honest sources $A$ and $B$ are also together in the same group (plurality/minority), iff any of the following is the case:

- they both return the correct information: $P_1 = (1 - \rho)^2$.

Example 5.1 (Partitioning). Figure 5.3 illustrates for a very small example set of sources, how the algorithm should partition the sources into honest and suspect ones; the set of sources is represented in form of a complete graph where thick edges represent high correlations, and thin edges represent low correlations. As can be seen from the graph, the strongly correlated honest sources $s_3$, $s_4$, $s_5$ and $s_6$ should form a separate cluster, leaving $s_1$ and $s_2$ as suspects.
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Table 5.1: Parameters for computing correlation \( p_c \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
<td>redundancy level</td>
</tr>
<tr>
<td>( f_a )</td>
<td>fraction of colluders in ( S )</td>
</tr>
<tr>
<td>( p_{\text{cam}} )</td>
<td>probability that camouflage colluders actually collude</td>
</tr>
<tr>
<td>( \rho )</td>
<td>probability that a honest source returns incorrect information</td>
</tr>
<tr>
<td>( p_h )</td>
<td>probability of picking a correct honest source, i.e., ( p_h = (1 - f_a)(1 - \rho) )</td>
</tr>
<tr>
<td>( p_w )</td>
<td>probability of picking an incorrect honest source, i.e., ( p_w = (1 - f_a)\rho )</td>
</tr>
</tbody>
</table>

- they both return incorrect information: \( P_2 = \rho^2 \).
- exactly one of them returns the correct information: \( P_3 = 2 \cdot \rho \cdot (1 - \rho) \), and the correct source is not in the plurality, which means that either:
  - apart from them there are only incorrect honest sources: \( P_4 = p_w^{k-2} \), or,
  - there are at least as many colluders as there are appearances of the correct information in the vote, and the colluders actually decide to collude. Apart from the two honest sources \( A \) and \( B \), there are \( k - 2 \) remaining sources in the vote. For this part of the vote, let index \( i \) count the number of colluders, and let \( j \) count the correct honest sources. Then, the remaining \( k - 2 - i - j \) sources are incorrect honest sources. Now, only cases have to be considered in which the number of colluders is at least as high as the number of correct honest sources, i.e., where \( i \geq j + 1 \). This is the case if \( j \leq i - 1 \); but since there are only \( k - 2 - i \) sources left in the vote, it must hold \( j \leq \min(i - 1, k - 2 - i) \). This gives:

\[
P_5 = p_{\text{cam}} \cdot \sum_{i=1}^{k-2} \binom{k-2}{i} f_a^i \cdot \sum_{j=0}^{\min(i-1,k-2-i)} \binom{k-2-i}{j} p_h^j p_w^{k-2-i-j}.
\]

(5.4)

These cases are mutually exclusive, and so, we can compute correlation \( p_c \) by adding the corresponding probabilities:

\[
p_c^{\text{UCm}}(h\&h) = P_1 + P_2 + P_3 + (P_4 + P_5).
\]

(5.5)

5.4.2 Correlation as Similarity

To assign the sources to clusters that contain only colluders or honest sources, these two groups of sources have to be separated. This is illustrated in Figure 5.4. In this section, we want to analyze whether correlation is a good measure for this purpose. This is the case, if the correlation is low for h&c pairs, which would for instance be all \( (h_i, c_j) \) in the figure; and high for h&h and c&c pairs, i.e., the pairs \( (h_1, h_2) \) and \( (c_1, c_2) \) in the figure. To this end, we computed the correlations as described in the previous section. Figure 5.5 shows these correlations for h&h, h&c and c&c pairs in the basic case of redundancy \( k = 3 \) and an error rate \( \rho = 0.00221 \). For h&c pairs, the camouflage probability has been varied; for h&h
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Figure 5.4: Dividing line between honest sources ($h_1, h_2$) and colluders ($c_1, c_2$).

![Figure 5.4: Dividing line between honest sources ($h_1, h_2$) and colluders ($c_1, c_2$).]

Figure 5.5: Correlations between different types of sources ($k = 3, \rho = 0.00221$).

![Figure 5.5: Correlations between different types of sources ($k = 3, \rho = 0.00221$).]

and c&c pairs this has not been done because the differences are negligible in this case. Further cases are addressed in Appendix E.1.3. The figure reveals that in fact the correlation of h&c pairs is generally lower than the correlation of h&h and c&c pairs. This is the case both for CCm and UCm colluders. Furthermore, it holds for both types of colluders that if they collude more often, the correlation for h&c pairs is lower, and thus the distance to the correlation of other pairs becomes greater. Generally, one can say that the greater this difference, the easier it is to detect the dividing line between honest sources and colluders. Therefore, in the CCm case one can expect that the smaller fractions of colluders $f_a$, the less accurate will be the clustering. To increase the difference in the correlations between h&h and h&c pairs in the CC-case, it can help to exponentiate the correlation matrix. We call this “amplification”, and discuss its effects in Appendix E.2. To summarize, correlation is a suitable similarity measure with the desirable property that the more harm the colluders attempt, the easier they can be detected.

5.4.3 Undetectable Attack

There is a collusion strategy, which cannot be detected by our algorithm. This strategy is to collude only if all sources in a vote are colluders. As with the CCm strategy, this strategy requires the attackers to know the redundancy level. This means that the attack can be countered by varying the redundancy level. Another measure against this attack is to increase the redundancy level. The success probability of the attack is $f_a^k$. For example, for a fraction of colluders of $f_a = 0.5$ and a redundancy level of $k = 5$, 

\[ f_a^k = 0.5^5 = 0.03125 \]
this is only \( \frac{1}{25} = 0.031 \) and for \( k = 7 \) only 0.008. The success probability decreases even further for decreasing \( f_a \).

5.5 Evaluation

We evaluated the algorithm for two different clustering algorithms, both from the field of graph clustering: the Markov Cluster Algorithm (MCL) \([159]\) and Minimum Cut Tree Clustering \([47]\), which we call “MinCTC”. In \([20]\), MCL has been shown to be more accurate than several other algorithms. The authors did not test MinCTC and so we compare it to MCL in this work.

5.5.1 Accuracy

5.5.1.1 Choice of Clustering Parameters

In the following, we describe how the clustering parameters of MCL and MinCTC were chosen for the experiments.

**MCL** MCL is based on the simulation of stochastic flows in graphs. The only parameter for MCL is the inflation parameter \( I \in [2, 30] \). This parameter determines the level of granularity of the clusterings obtained. The experimental results show that the accuracy of the algorithm does not depend greatly on the exact choice of this parameter. As discussed in Appendix E.2, we amplify the correlation values \( \hat{p}_c \) with an additional parameter \( \theta \). Since MCL uses a probabilistic interpretation of the edge weights, the relative differences between the correlation values are generally amplified.

**MinCTC** MinCTC is based on the construction of minimum-cut trees in graphs, as defined in \([66]\). The nodes in such a mincut tree correspond to the nodes in the original graph. Weights are attached to the edges in a mincut tree in such a way that the minimum edge weight on the path between each pair of nodes in the tree corresponds to the minimum cut for these two nodes in the graph. In \([62]\), the authors experimentally compared different approaches for constructing mincut trees. In our work, we use the GHS implementation (a variant of the Gomory-Hu algorithm \([66]\) using the source selection heuristic) because it turns out to be more robust than the alternatives \([62]\).

MinCTC clusters an input graph in the following way. In the first step, the graph is extended by an auxiliary vertex, which is connected to all other vertices by new edges. For these edges, a specific edge weight is used, this being the only parameter of the algorithm. For the resulting graph, the mincut tree is constructed. Then the auxiliary node and all edges connected to it are deleted from the tree. Finally, each tree in the resulting forest is returned as a distinct cluster.

Through experimentation we found that, depending on the setting, there is a particular range of suitable parameters. Below this range, the algorithm returns only a single cluster containing all sources (underfitting); in these cases, the auxiliary node in the mincut tree is a leaf and so no mincut crosses the auxiliary node. Above this range, it returns as many clusters as sources, i.e., each source makes up its own cluster (overfitting); this is because the auxiliary node connects to every node in the mincut tree and so the mincut of every pair of nodes crosses the auxiliary node. Thus, the algorithm may find suitable clusterings only for parameters within the range – if it is assumed that there are colluders among the sources. Therefore, we implemented a binary search to find a parameter that lies in this range and produces a specified number of clusters \( k \) (we used \( k = 2 \)). The search is terminated and the output of the algorithm is accepted if it returns more than one cluster and fewer clusters than there
are sources. Sometimes the range is empty, because either there are not enough observations, or the rate of collusion is too low. If the search is not successful, all sources are classified as honest in order to avoid false positives. As with MCL, we amplify the correlation values in the experiments with different exponents \( \theta \) (again see App. E.2).

5.5.1.2 Accuracy Measure

To measure the accuracy of the algorithm, we first label the output of the algorithm according to the confusion matrix described in Section 2.5.2; this results in a number of true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN). The positives are identified suspects, and negatives are identified honest sources. As accuracy measure, we use the \( F_1 \)-Measure [126], which is the harmonic mean of precision (P) and recall (R); these are defined as follows:

\[
P = \frac{TP}{TP + FP} ,
\]

\[
R = \frac{TP}{TP + FN} .
\]

Thus, the precision represents the fraction of correctly identified colluders among all sources marked as suspect, and recall represents the fraction of correctly identified colluders among all sources that are in fact colluders. In other words, precision is the probability that a suspect is in fact a colluder, and recall measures the completeness, i.e., how many of the colluders have been detected. In the best possible case, both are 1, that is \( FP = FN = 0 \). We check the accuracy using the \( F_1 \) measure, which is defined as follows:

\[
F_1 = \frac{2 \cdot P \cdot R}{P + R} = \frac{2 \cdot TP}{2 \cdot TP + FP + FN} .
\]

\( F_1 \) takes a value of 1 iff our algorithm returns a set of suspects that contains all colluders but no honest sources. If \( F_1 \) takes a small value then FP and/or FN are high and TP and/or TN are small. We will later also use the “false positive rate” (FPR) to examine false positives separately. This rate describes the fraction of honest sources that are falsely marked as suspects among all honest sources; it is thus computed as follows:

\[
FPR = \frac{FP}{FP + TP} .
\]

5.5.1.3 Results

The algorithm is evaluated for the setting described in Section 5.2 for \( |S| = 100 \) and \( f_a = 0.1 \). Whether the algorithm will perform better or worse in other scenarios follows from the theoretical analysis. We set the redundancy level \( k \) to a common value of 3 [11]. Each run is averaged over \( 10^3 \) randomly-generated sets of voting histories \( H_S \). Each history \( H_S \) is based on a certain number of observed votes. This number is indicated for the simulation results as an average number of observed votes per pair of sources, denoted by “\#votes/pair”. The overall number of observed votes can then be computed as follows. For \( x \) votes/pair and sources \( S \), we have to multiply \( x \) with the number of edges in a complete graph that has the nodes in \( S \) as edges; so the overall number of observed votes is: \( x \cdot \frac{|S| \cdot (|S| - 1)}{2} \).

Figure 5.6(a) shows the accuracy of the algorithm using MCL for the UC case. No amplification \( \theta \) has been applied. An average of \( F_1 = 1 \) first occurs for an average number of 4 votes/pair and inflation
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Parameter $I$ between approximately 13 and 22.8. For more than 10 votes/pair, the algorithm provides perfect accuracy for all possible parameters. MCL showed problems for a small range of parameters $22.8 < I < 23.3$. For this set of parameters, MCL did not always converge within 5 seconds, and if it converged returned a particularly high ratio of false positives, which points to overfitting by MCL. Figure 5.6(b) shows the accuracy of the algorithm using MCL for the CC scenario. An almost perfect precision of $F_1 = 1$ on average was not achieved until around 60 votes/pair, a very high value. MCL showed similar problems to the UC case for $22.5 < I < 23.3$. For smaller amplification, the accuracy became worse, and for $\theta = 1$ the algorithm was not able to detect colluders. This confirms the findings of Appendix E.2 that amplification helps in the UC case.

Figure 5.7(a) shows the accuracy of the MinCTC variant of Alg. 1 for varying amplifications $\theta$. Generally speaking, the algorithm needs around 4 votes/pair to reach perfect accuracy for a specific $\theta$. Starting from $\theta = 5$, several “valleys” can be observed, in which the accuracy drops dramatically. This is possibly caused by the procedure that we used to find an optimal clustering parameter; consequently, other procedures might help to prevent these valleys. With few votes/pair, the algorithm struggles, especially for higher amplifications. Figure 5.7(b) plots the false positive rate against the amplification for all experiments. This shows that a high amplification makes the rate worse in the UC case; this corresponds to our findings in Appendix E.2. But also, the figure reveals that for an amplification of $\theta < 5$, the algorithm never returned false positives, which is a nice property. The accuracy of the algorithm using MinCTC for the CC scenario is not shown, because for up to 200 votes/pair and varying $\theta$ it throughout
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In this chapter, we proposed an algorithm that detects colluding behavior when using redundant request. The detection of colluders is only a first step. As soon as suspected sources have been detected, measures have to be taken to:

![Figure 5.8: Running times of MCL and MinCTC (UC, 10 votes/pair, $\theta = 4$).](image)

performed with an average of $F_1 = 0$; that means that it never identified any colluder as suspect. Apparently, MinCTC cannot cope with cases where h&c pairs differ only slightly from other types of pairs. This may also be due to the problem of finding a suitable parameter for MinCTC.

5.5.2 Computational Complexity and Running Time

Theorem 5.1. The complexity of Algorithm 1 is in $O(|S|^2)$ iff the complexity of the clustering algorithm used is also in this complexity class; otherwise it is in the same complexity class as the clustering algorithm.

Proof. Line 2 of Algorithm 1 computes the correlation for each pair of sources, and thus is in $O(|S|^2)$. The complexity of line 3 is determined by the complexity of the graph clustering algorithm used. Lines 4 to 6 of the algorithm are in $O(|S|)$. MCL’s complexity is essentially dominated by matrix multiplication [20] and is in $O(|S|^3)$, but can be reduced by implementation to worst case $O(|S|^2c^2)$ [159], where $c$ is a pruning constant smaller than $|S|$. MinCTC relies on maximum flow algorithms which are also polynomial in complexity [47]. Thus, the overall complexity is at least in $O(|S|^2)$, but depending on the clustering algorithm it can be higher; if for example MCL is used it is in $O(|S|^2c^2)$.

We experimentally compared the running times of MCL and MinCTC for different sizes of $S$. In the tests, both algorithms take their inputs from a file but do not write any output. The input mainly consists of the sample correlation for each pair of sources, and so the file size grows nearly quadratically with the number of vertices in a graph. However, the two algorithms worked on files with the same size and so differences in their runtime are attributable entirely to the processing performed. Figure 5.8 shows the running times of MCL and MinCTC in seconds for the same setting (UC, 10 obs./edge); experiments were run on a 2.33 GHz Linux machine with an Intel Xeon CPU and 3GB RAM. Although MCL was shown in [20] to be relatively slow, it still clearly outperforms MinCTC and its complexity seems to grow considerably more slowly.

5.6 Dealing with Suspects

In this chapter, we proposed an algorithm that detects colluding behavior when using redundant request. The detection of colluders is only a first step. As soon as suspected sources have been detected, measures have to be taken to:
• recheck the results that the suspected sources have returned in the past, and
• prevent the suspected sources from submitting further incorrect results.

As proposed by Silaghi et al. [138], the rechecking can be done by additional redundant requests to unsuspected sources. However, this again makes the scheme sensitive to collusion, because it carries the risk of consulting malicious sources that have been honest previously. Therefore, an explicit verification of the results on trusted machines is more advisable. To prevent the suspects from cheating in the future, they can be blacklisted. A drawback of this approach is that, if the classification was incorrect, honest sources are removed from the pool of potential sources, and so their capacity is lost. Alternatively, in addition to redundant requesting, one can spot-check these sources frequently. A third approach is to include them in votes with sources that belong to the strong cluster of honest sources. Again, this carries the risk that some of the sources in the strong cluster are malicious sources that have pretended to be honest. Finally, one could treat suspects more carefully by attaching a weight to their vote, and setting this weight considerably lower than that of honest sources. It is outside the scope of this thesis and subject to further studies which of these approaches is in practice the most suitable.
Chapter 6

Related Work and Comparisons

In this chapter, we first point to research that is closely related to our work. We then compare the approaches that we have proposed in this thesis with each other, and discuss common issues.

Organization In Section 6.1, we discuss related work. We provide a comparative study of our mechanisms in Section 6.2, and discuss common issues in Section 6.3. Finally, we describe in Section 6.4 a concrete example from the literature that illustrates how spot-checking and redundant requesting can be combined.

6.1 Related Work

Even though we have taken an abstract perspective in this thesis, our work is closely related to work that has been done on sabotage tolerance in volunteer computing and other forms of distributed computing such as grid computing [48]. Therefore, we first review significant related literature from these fields of research. We then compare a mechanism for collusion detection from the literature with our algorithm. Finally, we take a look at work that has been done in the field of trust.

6.1.1 Spot-Checking

Sarmenta [133] proposes combining redundancy with conventional spot-checking. In this approach to spot-checking, workers are regularly assigned work units for which the correct result is already known. Workers that get caught returning incorrect results are blacklisted and their past results are discarded (if identities can be checked). In their model, attackers are described by a Bernoulli process and return correct and incorrect results with a specific probability. Assuming this attacker model, the author attains probabilistically guaranteed levels of correctness. However, Sarmenta’s model does not consider attackers that follow more sophisticated strategies such as those that we have considered in our work, e.g., collusion or repetitive cheating. More precisely, the model assumes the workers’ error rates to be constant over time, which is not the case for instance in volunteer computing systems [88].

Zhao et al. [185] propose the “Quiz” scheme for result verification in peer-to-peer grids. In this scheme, a worker delegates a whole package of work units to a single worker. In such a package, quizzes for which the correct result is known are interspersed. This is similar to our spot-checking approach with challenges. However, Quiz discards a whole package if only one of the quizzes is answered incorrectly, reduces the trustworthiness of the respective worker and possibly blacklists it. This makes it unsuitable
for scenarios where also honest workers exhibit small error-rates greater than zero. In our work, we have shown that our trust model reacts at least as reasonably and sometimes better to different types of sources than their trust models. Additionally, Zhao et al. find that under collusion, Quiz outperforms redundancy; in the absence of collusion however, Quiz performs worse. This argues for the usefulness of our trust model, or – in cases where collusion cannot be precluded – redundancy with collusion detection.

Germain-Renaud and Monnier-Ragaigne [60] propose a result-checking algorithm for volunteer computing systems. They use Wald’s sequential test to incrementally check results from a large batch of jobs until either the batch can be accepted or has to be rejected. As with our method, this technique is applicable in cases where a certain error rate in the acquired information is acceptable; the authors apply their technique for instance to check a large-scale Monte-Carlo simulation. However, the technique requires what they call an “oracle”, which recomputes the results at runtime. On the one hand, this keeps the number of checks small, because the acceptance decision can be made early. On the other, in scenarios apart from volunteer computing, such as file-sharing networks, an oracle that verifies a piece of information at runtime is not generally available. Therefore, we have proposed a mechanism that uses prepared challenges, which can for instance be known facts, to check newly-acquired information. As a consequence, and in contrast to the oracle-based mechanism, our mechanism requires that the number of challenges is determined in advance, and that challenges are indistinguishable from real requests. Roch and Varrette [127] propose a spot-checking mechanism for dependent tasks in the scenario of divide-and-conquer computations. Independently of the attacker model, they reach a user-defined error probability bound for detecting massive attacks, where the bound depends on the minimum ratio of malicious workers in the population. Again, correct results for the spot checks are assumed to be recomputed reliably.

Du et al. [41] propose an effective spot-checking mechanism for scenarios where many computations have to be performed but only few of the results have to be returned. This is for instance the case when using distributed computing to break a password in a brute-force fashion. In their approach, a worker constructs a “Merkle-tree” that combines the hashes of all results belonging to a specific task in a tree-like manner. The worker commits the root of the tree to the master. The master can now spot-check the worker and reconstruct the root of the tree with the hashes, together with their siblings that also have to be transferred. This approach can be used to make sure that a worker computes all intermediate steps in a chain of dependent computations, where only the final result has to be submitted. However, it cannot be used to ensure the correctness of a set of independent pieces of information, which is the actual research question of this thesis.

6.1.2 Collusion Detection

Silaghi et al. [138] propose an algorithm for detecting collusion. They consider three different types of malicious workers: first, naive workers that randomly return incorrect results with a certain probability; secondly, workers that only return incorrect results if they know that they hold the majority in a vote; and third, a mixture of the first two types. For each worker, their core mechanism counts the number of votes that were cast against it in past votes. Then, since naive workers have a different probability of votes being cast against them, this type and some part of the third type can be identified and removed from the votes. In order to spot the second type of colluding worker, they again apply the redundancy principle to test workers in the remaining “conflicting” votes. At this point, we face again the problem of collusion. This is especially relevant in the case of high fractions of colluders, where the probability of getting false negatives is high. In contrast, our collusion detection mechanism does entirely without
making use of redundancy checks. Also, as we have shown, correlation can directly identify conditional collusion, something not accomplished by the measure of Silaghi et al. However this comes at a cost. In an optimal case, our algorithm needs around 4 votes/pair to reach an acceptable classification error (see Sect. 5.5.1.3); this means overall $4 \cdot \frac{100 \cdot 99}{2} = 19,800$ votes. In a comparable scenario, the algorithm of Silaghi et al. works already with only around 3,000 votes. The reason for this is that they look at the behavior of single sources (and there are $|S|$ sources), while we look at the correlation between sources, that is at pairs of sources (and there are $\frac{|S| \cdot (|S| - 1)}{2}$ pairs). To summarize, our algorithm addresses more attack strategies than the algorithm of Silaghi et al., but it needs also a much higher number of observed votes. The improvement of this required number of observed votes is a topic for further work.

Another, very severe, drawback of Silaghi et al.’s approach is that they assume that the colluders are not aware of being observed by their mechanism. Otherwise, malicious sources could use strategies that make them look like honest sources. Our collusion-detection algorithm works without this assumption: A colluder cannot impact the correlation between two honest sources, and so cannot dissolve the strong cluster of honest sources; the only strategy that brings a colluder closer to this cluster of honest sources is to withdraw from collusion.

6.1.3 Trust Modeling

Two main directions in computational trust modeling have been pursued in the literature. On the one hand, there is the cognitive approach, promoted mainly by Castelfranchi and Falcone [29, 30, 46]. In their approach the trustor tries to develop a “theory of the mind” of the trustee in order to reason about how trustworthy he will behave in future interactions. On the other hand, there are the computational models. Here, the truster uses evidence in the form of experiences to derive numerical values that should reflect the trustworthiness of the trustee. In the majority of cases, this process involves probabilistic mechanisms [167, 26, 28, 45, 157] or formulas that are based mainly on intuition [110, 174, 182, 130, 74]. Literature surveys on further trust models can be found in [12, 117, 131, 85].

Our trust model, which belongs to the second category, computes the trust and uncertainty values based on the mean and the variance of the Beta distribution. Many other evidence-based trust models also use the beta distribution to this end [109, 167, 157, 87, 172, 23, 79, 111]. However, the way in which the experiences are processed, and how trust and uncertainty values are used for decision-making, differs from model to model.

6.1.3.1 Trust in Information Sources

Fullam et al. [55] propose a method for information acquisition from possibly malicious or incompetent sources. They show how to manage the trade-off between costs for information acquisition, quality of the acquired information and the coverage of an agent’s goals. In their model, the reliability of an information provider is assessed by checking whether some acquired information fits the agent’s beliefs. In contrast to our mechanisms, their approach is not able to handle acquired information that is not related to an agent’s beliefs, as is the case for results of mathematical calculations, music or video files, etc. Further papers deal with the assessment of the trustworthiness of sources based on input from human users [61, 70]. One requirement for our mechanisms was however that they work without the need of human intervention.

Liau [97] formalizes the relationships between belief, trust and information acquisition by defining an extended modal logic. Trust itself is modeled by a modal operator $T_{ij}\varphi$, which means that agent $i$ believes in agent $j$’s judgment on proposition $\varphi$. A proposed axiomatic system makes it possible to
derive complex properties of trust in the context of information acquisition. In [34], Liau’s logic is extended to capture the concepts of topics and questions. The extension with topics allows the context-sensitivity of trust to be taken into account; the extension with questions makes it possible to formalize queries in the form \((Q, R)\), as introduced in the introduction.

Demolombe [36] formalizes different definitions of trust by means of modal logics. To this end, the author differentiates essentially four properties of an information source – a source is called:

- “sincere” towards some agent \(A\), if it believes everything that it tells \(A\) to be true.
- “credible”, if everything it believes is a fact.
- “cooperative” towards some agent \(A\), if it tells \(A\) all its beliefs.
- “vigilant”, if it knows all existing facts.

With reference to Section 4.1.3, our definition of trust accounts explicitly for sincerity and credibility; it implicitly addresses the notions of cooperativeness and vigilance, because we require that the provided information \(R\) makes \((Q, R)\) a fact, i.e., \(R\) contains all correct answers to \(Q\) (see Sect. 1.1). Besides this, since we are dealing with probability theory, our definition accounts not only for complete trust or distrust, but also for estimates in between. In a paper which proposes an algorithm that performs belief revision while taking into account the trustworthiness of the sources, Barber and Kim [16] give another definition for trust in information sources. They define trust as “the confidence in the ability and intention of an information source to deliver correct information”. This also corresponds to our definition. However, it ignores the subjective nature of trust. Also, it does not include the property of cooperativeness as defined by Demolombe.

6.1.3.2 Combining Evidence

For cases where the most recent evidence is not compatible with older evidence, Xiong and Liu [177] propose considering only the latest evidence, and dropping the old evidence. In their approach, a trust value \(t'\) is computed on a subset of all available evidence that contains only the most recent evidence; if \(t'\) is considerably smaller than the trust value that is based on all the evidence, \(t'\) is used as a final trust value. This means that a trustee can easily lose its trustworthiness through a few bad actions, but rebuilding the trust is hard. Like ours, their idea aims to counter the strategic behavior of a malicious trustee. However, in our case, we are dealing with a separate set of challenges \(N\) and real requests \(M\), and thus, it can happen that by chance all incorrect replies fall on \(N\), exceeding the area defined by threshold \(\epsilon\), making the most recent error rate estimate fall too low. So, if \(x\) is low, \(\hat{\beta}\) can become high, even for honest sources. For this reason, we take also into account older error rate estimates that are based on conflicting evidence, since they might actually have been more accurate. For the same reason, we also start a new set of evidence if the new error estimate is smaller than before. This makes it possible for an information source to increase its trust value very fast with a single set of correct replies – something Xiong and Liu wished to prevent. However, in our case, the uncertainty will increase as well, and thus the source does not actually benefit from such a behavior. The following example illustrates the difference between their approach and ours.

**Example 6.1.** Assume threshold \(\epsilon = \frac{1}{12}\) for combining evidence, and weights \((w_i) = (1, 3, 6)\). An honest information provider has error rate \(\rho = \frac{1}{10}\). Five requests with \(m, n = 10\) are made to this provider. Assume the incorrect replies \(y_i\) to the challenges are in chronological order \((1, 2, 0, 1, 5)\). In our model, for the first four replies, the evidence would be aggregated, because the corresponding error rate estimates \(\frac{2}{12}, \frac{3}{12}, \frac{1}{12}\) and \(\frac{2}{12}\) are
within \([\frac{2}{12} - \epsilon, \frac{2}{12} + \epsilon] = [\frac{1}{12}, \frac{3}{12}]\). However, the last one would fall outside the range \((\frac{5+1}{10} - \frac{1}{2} > \frac{3}{12})\) and so the overall trust value would be computed as follows (note that \(w_1\) is not used since there are only two error rate estimates available):

\[
\dot{t} = \frac{w_2 \cdot \hat{\rho}[1, 4] + w_3 \cdot \hat{\rho}[5, 5]}{w_2 + w_3} = \frac{3 \cdot \frac{5}{42} + 6 \cdot \frac{6}{12}}{9} = \frac{47}{126}.
\]  

(6.1)

In Xiong and Liu’s approach, the trust value for the whole evidence is first computed:

\[
\left(1 \cdot \frac{1}{12} + 3 \cdot \frac{2}{12} + 6 \cdot \frac{6}{12}\right) / 10 = \frac{43}{120}.
\]  

(6.2)

The trust value based on the last reply only is \(\frac{1}{2}\), and because it is greater than \(\frac{43}{120} + \epsilon = \frac{53}{120}\), only this value, which we designate \(t’\), is used. For reasons of comparison, let us reduce it to the same denominator as the trust value from our model, which gives \(t’ = \frac{1}{2} = \frac{63}{126}\). The estimate of our model is more accurate in this case:

\[
|\dot{t} - \rho| = \left|\frac{47}{126} - \frac{1}{10}\right| < \left|\frac{63}{126} - \frac{1}{10}\right| = |\dot{t} - \rho|.
\]  

(6.3)

Again, one could argue that our trust value would be less accurate if the source was actually malicious. This is true for the trust value in isolation; however, our trust value comes along with an uncertainty value, and this uncertainty value reflects the sudden change: It increases from 0.157 after the fourth reply, to 0.253 after the fifth reply.

6.1.3.3 Trust Model Tuning and Evaluation

Many evidence-based trust models from the literature can be parameterized. We will now describe the parameters used by a number of models. Buchegger and Le Boudec [23] use several aging factors, which correspond to the weights used in our model, and give a rule of thumb for how to choose them. Similarly, Wang and Vassileva use “learning rates” [166]. Capra and Musolesi [28] use aging factor-like parameters that have to be defined subjectively. In the FIRE model [74], a “recency scaling factor” (an aging factor) and the “temperature” (the Boltzmann parameter in our model) are used. Other models [172, 85, 87, 176] also use tunable aging factors, and [75] uses an aging function. In [186], a modifiable threshold determines when an individual can be considered as trustworthy. Parameters for balancing trust and reputation values are used in [161, 160, 13]. The issue of how to systematically tune all these parameters has, to our knowledge, not yet been addressed.

The ART testbed [54] was developed to enable a comparison of the various trust- and reputation models proposed in the literature. In this testbed, several agents, each of which employs a certain trust model, compete in a turn-based game. The performance of an agent is measured both from an agent- and a system perspective according to certain objective criteria. Thus, the model allows measurement of the performance of different trust models competing with each other. An important limitation of this approach is that it is hard to generalize the performance measurements: Would the trust model perform similarly if it competed with another selection of trust models? The performance of a trust model has always to be seen in the context of the other trust models involved. Therefore, the testbed is not suitable as a general benchmark. In contrast to this, our tuning procedure aims for expected utilities for different scenarios of cheaters. This makes it suitable as the basis for a benchmark, in which the expected utilities of different trust models can be compared.
6.2 Comparative Study

In this section, we compare trust-enhanced spot-checking with redundant requesting plus collusion detection in terms of applicability, accuracy, robustness and overhead.

6.2.1 Applicability

As discussed in Section 3.1.4, spot-checking relies on the creation of challenges. Clearly, if this is not possible, (trust-enhanced) spot-checking cannot be applied. Furthermore, our spot-checking mechanism requires that a source can in general deal with \( m + n \) requests at once. In contrast, redundant requesting requires only one single request to be processed by one source. However, redundancy requires that a set of \( k \) sources can handle the same request, which is not a requirement of spot-checking. Also, the application of the collusion detection algorithm requires that a high number of requests is made to a preferably small number of sources. Although such a situation is also favorable to the trust model because the characteristics of the few sources can be learned very well, it is not a strict requirement.

6.2.2 Accuracy

Our collusion detection algorithm is not equipped with functionality to deal with suspects (see also Sect. 5.6). For this reason, we cannot compare its accuracy with that of the trust-enhanced spot-checking mechanism. However, two findings from the literature point to the fact that redundant requesting is only more effective than spot-checking if collusion can be prevented. Yurkewych et al. found that, if collusion cannot be prevented, redundancy is much more costly than non-redundant requesting [181]. Confirming this, Zhao et al. [185] found that their spot-checking mechanism outperforms redundant requesting under collusion; in the absence of collusion however, their mechanism performs worse. This argues for further research in both fields, that is, trust-enhanced spot-checking and collusion detection.

6.2.3 Robustness

The robustness of the two approaches depends strongly on the fraction of malicious sources in \( S \). The highest tolerable fraction for the collusion detection mechanism is \( f_a < 0.5 \). In principle, the trust model can tolerate higher fractions; however, exploration has to be emphasized in such cases.

The two approaches are quite different, and so are the attack strategies. The trust model has been shown to deal with all attack strategies considered in this thesis. However, for unknown attack strategies, the model has to be evaluated anew. The most effective attack against redundant requesting is collusion. To defend against this attack, we have proposed the collusion detection algorithm. Although not every kind of colluding behavior can be detected by this algorithm with few observations, the more the attackers collude, the better the algorithm detects them.

If challenges can be produced reliably, the trust model can handle incorrect information also in cases where incorrect information is correlated across honest sources. Also, the collusion detection algorithm is able in this situation to distinguish honest sources from colluders. However, as discussed in Section 2.3.2, redundant requesting would struggle here. More precisely, it would accept correlated incorrect information that is provided by a majority of honest sources. Therefore, in scenarios where errors are commonly correlated over honest sources, the trust model is preferable to redundant requesting; alternatively, additional mechanisms that detect the correlation of errors have to be put in place.

Finally, there is an attack that could be performed by saboteurs (see Sect. 4.1.3.1). When such an attacker controls a large fraction of sources, he can implement a “denial of service” (DOS) attack, both
against the trust model and redundant requesting. To this end, malicious sources return random results all the time. For the trust model, this would extend the time that it takes to find the trustworthy sources. For redundant requesting, there would be many more conflicting votes. However, in both cases, the error rate of accepted results would not suffer. This is because replies with an unacceptable estimated error rate in the case of the trust model, and conflicting votes in the case of redundant requesting, are ignored.

### 6.2.4 Overhead and Complexity

Spot-checking has an overhead of at most \( \frac{m+n}{m} \) (see Sect. 3.3.2.2). For the trust model this cannot be easily measured, because it depends on the competence and intention of available sources, but also on how “trustful” the model is set to be (eq. (4.17)). In any case, it is bound by \( \frac{m+n'}{m} \), where \( n' \) is the maximal number of challenges. The overhead of redundancy is \( k \). That means that the trust model can start with \( n' = m \cdot (k - 1) \) challenges to have at most the overhead of redundancy; to give an example, if redundancy is set to a common value of \( k = 3 \), the trust model can start with 20 challenges for 10 real requests. Considering the subsequent decrease in challenges needed for trustworthy sources, even more challenges can be used initially.

Let us now analyze a hybrid approach that combines replication with spot-checking. Here, replication can be used to fill a pool of challenges. As soon as this pool contains \( n \) challenges, the spot-checking mechanism is used. In other words, replication is used to generate the challenges. In this manner, we can make a definite gain compared to the use of replication alone as we will now show; although note that the information providers have to be selected carefully to avoid the possibility of intersection attacks (see Sect. 3.3.1.2). The use of redundancy gives \( n \) results for \( k \cdot n \) requests. These results can be used as challenges to get \( m \) more results through spot-checking. We thus get overall \( m + n \) results for \( k \cdot n \) requests, which gives an overhead of:

\[
\text{Overhead (hybrid)} = \frac{k \cdot n}{n + m}.
\]

For example, for \( n/m = 1 \) and \( k = 3 \), we halve the overhead from 3 for pure redundancy to \( \frac{3n}{m+n} = \frac{3}{2} \).

Concerning complexity, all three mechanisms, i.e., the spot-checking mechanism, the trust model and the redundant requesting, are linear in the number of requests. However, the collusion detection mechanism is at least quadratic, and its current implementation cubic, in the number of sources. Depending on when and how often the collusion detection mechanism is executed, the complexity of replication with collusion detection can be considered to be much higher.

### 6.3 Common Issues

In this section we discuss two issues that are related both to trust-enhanced spot-checking and redundant requesting.

#### 6.3.1 High Churn Rates

In our trust model tuning procedure, we used a fixed population of sources. The rate with which new sources enter the population and old sources leave it, known as the “churn rate”, can impact the effectiveness of the Boltzmann exploration. If the churn rate is high, a more intense exploration is advisable...
for two reasons: More new sources have to be encountered, and the already-known sources are likely to leave the system. Therefore, to tune a trust model for a concrete P2P network, knowledge about churn rates in the network should be integrated in the tuning procedure. This can be done by using churn models [154] to simulate typical churn, and tuning the model under these circumstances.

Similarly, the churn rate would have an impact on the performance of our collusion detection mechanism. If sources leave the system very often and reenter each time with a new identity, our algorithm becomes unsuitable because it requires a high number of observations on sources with constant identity. Under the assumption that sources are interested in keeping the requester as a “customer”, they do however have an incentive to keep their identity, so that only malicious sources would be interested in changing their identity (whitewashing attack, see also Sect. 4.1.2.4). As a consequence, these would move even further apart from the strong cluster of honest sources. Unfortunately, newcomers that are actually honest also would be initially far away from the large cluster of honest sources, and would need some time before eventually becoming members of the cluster of honest sources.

6.3.2 Dealing with Inhomogeneous Sources

Throughout this thesis we have made the assumption that information is either correct or incorrect. However, in practice there are sometimes slight variations in what is correct. In the scenario of volunteer computing, Taufer et al. [156] have for example been facing the problem that the CPUs of different workers produced slightly different results. To counter this problem they have proposed outsourcing computational tasks only to “compatible” CPUs. The mechanisms proposed in this thesis assume that all considered information sources are compatible in that sense. For example, we assumed for redundant requesting that, when picking \( k \) workers, these are selected from homogeneous subsets of workers. As a consequence of this consideration, the collusion detection mechanism has to be applied for each subset of homogeneous sources separately. Alternatively, and this is applicable to spot-checking as well, an acceptance range can be defined within which a piece of information is considered to be correct. This idea can be applied to computational results, and also for instance to music files. If different encoding algorithms are used to convert audio data from a CD to MP3 files, the resulting files will probably not be identical but still might be acceptable for a user. In this case too, based on some similarity measure for audio data, acceptable deviations can be defined.

In [173], an attack on a specific CAPTCHA called “reCAPTCHA” was reported. This attack exploits the fact that reCAPTCHA considers a reply to a challenge to be correct if it is in a certain Levenshtein distance [94] from the correct reply. This shows that the definition of an acceptance range for correct information can enable new attacks, and thus should be avoided if possible.

6.4 Combination

An illustration of how the ideas of spot-checking and redundant requesting can be combined is given by the reCAPTCHA system [163]. ReCAPTCHA uses distributed human effort to transcribe old documents. The old documents are scanned and largely recognized by optical character recognition (OCR) algorithms. The system uses different OCR algorithms and accepts a word if it is recognized as the same word by all of them. The words on which the OCR algorithms disagree are passed to a pool of unrecognized words. In order to use human input to recognize these words, the system employs CAPTCHAs (see also Sect. 2.2.2). Such a CAPTCHA presents two words to the user, one unrecognized word and one for which the correct transcription is known. This is basically a special case of our spot-checking
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algorithm from Chapter 3 with one real request and one challenge – they call a “control word” what we
call a “challenge”. If the user answers correctly the challenge, the reply to the real request is recorded as
plausible. If a plurality of votes, and a minimum of 2 humans and one OCR, returned the same word to
a real request, the word is finally accepted. Since the mechanism uses plurality voting, it is principally
susceptible to the collusion of human users. A group of colluding humans would have to maintain a
collective database containing requests and the corresponding incorrect replies. To make this attack ef-
fective though, the group would have to be quite large. Although this is very unlikely to happen in the
case of parsing old documents, because there is simply no obvious incentive to do so, it might become
relevant for other applications of this principle. Apart from that, we think it could be interesting to use
a trust model in order to ignore the input of unreliable humans here; as in our proposed trust model, the
replies to challenges could be used as evidence in this case. An identification of a human by for instance
his IP address would be a prerequisite for that.
Chapter 7

Conclusions

7.1 Summary

In this thesis, we have dealt with the problem of malicious information sources in distributed information systems. We considered the case where the acquired information cannot be verified directly. The research objective was to come up with mechanisms that identify trustworthy sources. The scope was set to objective information with a binary degree of truth. Below, we first summarize the three main chapters. Following this, we restate our main contributions by answering the research questions that we have asked in the introduction. Finally, we give some concluding remarks.

7.1.1 Spot-Checking with Challenges (Chapter 3)

In the first part of this chapter, we have proposed a mechanism that allows estimation of the error rate of acquired information without explicitly checking it. This is done by mixing the real requests with unidentifiable challenges, for which the correct replies are known beforehand. The more challenges are used, the more accurate is the estimate. Therefore, an optimal number of challenges emerges from a trade-off between the costs accruing from preparing the challenges, and taking the risk of having an inaccurate estimate. We argued that a uniform prior should be used in the estimates, because it equally addresses different kinds of probabilistic attack strategies. Intersection attacks can be rendered impossible by always using the same challenges for the same real requests, and using new challenges for new real requests. The complexity of a request is in $O(n)$.

In the second part of the chapter, we showed how challenges can be used to assess the accuracy of alternative classification components in an intrusion detection system at runtime. This allows for selecting the most accurate components but also for directing the intrusion detection system so that it pays more attention to the most harmful network attacks. To this end, threats have to be modeled in form of attack trees, and the expected damage of a threat has to be defined. Based on this, challenges can be selected in a way that they better cover the most harmful attack trees. Experiments suggest that this helps to improve the performance of the system for the selected threats.

7.1.2 Modeling Trust in Information Sources (Chapter 4)

In this chapter, we first have developed a definition for “trust in information sources”, and have analyzed certain difficulties when computationally modeling trust. We have then proposed an evidence-
based trust model that helps both to decide which source to select next, and to reduce the overhead of spot-checking. In this model, trust is represented in form of a trust value and an uncertainty value, for which we proved the compliance with the two properties demanded by Wang and Singh [167]. We evaluated our trust model against different types of information sources: By comparing the model to other models from the literature, we found that it reacts appropriately to the different source types. Additionally, we have shown that a reduction of challenges is more cost-efficient if the creation of a challenge is relatively cheap. Finally, we have extended the trust model with Boltzmann exploration, and tested it in dynamic settings. We found that the performance of the trust model (i.e., how fast it converges to select trustworthy sources exclusively), depends mainly on how the trust model is configured. This stresses the importance of the configuration on the performance of a trust model. For this reason, we have proposed a generic procedure that optimizes the parameters of evidence-based trust models. The procedure uses a genetic algorithm to search for an attacker’s best attack strategy to any given trust model configuration. By looking at the expected utilities of all configurations against the best attack strategies, one can eventually select the configuration with the highest expected utility for the trust model user. An interesting additional finding from our experiments is that there are different optimal attack strategies for different fractions of attackers: If there are only few attackers, they have to be much more cautious, because it is harder for them to compete with the high number of trustworthy sources; they can be more aggressive if they are numerous.

7.1.3 Collusion Detection for Redundant Requesting (Chapter 5)

In this chapter, we have introduced an algorithm for collusion detection that can be applied to redundant requesting. A theoretical analysis has revealed in which scenarios the algorithm is able to detect colluders. In general, both unconditional and conditional colluders can be identified by means of correlation, the former more easily than the latter. We showed how amplification can help to improve the algorithm’s chances of success for conditional colluders. To provide a proof of concept, we evaluated a concrete implementation of the algorithm using two different graph clustering algorithms, MCL and MinCTC. We found that the number of observed votes is crucial to the accuracy of the algorithm: For unconditional colluders the number can be relatively small; for conditional colluders many observations are required. MCL clearly outperforms MinCTC both in terms of running time and accuracy. The algorithm’s complexity is determined by the complexity of the clustering algorithm used, but is at least quadratic.

7.1.4 Summary of Main Contributions

In the following, we restate the research questions asked in the introduction and answer them concisely. We provide references to the respectively most relevant section.

Q1: How may we apply spot-checking if the creation of spot checks at runtime is infeasible?

By merging real request with challenges, verifying the replies to the challenges, and based on this, estimating the error rate to the real requests. (See also Sect. 3.1)

Q2: What is the optimal number of challenges for a given number of real requests?

The number of challenges that minimizes the expected costs both for the creation of the challenges needed and for the expected error made in the estimate. (See also Sect. 3.2)

Q3: What does it mean to “trust in an information source?”
To believe that the source both is able to make sure that the information it provides is correct, and that it does so. (See also Sect. 4.1.3)

**Q4:** *What information can be used as evidence for a source’s trustworthiness?*

All failures that are not excusable, and all successes that are not strategic. (See also Sect. 4.1.2.3)

**Q5:** *How may we build trust in an information source if we cannot directly verify the information acquired from it?*

By spot-checking a source with challenges and using the resulting error rate estimates as statistical evidence for (un-)trustworthiness. (See also Sect. 4.2)

**Q6:** *How may we systematically choose optimal parameters of evidence-based trust models?*

By selecting the configuration that yields the highest expected payoff against all of its best responses. (See also Sect. 4.3.2)

**Q7:** *How may we detect collusion attacks against redundancy with plurality voting?*

By measuring how similar sources voted in the past, clustering them accordingly, and marking all sources as suspects that do not belong to the largest cluster. (See also Sect. 5.3.3)

## 7.2 Strengths and Challenges

Although spot-checking allows for an exact adjustment of the overhead, redundancy still prevails in volunteer computing. The reason for this might be that in this scenario sufficient sources are available to mean that the overhead is not the decisive argument. However, there is evidence that spot-checking is less costly if collusion is possible. In this thesis, we therefore explored both directions for sabotage tolerance: the improvement of trust-enhanced spot-checking, and the extension of redundant requesting with the capability of detecting collusion. While the former direction aims to reduce the resulting overhead, the latter aims to optimize the robustness. More precisely, the trustworthiness of a source can be used to reduce the number of spot checks; however, our evidence-based trust model is generally sensitive to first-time cheaters, and in the implausible worst case it can be deceived by chance. In contrast, redundant requesting is very robust, provided that collusion attacks are prevented and errors are not correlated across honest sources; on the other hand, the overhead of redundant requesting must be at least 100%. Below we discuss further benefits and limitations of the two approaches. A combination of the two approaches seems to be very promising, and is discussed in the section on further work.

We have tested the robustness of our trust model against various attack strategies. We found that on average it handles them appropriately. Still, this is no proof of the presumption that the trust model is robust against other attack strategies as well. This is a pointer to a general need for common methodologies of evaluation in the field of computational trust modeling. Although many evidence-based trust models have been proposed in the literature, no generally accepted benchmark for trust models has been suggested. As a first step, we have developed a procedure that determines an optimal configuration for a trust model. The proposed tuning procedure assumes an attacker’s utility function to be known and that attackers are perfectly rational. Under these assumptions, we can measure the expected utility of a trust model against all attack strategies considered in the search space. Furthermore, this allows trust models to be compared in terms of utility, and so can be seen as an initial benchmark. However, because
genetic algorithms are used in the procedure, and these do not guarantee that a global optimum will be found, special attention has to be paid to the configuration of the genetic algorithm.

During the application of the tuning procedure we found that if there are more attackers, they will use more aggressive attack strategies to maximize their utility. This is because it takes longer for the trust model to explore the set of potential trustees. This shows that the Sybil attack can also be a problem for a trust model that individually assesses the trustworthiness of different sources: Just by creating a higher number of malicious sources, an attacker has more chances of going undetected in trials while submitting incorrect information. Thus, measures against the Sybil attack are necessary here too.

Having an effective collusion detection algorithm would make attacks other than denial-of-service attacks harmless. Our collusion detection algorithm is able to detect collusion attacks that would otherwise have a high chance of success. Nevertheless, it suffers from two drawbacks. First, it requires a high number of observed votes before it can make accurate classifications; this becomes especially unfavorable when there are high churn rates (see Sect. 6.3.1). Secondly, due to the fact that collusion is only detected after it has happened, the affected results have to be discarded or rechecked. Therefore it is crucial to strive for a reduction of the number of observed votes required.

7.3 Further Work

In the following, we identify avenues for possible continuation of research relating to the three main chapters of this thesis.

7.3.1 Spot-Checking

To extend the spot-checking mechanism, degrees of truth could be considered, e.g., information being almost correct. This would for instance be the case if the challenges are taken from previously accepted replies, which may only be considered to be correct with a certain probability. The error rate estimation would have to be adapted (see also Sect. 3.1.4). Furthermore, the assumption of an objective truth could be relaxed to account for opinions. This would certainly move the problem closer to the problem addressed by collaborative filtering techniques [124]. Finally, knowledge about a source could be used to adapt the assumed prior distribution over time. This could be an alternative approach to our trust model which it would be worthwhile to investigate.

7.3.2 Trust Model

Below, we describe different ways of how the trust model and its tuning procedure can be extended and improved.

Incompetence vs. Maliciousness If trustworthy sources have a low error rate $\rho$, as for instance in the case of volunteer computing [88], it is statistically justified to take information found to be incorrect as evidence of untrustworthiness. Beyond this, our trust model is not able to decide whether a trustee is incompetent or malicious. This is not the aim of the current trust model, because either of the two properties are undesirable for a source. Still, it might be interesting to have a closer look at this distinction, because an incompetent source might become competent over time, while a source found to be malicious once should probably never be considered again. Under the assumption that an incompetent source can be described by some error rate $\rho$, a statistical hypothesis test can be performed to this end. For a given sequence of encountered error rates $s$, the “null-hypothesis” can be formulated as follows:
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$H_0$: The sequence of error rates $s$ has with high probability been created by a source that can be described by some error rate $\rho$.

If this hypothesis has to be rejected, the source is probably malicious. Methods from the field of pattern recognition could be helpful to see whether a source is following a particular strategy. Once such a strategy is identified, the trust value and uncertainty could be set to a very low value, or the source could be blacklisted to avoid that it is still selected during the exploration phase.

Pretenders A general and fundamental limit of evidence-based trust modeling is that no matter how much positive evidence one has gathered, one can never be perfectly certain about the trustworthiness of an entity – it might be that the entity is just pretending to be trustworthy (see Sect. 4.1.2.3 for an in-depth study of this issue). The problem is reflected by our uncertainty measure $\hat{u}$, which can never become zero. From a pragmatic point of view, a malicious source that always pretends to be trustworthy is equivalent to a trustworthy source. However, a malicious source most probably has an interest in minimizing the time for which it pretends. Therefore, it will try to find the perfect point at which to cheat; this attack strategy, which we call the “repetitive cheater“, has been considered in our trust model evaluations.

Completeness of a Reply In our spot-checking based mechanisms, we assumed that sources always return all replies to a set of requests. However, in practice, a source might be able to answer only parts of a request. Time-outs can be applied to decide when a source is considered as not having returned (parts of) a reply. Since the source does not know what the challenges are, a partial reply is like a random selection of requests to which no reply is returned. Our spot-checking mechanism is also applicable in this situation, although the number of usable challenges might shrink. In order to prefer sources that give complete replies, we can introduce another criterion for the selection of a source, that measures how complete a reply is expected to be. A weight can then determine how important this criterion is in comparison to other criteria like the trustworthiness of a source. A source that does not give a reply that it knows to be incorrect should be preferred over a source that returns such a reply. For this reason, the trustworthiness should be weighted much more heavily than the completeness rating.

Alternatively, for the trust model, a request that is not replied to could be treated like an incorrect reply; however, to estimate the error rate of the replies, the missing replies should not be taken into account, because they would distort the estimate. Unfortunately, this approach would motivate sources to return replies even if they know that they are incorrect, which is not a desirable situation; this is because a missing reply to a real request would be taken as incorrect instead of unknown.

Trust Model Evaluation The evidence-based trust model proposed in this thesis is based on probability theory. At the outset, we assume that an information provider can be described by a single error rate $\rho$; in practice, for instance in the volunteer computing scenario, workers can be characterized by such probabilities [88]. However, malicious sources such as a repetitive cheater cannot be described by such an error rate. For these sources, the probabilistic derivation of our trust model is no longer valid. Therefore, an experimental evaluation of the trust model especially for malicious sources was necessary. For a finite set of attack strategies, we thus compared the model to existing models from the literature. We found that it reacts better to malicious behavior, or at least as well. However, this evaluation is restricted to the attack strategies under consideration. We did not prove that the trust model performs well for all possible attack strategies. Due to the dynamics of the selection process it would be hard to theoretically
show that the model is robust against Byzantine adversaries. Therefore, we evaluated the model experimentally. We deliberately selected attack strategies, and believe that we considered the most promising ones. For any new attack strategy that is proposed though, the trust model has to be evaluated anew.

We measured the accuracy of the trust model in terms of the average error in the error rate estimate, together with the respective standard deviations. Alternatively, the accuracy of a trust model could be measured through the worst-case error. This is especially relevant when dealing with saboteurs (see Sect. 4.1.3.1). Their intention is to maximize the error in the trustor’s error rate estimate. In such a case, the trust model evaluation should be concerned with the maximal error in the error estimate, rather than the average. Also, the tuning procedure has then to be adapted such as to minimize the maximal error.

**Trust Model Tuning**  In our current approach to trust model tuning, we have used the genetic algorithm to search for a common attack strategy that is used by all attackers. It would be too complex to allow attackers to use different strategies and then to search for a constellation of attack strategies that is optimal for the attackers. Still, it would be feasible to divide the attackers into collectives that compete with each other for the optimal attack strategy. Similarly, different payoffs functions for the attackers could be considered. The tuning procedure is based on game theory to reason about the most likely attack strategies. This assumes that the utility function of the attacker is known, and that the attacker acts in a perfectly rational manner. Consideration of the cases of partially known utility functions and attackers with bounded rationality is a topic for future work.

A way to improve the trust model would be to equip it with the capability of adapting its configuration at runtime. In other words, given an initial starting configuration, how can an operating trust model use information about the environment to constantly improve its configuration. For example, fluctuations in the churn-rates of P2P systems can be used to adapt the Boltzmann parameter. Also, an increase in the error rates encountered can be an indicator of a high number of malicious sources, which argues for a lower tolerance interval.

**Context-Sensitivity**  First of all, depending on the scenario, the trust model should be made context-sensitive, for instance to account for changes over time of what is correct, or for the areas of expertise of the sources. For instance, techniques such as Latent Semantic Indexing (LSI) [43], PLSI [72] or Concept Indexing [82] could be employed to allow for defining the areas of expertise on the basis of acquired natural-language text.

**Reputation Systems**  Reputation systems should be considered for extending the trust model in scenarios where there is more than one requester. These can help, especially in the initial phase where a requester has not yet enough direct experience, to make an informed choice of future sources. The impact of using reputation information on the Boltzmann exploration approach would also be an interesting field of study.

### 7.3.3 Redundant Requesting and Collusion Detection

For redundant requesting, the idea of a flexible redundancy level would be an interesting approach. This would make conditional collusion harder. Furthermore, in a combination with trust modeling it could help to reduce the overhead. For instance, the votes of sources could be weighted by their trustworthiness. Also, the more trustworthy sources can be selected, the lower can the redundancy level be set. Attackers might want to exploit lower redundancy levels for collusion, and so adapted techniques
to detect and prevent collusion might be necessary. To further improve the accuracy of the collusion detec-
tion algorithm, alternative clustering methods or techniques from the field of *pattern recognition* could
be investigated. Concerning the integration of our algorithm into volunteer computing architectures, it
would be interesting to explore parallelization in order to run it in a distributed fashion with the help
of trustworthy workers. Finally, as discussed in Section 5.6, procedures have to be defined for how to
proceed with suspicious sources.
Appendix A

Proofs

A.1 Posterior Distribution

The following theorem concerns eq. (3.2).

**Theorem A.1.** Let $X = Z - Y$. If the prior $P(Z)$ is chosen to be a binomial distribution with parameter $p$, then $X$ is also binomially distributed with the same parameter.

**Proof.** For arbitrary $m, n \in \mathbb{N}$.

\[
p(z|y) = \frac{p(y|z)p(z)}{p(y)}
\]

(as by eq. (3.2)) \hspace{1cm} (A.1)

\[
= \binom{m}{z-y} \binom{n}{y} \binom{m+n}{z} p^z (1-p)^{m+n-z} / p(y)
\]

(as by eq. (3.4)) \hspace{1cm} (A.2)

\[
= \binom{m}{z-y} \binom{n}{y} \binom{m+n}{z} p^z (1-p)^{m+n-z} / p(y)
\]

($P(Z)$ is binom. prior) \hspace{1cm} (A.3)

\[
= \binom{m}{z-y} \binom{n}{y} p^x (1-p)^{m+n-x} / p(y)
\]

(cancelling out $\binom{m+n}{z}$) \hspace{1cm} (A.4)

\[
= \binom{m}{x} \binom{n}{y} p^x (1-p)^{m+n-x-y} / p(y)
\]

(replacing $z$ by $x + y$) \hspace{1cm} (A.5)

\[
= \left( \binom{m}{x} p^x (1-p)^{m-x} \right) \frac{\binom{n}{y} p^y (1-p)^{y-n-y}}{p(y)}
\]

(rearranging) \hspace{1cm} (A.6)

At this point consider a fixed $y$, and let us look at $p(x|y)$, which is simply $p(z - y|y)$. Since $z = y + x$, we have $p(z|y) = 0$ for all $z$ with $z > y + m$ or $z < y$; $p(x|y)$ concerns exactly the part in between. Then, we can see that $p(x|y)$ is proportional to $\binom{m}{x} p^x (1-p)^{m-x}$, which is the binomial distribution with parameter $p$. This is because the remaining part is independent of $X$; in fact, it only determines the position of the above mentioned interval $[y, y+m]$. Therefore, $p(x|y)$ follows the binomial distribution with parameter $p$, independent of what $n$ and $y$ is.
A.2 Expected Damage

In the following, we show that we do not increase or decrease the overall damage when distributing the damage from attack trees to single attacks (Sect. 3.4.3).

**Theorem A.2.** The definition of $D(a_i)$ (eq. (3.39)) satisfies the following property:

$$
\sum_i D(a_i) = \sum_j D(T_j) .
$$

**(Proof.** We first show that $\sum_i I(a_i, T) = 1$:

$$
\sum_i I(a_i, T) = \sum_i \left( \frac{1}{|F(T)|} \sum_{C_k \in F(T), \text{ with } a_i \in C_k} \frac{1}{|C_k|} \right)
$$

**(definition of $I(a_i, T)$)** (A.8)

$$
= \frac{1}{|F(T)|} \sum_i \sum_{C_k \in F(T), \text{ with } a_i \in C_k} \frac{1}{|C_k|}
$$

**(rearranging)** (A.9)

$$
= \frac{1}{|F(T)|} \sum_{C_k \in F(T)} \sum_{a_i \in C_k} \frac{1}{|C_k|}
$$

**(carefully switching sums)** (A.10)

$$
= \frac{1}{|F(T)|} \cdot |F(T)|
$$

**(#clauses = |F(T)|)** (A.11)

$$
= 1 .
$$

(A.12)

Now, we can prove the theorem:

$$
\sum_i D(a_i) = \sum_i \left( \sum_j D(T_j) \cdot I(a_i, T_j) \right)
$$

**(definition of $D(a_i)$)** (A.13)

$$
= \sum_j D(T_j) \sum_i I(a_i, T_j)
$$

**(rearranging/shown above)** (A.14)

$$
= \sum_j D(T_j) .
$$

(A.15)

\)

A.3 Uncertainty

In the following, we show that the variance of the beta distribution fulfills the two properties that – following Wang and Singh [167] – a measure of uncertainty should have.

Let $\alpha$ and $\beta$ be the two shape parameters of the beta distribution. The variance of the beta distribution is then given by (see also Fig. A.1(a)):

$$
\sigma^2 = \frac{\alpha \beta}{(\alpha + \beta)^2(\alpha + \beta + 1)} .
$$

(A.16)
The first theorem states that for a fixed amount of evidence and an increasing conflict within the evidence (peaking at $\alpha = \beta$), the variance strictly increases. The second theorem states that for an increasing amount of evidence and fixed conflict, the variance strictly decreases. Since the square root preserves (strict) monotonicity\(^1\), the theorems retain their validity also for the standard deviation of the beta distribution (see Figure A.1(b)).

**Theorem A.3.** For $\alpha, \beta \geq 1$ and fixed $\alpha + \beta$, the variance of the beta distribution strictly increases for increasing $\alpha$ up to $\alpha = \beta$ and strictly decreases afterwards.

**Proof.** Let $\alpha, \beta \geq 1$ and $\gamma = \alpha + \beta$ be constant. We can express $\beta$ by $\gamma - \alpha$ and get for the variance:

$$\sigma^2 = \frac{\alpha(\gamma - \alpha)}{(\alpha + (\gamma - \alpha))^2(\alpha + (\gamma - \alpha) + 1)}$$

$$= \frac{\gamma \alpha - \alpha^2}{\gamma^2(\gamma + 1)}. \quad (A.17)$$

The first derivative with respect to $\alpha$ can directly be seen:

$$\frac{d\sigma^2}{d\alpha} = \frac{\gamma - 2\alpha}{\gamma^3 + \gamma^2}. \quad (A.19)$$

At this point, we can see that the only extremal point is at $\alpha = \gamma/2 = (\alpha + \beta)/2$, so where $\alpha = \beta$. To prove the theorem, we only have to check that the second derivative at this point is negative and so it is a maximum at this point. The second derivative is:

$$\frac{d^2\sigma^2}{d\alpha^2} = \frac{-2}{\gamma^3 + \gamma^2}. \quad (A.20)$$

Clearly, the second derivative is negative for all possible $\gamma \geq 1$. \(\square\)

**Theorem A.4.** For $\alpha, \beta \geq 1$, and fixed conflict $\alpha/\beta$, the variance of the beta distribution strictly decreases for increasing $\alpha + \beta$.

\(^1\forall a, b \in \mathbb{R}^+: a > b \iff \sqrt{a} > \sqrt{b}\)
Proof. Let $\alpha, \beta \geq 1$ and $\xi = \alpha / \beta$ be constant. We can express $\beta$ by $\alpha / \xi$ and get for the variance:

$$\sigma^2 = \frac{\alpha^2 / \xi}{(\alpha + \frac{\alpha}{\xi})^2(\alpha + \frac{\alpha}{\xi} + 1)}.$$  \hfill \text{(A.21)}$$

It suffices to show that the first derivative of this variance with respect to $\alpha$ is negative:

$$\frac{d\sigma^2}{d\alpha} = \frac{d}{d\alpha} \left( \frac{\alpha^2}{\xi(\alpha^2 + 2\alpha^2 / \xi + \frac{\alpha^2}{\xi^2})(\alpha + \frac{\alpha}{\xi} + 1)} \right).$$  \hfill \text{(A.22)}$$

$$= \frac{d}{d\alpha} \left( \frac{1}{\xi(1 + \frac{\alpha}{\xi} + \frac{1}{\xi^2}) \cdot ((1 + \frac{1}{\xi})\alpha + 1)^{-1}} \right)$$

$$= \frac{1}{\xi(1 + \frac{\alpha}{\xi} + \frac{1}{\xi^2})} \cdot \frac{1}{(1 + \frac{1}{\xi}) + 2(1 + \frac{1}{\xi})(1 + \frac{1}{\xi})\alpha + 1)^{-2}}.$$  \hfill \text{(A.25)}$$

\hfill \Box

Normalization of Standard Deviation  
From Theorem A.4 it follows that the standard deviation $\sigma$ takes its maximum value for $\alpha, \beta \geq 1$ at $\alpha = \beta = 1$, which is $\frac{1}{2\sqrt{3}}$. To normalize $\sigma$ to the interval $(0, 1]$, it has thus to be multiplied by $2\sqrt{3}$. 

Appendix B

Computing Margins of Error

In the following, we show how to find the margin of error for means and standard deviations. The computations are applicable in the case where both the mean (μ) and the standard deviation (σ) of the underlying distribution are unknown. Based on this, we introduce one-sided margins of error, which are used in Section 3.4.2.

B.1 Margin of Error for Means

First of all, we need to look at the following standardized variable:

\[ T = \frac{\bar{\mu} - \mu}{s/\sqrt{n}}. \]  

(B.1)

This variable \( T \) expresses the distance of the estimated mean (\( \bar{\mu} \)) from the real mean (\( \mu \)) in standard deviation units. Assuming that the “underlying” probability distribution is Normal, it can be shown that this quantity \( T \) follows the t-distribution [141, p. 159], which only depends on \( n \). So, we do not know \( \mu \), but we can compute the distribution of \( T \). Now, let \( t_{n-1,c} \), or short \( t \), denote the “critical value”;
the two values t and −t delimit symmetrically on the right and on the left an area of size C under the t-distribution with parameter n − 1 (see figure B.1). Because the t-distribution has mean 0, a random value is then with probability C in [−t, t]. To state that the mean μ is with confidence C within the interval [μ − Δμ, μ + Δμ], we have to define the margin of error Δμ as follows:

\[ \Delta \mu = t_{n-1, C} \cdot \frac{s}{\sqrt{n}}. \] (B.2)

In other words, we simply make sure that we get the right unit (compare to eq. (B.1)). The critical values can be computed, by solving \( C = \int_{-t}^{t} T_{n-1} \) for t, where \( T_{n-1} \) denotes the t-distribution with \( n − 1 \) degrees of freedom (see [141, p. 115]). These values can be precomputed and stored in a database. Table B.1 shows some critical values for selected \( n \) and \( C \). Because of the central limit theorem\(^1\), the above margin of error is approximately correct for all kinds of distributions, when \( n \) becomes large enough. For smaller \( n \), the distribution of \( \bar{\mu} \) is not necessarily Normal, and so \( \Delta \mu \) can get less and less accurate. However, it is the “best” we can do if the type of the underlying probability distribution and its standard deviation are not known.\(^2\)

### Table B.1: Some critical values \( t_{n-1, C} \) of the t-distribution (taken from [107]).

<table>
<thead>
<tr>
<th>( n - 1 )</th>
<th>( C = 0.9 )</th>
<th>( C = 0.95 )</th>
<th>( C = 0.99 )</th>
<th>( C = 0.999 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.314</td>
<td>12.71</td>
<td>63.66</td>
<td>636.6</td>
</tr>
<tr>
<td>2</td>
<td>2.920</td>
<td>4.303</td>
<td>9.925</td>
<td>31.60</td>
</tr>
<tr>
<td>3</td>
<td>2.353</td>
<td>3.182</td>
<td>5.841</td>
<td>12.92</td>
</tr>
<tr>
<td>4</td>
<td>2.132</td>
<td>2.776</td>
<td>4.604</td>
<td>8.610</td>
</tr>
<tr>
<td>5</td>
<td>2.015</td>
<td>2.571</td>
<td>4.032</td>
<td>6.869</td>
</tr>
</tbody>
</table>

\( B.2 \) Margin of Error for Standard Deviations

For the standard deviation we look at the following variable:

\[ S = \frac{(n - 1)s^2}{\sigma^2}. \] (B.3)

For an underlying normal distribution with variance \( \sigma^2 \), \( S \) is chi-square distributed [37, p. 278]. And so, again, although we do not know \( \sigma \), we can estimate the error of \( s^2 \). And again, we need to find the two critical values that delimit an area of \( C \) under the chi-distribution. To cut off the same area on the left and on the right, the critical values have to cut off an area of \( \frac{1-C}{2} \) each, because then the area in-between is \( 1 - \frac{1-C}{2} = C \). Because the chi-square distribution is not axially symmetric, we get two different critical
values, and later, two different margins of error. Let $\chi^2_{p,n-1}$ denote the critical value that delimits an area of $p$ under the chi-square distribution to the left of the critical value (see also figure B.2). A critical value $\chi^2_{p,n-1}$ can be computed by solving $p = \int_0^{\chi^2_{p,n-1}} \chi^2(n-1) \, d\chi^2$ for $\chi^2_{p,n-1}$, where $\chi^2(n-1)$ marks the chi-square distribution with $n-1$ degrees of freedom (see [141, p. 115]). Table B.2 shows some critical values.

The desired critical value for the left side is then simply $\chi^2_{1-C_{n-1}}$, the desired critical value for the right side is $\chi^2_{1+C_{n-1}}$, because the area to the right of it is $1 - \frac{1-C}{2}$ which is the desired $\frac{1-C}{2}$. So, for a chi-square distributed variable $S$ it holds:

$$P(\chi^2_{1-C_{n-1}} < S < \chi^2_{1+C_{n-1}}) = C.$$  \hspace{1cm} (B.4)

---

1. According to the central limit theorem, the sample mean $\overline{\mu}$ is normally distributed with mean $\mu$ and standard deviation $\sigma/\sqrt{n}$ for large $n$ [107, p. 281].
2. Note that if we knew the actual standard deviation $\sigma$ of the underlying distribution, we could use the more precise critical values $z^*$ (see also [107, p. 355]).
Substituting $S$ (see eq. (B.3)), and solving for $\sigma^2$ gives:

$$P \left( \frac{(n-1)s^2}{\chi_{1-C}^2, n-1} < \sigma^2 < \frac{(n-1)s^2}{\chi_{C}^2, n-1} \right) = C . \quad (B.5)$$

The two margins of error $\Delta'_\sigma$ (the left one) and $\Delta''_\sigma$ (the right one) can directly be seen:

$$\Delta'_\sigma = \sqrt{\frac{(n-1)s^2}{\chi_{1-C}^2, n-1}} , \quad \Delta''_\sigma = \sqrt{\frac{(n-1)s^2}{\chi_{C}^2, n-1}} . \quad (B.6)$$

So, the actual standard deviation $\sigma$ is with a confidence of $C$ in $[s - \Delta'_\sigma, s + \Delta''_\sigma]$. As for $\Delta_{\mu}$, the higher $n$, or more Normal the underlying distribution is, the more accurate is $\Delta_{\mu}$.

**Computational Complexity**  Given a sample standard deviation $s$, assuming that the critical values have been precomputed and are stored in tables, the computations of the margins of error, both for the mean (eq. (B.2)) and the standard deviation (eq. (B.6)), involve only single operations, and so are in $O(1)$.

### B.3 One-Sided Margins Of Error

In Section 3.4.2, we always make use of what we call a “one-sided margin of error”. A one-sided margin of error provides the confidence that a mean (or standard deviation) is either not greater or not smaller than a single critical value. One can solve this by adjusting the integral boundaries for the computations of the critical values. However, we can also compute the actual confidence by adding the probability corresponding to the area, which we cut off on one side. Let $C'$ be the confidence as used in the previous sections. Then, the area, which we cut off on one side is $\frac{1-C'}{2}$. So, the actual confidence $C$ we get for a one-sided margin of error is:

$$C = C' + \frac{1 - C'}{2} = \frac{C' + 1}{2} . \quad (B.7)$$

The other way around, if we want to have confidence $C$, we need to look up the critical values for confidence $C' = 2C - 1$. The least possible confidence we can choose is $C = 0.5$ so that $C' = 0$, which means that we guarantee with confidence 0.5 a value greater (or smaller) than the mean.
Appendix C

Damage of Attack Classes

Below, we show how the priorities are computed for a set of two very simple example attack trees $T_1$ and $T_2$ shown in Figure C.1 and C.2 respectively (next page). For the sake of the example, we estimate the damages of the trees to be $D(T_1) = 900$ and $D(T_2) = 50$. The two trees can be transformed into propositional logic formulae:

\begin{align*}
(a_1) \land ((a_2 \land a_3) \lor (a_4 \land a_5)), \\
(a_6 \lor a_7 \lor a_8).
\end{align*}

(C.1) \hspace{1cm} (C.2)

Bringing them into canonical DNF and applying the Quine-McCluskey algorithm gives (in set notation):

\begin{align*}
F(T_1) &= \{\{a_1, a_2, a_3\}, \{a_1, a_4, a_5\}\}, \\
F(T_2) &= \{\{a_6\}, \{a_7\}, \{a_8\}\}.
\end{align*}

(C.3) \hspace{1cm} (C.4)

We can now compute $I(a, T_i)$ for all attacks. First, let us look at $I(a_1, T_1)$:

\begin{align*}
I(a_1, T_1) &= \frac{1}{|F(T_1)|} \left( \frac{1}{|C_1|} + \frac{1}{|C_2|} \right) = \frac{1}{2} \left( \frac{1}{3} + \frac{1}{3} \right) = \frac{1}{3}.
\end{align*}

(C.5)

Analogously we obtain:

\begin{align*}
I(a_2, T_1) = I(a_3, T_1) = I(a_4, T_1) = I(a_5, T_1) = \frac{1}{2} \cdot \frac{1}{3} = \frac{1}{6}.
\end{align*}

(C.6)

For attack tree $T_2$ we get:

\begin{align*}
I(a_6, T_2) = I(a_7, T_2) = I(a_8, T_2) = \frac{1}{2}.
\end{align*}

(C.7)

The overall damage of attack $a_1$ can then be computed:

\begin{align*}
D(a_1) &= D(T_1) \cdot I(a_1, T_1) + D(T_2) \cdot I(a_1, T_2) = 900 \cdot \frac{1}{3} = 300.
\end{align*}

(C.8)
APPENDIX C. Damage of Attack Classes

In the same way, we obtain for the other attacks:

\[
D(a_2) = D(a_3) = D(a_4) = D(a_5) = 900 \cdot \frac{1}{6} = 150, \quad (C.9)
\]
\[
D(a_6) = D(a_7) = D(a_8) = \frac{50}{3}. \quad (C.10)
\]

Finally, we can compute the attack class damages:

\[
D(A_1) = D(A_4) = 300, \quad (C.11)
\]
\[
D(A_2) = D(A_3) = 150, \quad (C.12)
\]
\[
D(A_5) = 50. \quad (C.13)
\]

So, for example, a fraction of \(\frac{300}{950} = \frac{6}{19}\) of the challenges is chosen from attack class \(A_1\), and one out of 19 challenges comes from attack class \(A_5\).
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Results of Trust Model Tuning

Table D.1 shows all computed expected utilities of the master against the optimal attack strategies of the attackers. These utilities have been computed for different fractions of attackers $f_a$ among the workers. The last column represents the weighted average of the utilities; the weights 0.3, 0.3, 0.2 and 0.2 (in this order) have been applied. The six best combined utilities are marked. The results are shown in Figure D.1, D.2, D.3, D.4 and D.5.

Table D.1: Utilities of the master against optimal attack strategies.

<table>
<thead>
<tr>
<th>$B^+$</th>
<th>$s_T$</th>
<th>$\epsilon$</th>
<th>$W$</th>
<th>$f_a = 0$</th>
<th>$f_a = 0.1$</th>
<th>$f_a = 0.5$</th>
<th>$f_a = 0.9$</th>
<th>combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1</td>
<td>$W_1$</td>
<td>9.6273</td>
<td>9.6495</td>
<td>9.8142</td>
<td>9.9647</td>
<td>9.7388</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.1</td>
<td>$W_1$</td>
<td>9.6271</td>
<td>9.6765</td>
<td>9.8027</td>
<td>9.9668</td>
<td>9.745</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>$W_1$</td>
<td>9.6272</td>
<td>9.6636</td>
<td>9.8103</td>
<td>9.9652</td>
<td>9.7424</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.1</td>
<td>$W_1$</td>
<td>9.6304</td>
<td>9.6605</td>
<td>9.7958</td>
<td>9.9662</td>
<td>9.7397</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.1</td>
<td>$W_1$</td>
<td>9.6288</td>
<td>9.6717</td>
<td>9.8185</td>
<td>9.9692</td>
<td>9.7477</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.1</td>
<td>$W_1$</td>
<td>9.6215</td>
<td>9.6749</td>
<td>9.8185</td>
<td>9.9666</td>
<td>9.7458</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>$W_1$</td>
<td>9.6339</td>
<td>9.6758</td>
<td>9.8236</td>
<td>9.9676</td>
<td>9.7511</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.1</td>
<td>$W_1$</td>
<td>9.6309</td>
<td>9.6668</td>
<td>9.8171</td>
<td>9.968</td>
<td>9.7463</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>$W_1$</td>
<td>9.6238</td>
<td>9.6538</td>
<td>9.8298</td>
<td>9.9646</td>
<td>9.7441</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>$W_1$</td>
<td>9.6259</td>
<td>9.6736</td>
<td>9.8303</td>
<td>9.967</td>
<td>9.7493</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.25</td>
<td>$W_1$</td>
<td>9.7802</td>
<td>9.7942</td>
<td>9.7998</td>
<td>9.6154</td>
<td>9.7554</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.25</td>
<td>$W_1$</td>
<td>9.7854</td>
<td>9.8119</td>
<td>9.761</td>
<td>9.522</td>
<td>9.7358</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.25</td>
<td>$W_1$</td>
<td>9.7937</td>
<td>9.7932</td>
<td>9.8329</td>
<td>9.7251</td>
<td>9.7877</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>$W_1$</td>
<td>9.8245</td>
<td>9.82</td>
<td>9.9069</td>
<td>9.6816</td>
<td>9.811</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.25</td>
<td>$W_1$</td>
<td>9.8514</td>
<td>9.8626</td>
<td>9.9259</td>
<td>9.7899</td>
<td>9.8573</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>$W_1$</td>
<td>9.8707</td>
<td>9.8907</td>
<td>9.9325</td>
<td>9.8392</td>
<td>9.8828</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.25</td>
<td>$W_1$</td>
<td>9.8936</td>
<td>9.9387</td>
<td>9.9886</td>
<td>9.8828</td>
<td><strong>9.9184</strong></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.25</td>
<td>$W_1$</td>
<td>9.8927</td>
<td>9.9073</td>
<td>9.9466</td>
<td>9.8281</td>
<td>9.895</td>
<td></td>
</tr>
</tbody>
</table>

continued on next page...
<table>
<thead>
<tr>
<th>$B^+$</th>
<th>$\epsilon$</th>
<th>$W$</th>
<th>$f_a = 0$</th>
<th>$f_a = 0.1$</th>
<th>$f_a = 0.5$</th>
<th>$f_a = 0.9$</th>
<th>combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.25</td>
<td>$W_1$</td>
<td>9.9278</td>
<td>9.9348</td>
<td>9.8001</td>
<td>9.7617</td>
<td>9.8711</td>
</tr>
<tr>
<td>0</td>
<td>0.5</td>
<td>$W_1$</td>
<td>9.7796</td>
<td>9.7879</td>
<td>9.6263</td>
<td>9.5988</td>
<td>9.7153</td>
</tr>
<tr>
<td>0.05</td>
<td>0.5</td>
<td>$W_1$</td>
<td>9.7815</td>
<td>9.7993</td>
<td>9.757</td>
<td>9.7396</td>
<td>9.7736</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>$W_1$</td>
<td>9.7973</td>
<td>9.8042</td>
<td>9.7989</td>
<td>9.7303</td>
<td>9.7863</td>
</tr>
<tr>
<td>0.25</td>
<td>0.5</td>
<td>$W_1$</td>
<td>9.8132</td>
<td>9.8315</td>
<td>9.9121</td>
<td>9.6993</td>
<td>9.8157</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>$W_1$</td>
<td>9.8557</td>
<td>9.8669</td>
<td>9.8029</td>
<td>9.0901</td>
<td>9.6954</td>
</tr>
<tr>
<td>0.75</td>
<td>0.5</td>
<td>$W_1$</td>
<td>9.875</td>
<td>9.8742</td>
<td>9.786</td>
<td>9.5225</td>
<td>9.7865</td>
</tr>
<tr>
<td>1</td>
<td>0.5</td>
<td>$W_1$</td>
<td>9.8818</td>
<td>9.8978</td>
<td>9.938</td>
<td>9.8197</td>
<td>9.8854</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>$W_1$</td>
<td>9.9009</td>
<td>9.9134</td>
<td>9.9493</td>
<td>8.961</td>
<td>9.7263</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>$W_1$</td>
<td>9.9038</td>
<td>9.9165</td>
<td>9.9517</td>
<td>9.2688</td>
<td>9.7902</td>
</tr>
<tr>
<td>0.05</td>
<td>0.1</td>
<td>$W_2$</td>
<td>9.6303</td>
<td>9.6443</td>
<td>9.8142</td>
<td>9.9651</td>
<td>9.7382</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>$W_2$</td>
<td>9.6244</td>
<td>9.6499</td>
<td>9.8164</td>
<td>9.9609</td>
<td>9.7377</td>
</tr>
<tr>
<td>0.25</td>
<td>0.1</td>
<td>$W_2$</td>
<td>9.6238</td>
<td>9.6526</td>
<td>9.8068</td>
<td>9.9588</td>
<td>9.736</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1</td>
<td>$W_2$</td>
<td>9.6328</td>
<td>9.6704</td>
<td>9.826</td>
<td>9.9657</td>
<td>9.7493</td>
</tr>
<tr>
<td>0.75</td>
<td>0.1</td>
<td>$W_2$</td>
<td>9.6225</td>
<td>9.6624</td>
<td>9.8229</td>
<td>9.9637</td>
<td>9.7428</td>
</tr>
<tr>
<td>1.5</td>
<td>0.1</td>
<td>$W_2$</td>
<td>9.6226</td>
<td>9.6732</td>
<td>9.8291</td>
<td>9.9678</td>
<td>9.7481</td>
</tr>
<tr>
<td>0.05</td>
<td>0.25</td>
<td>$W_2$</td>
<td>9.7734</td>
<td>9.7687</td>
<td>9.7537</td>
<td>9.5445</td>
<td>9.7223</td>
</tr>
<tr>
<td>0.1</td>
<td>0.25</td>
<td>$W_2$</td>
<td>9.7762</td>
<td>9.7991</td>
<td>9.7761</td>
<td>9.7686</td>
<td>9.7815</td>
</tr>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>$W_2$</td>
<td>9.7955</td>
<td>9.8107</td>
<td>9.7581</td>
<td>9.5567</td>
<td>9.7448</td>
</tr>
<tr>
<td>0.5</td>
<td>0.25</td>
<td>$W_2$</td>
<td>9.8255</td>
<td>9.832</td>
<td>9.9134</td>
<td>9.6887</td>
<td>9.8177</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>$W_2$</td>
<td>9.8493</td>
<td>9.8758</td>
<td>9.9293</td>
<td>9.9262</td>
<td>9.8886</td>
</tr>
<tr>
<td>1.5</td>
<td>0.25</td>
<td>$W_2$</td>
<td>9.8826</td>
<td>9.8889</td>
<td>9.9427</td>
<td>9.9869</td>
<td>9.9174</td>
</tr>
<tr>
<td>0.05</td>
<td>0.1</td>
<td>$W_3$</td>
<td>9.626</td>
<td>9.6664</td>
<td>9.8095</td>
<td>9.9609</td>
<td>9.7418</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>$W_3$</td>
<td>9.6178</td>
<td>9.6529</td>
<td>9.8138</td>
<td>9.9636</td>
<td>9.7367</td>
</tr>
<tr>
<td>0.25</td>
<td>0.1</td>
<td>$W_3$</td>
<td>9.6335</td>
<td>9.6696</td>
<td>9.7981</td>
<td>9.9619</td>
<td>9.7429</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1</td>
<td>$W_3$</td>
<td>9.6362</td>
<td>9.6626</td>
<td>9.8156</td>
<td>9.9652</td>
<td>9.7458</td>
</tr>
<tr>
<td>$B^+$</td>
<td>$\epsilon$</td>
<td>$W$</td>
<td>$f_a = 0$</td>
<td>$f_a = 0.1$</td>
<td>$f_a = 0.5$</td>
<td>$f_a = 0.9$</td>
<td>combined</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-----</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>---------</td>
</tr>
<tr>
<td>0.75</td>
<td>0.1</td>
<td>$W_3$</td>
<td>9.6201</td>
<td>9.6706</td>
<td>9.8243</td>
<td>9.9673</td>
<td>9.7455</td>
</tr>
<tr>
<td>1.5</td>
<td>0.1</td>
<td>$W_3$</td>
<td>9.6313</td>
<td>9.6611</td>
<td>9.8257</td>
<td>9.9664</td>
<td>9.7462</td>
</tr>
<tr>
<td>0</td>
<td>0.25</td>
<td>$W_3$</td>
<td>9.7675</td>
<td>9.7835</td>
<td>9.7567</td>
<td>9.7322</td>
<td>9.7631</td>
</tr>
<tr>
<td>0.05</td>
<td>0.25</td>
<td>$W_3$</td>
<td>9.7819</td>
<td>9.796</td>
<td>9.8675</td>
<td>9.7293</td>
<td>9.7928</td>
</tr>
<tr>
<td>0.1</td>
<td>0.25</td>
<td>$W_3$</td>
<td>9.7943</td>
<td>9.8117</td>
<td>9.8917</td>
<td>9.7245</td>
<td>9.805</td>
</tr>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>$W_3$</td>
<td>9.8183</td>
<td>9.8376</td>
<td>9.9108</td>
<td>9.7008</td>
<td>9.8191</td>
</tr>
<tr>
<td>0.5</td>
<td>0.25</td>
<td>$W_3$</td>
<td>9.8527</td>
<td>9.8617</td>
<td>9.9219</td>
<td>9.8523</td>
<td>9.8692</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>$W_3$</td>
<td>9.8686</td>
<td>9.8922</td>
<td>9.9373</td>
<td>9.9886</td>
<td>9.9134</td>
</tr>
<tr>
<td>1.5</td>
<td>0.25</td>
<td>$W_3$</td>
<td>9.891</td>
<td>9.9047</td>
<td>9.9493</td>
<td>9.8027</td>
<td>9.8891</td>
</tr>
<tr>
<td>5</td>
<td>0.25</td>
<td>$W_3$</td>
<td>9.927</td>
<td>9.9386</td>
<td>9.9596</td>
<td>9.7985</td>
<td>9.9113</td>
</tr>
<tr>
<td>0</td>
<td>0.5</td>
<td>$W_3$</td>
<td>9.7849</td>
<td>9.7759</td>
<td>9.8075</td>
<td>9.6339</td>
<td>9.7365</td>
</tr>
<tr>
<td>0.05</td>
<td>0.5</td>
<td>$W_3$</td>
<td>9.7853</td>
<td>9.8015</td>
<td>9.6787</td>
<td>9.5842</td>
<td>9.7286</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>$W_3$</td>
<td>9.8</td>
<td>9.7927</td>
<td>9.8079</td>
<td>9.5677</td>
<td>9.7529</td>
</tr>
<tr>
<td>0.25</td>
<td>0.5</td>
<td>$W_3$</td>
<td>9.8154</td>
<td>9.8393</td>
<td>9.9063</td>
<td>9.5652</td>
<td>9.7907</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>$W_3$</td>
<td>9.8572</td>
<td>9.8537</td>
<td>9.9277</td>
<td>9.8215</td>
<td>9.8631</td>
</tr>
<tr>
<td>0.75</td>
<td>0.5</td>
<td>$W_3$</td>
<td>9.8804</td>
<td>9.8718</td>
<td>9.9383</td>
<td>9.4316</td>
<td>9.7997</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>$W_3$</td>
<td>9.8979</td>
<td>9.9112</td>
<td>9.8511</td>
<td>9.4554</td>
<td>9.804</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>$W_3$</td>
<td>9.9284</td>
<td>9.9362</td>
<td>9.5286</td>
<td>9.2062</td>
<td>9.7063</td>
</tr>
</tbody>
</table>

Figure D.1: Expected utilities of the master against optimal attack strategies ($f_a = 0$).
Figure D.2: Expected utilities of the master against optimal attack strategies ($f_a = 0.1$).

Figure D.3: Expected utilities of the master against optimal attack strategies ($f_a = 0.5$).

Figure D.4: Expected utilities of the master against optimal attack strategies ($f_a = 0.9$).
Figure D.5: Expected utilities of the master combined for different scenarios.
Appendix E

Correlation of Sources

E.1 Computing Correlation

In this section, we show how the correlations between pairs of honest sources, colluders and mixed pairs can be computed. As argued in Section 5.4.1, we assume that the set of sources $S$ is large, so that we can use sampling with replacement. First, it is shown how the correlations are computed for UCm and CCm attacker models respectively. Then, the resulting correlations are shown.

E.1.1 Case UCm Attackers

In this case, colluders decide to collude with a probability of $p_{\text{cam}}$, independent of how many colluders are in the vote.

E.1.1.1 Case h&h

See Section 5.4.1.

E.1.1.2 Case h&c

Given that they are in the same vote, a honest source $A$ and a colluder $B$ are in the same group (plurality/minority), iff any of the following is the case:

- both return the correct information: $P_1 = (1 - \rho) \cdot (1 - p_{\text{cam}})$.

- $A$ returns incorrect information, and $B$ colludes: $P_2 = \rho \cdot p_{\text{cam}}$, and the colluder is not in a plurality, i.e., there are more correct honest sources ($j$) than colluders ($i$) in the remaining vote:

$$P_3 = \sum_{i=0}^{\left\lfloor \frac{k-3}{2} \right\rfloor} \binom{k-2-i}{j} f_a^i \cdot \sum_{j=i+1}^{k-2-i} \binom{k-2-i}{j} p_h^i \cdot p_w^{k-2-i-j}. \quad (E.1)$$

- honest source $A$ returns the correct information, and the colluders decide to collude: $P_4 = (1 - \rho) \cdot p_{\text{cam}}$, and there is a tie in the vote, i.e., there are equally many correct honest sources as colluders.
(in the remaining vote):

\[
P_5 = \left\lfloor \frac{k-2}{2} \right\rfloor \sum_{i=0}^{\left\lfloor \frac{k-2}{2} \right\rfloor} \left( \begin{array}{c}
k-2 \\
i\end{array}\right) f_a^i \cdot \left( \begin{array}{c}
k-2 \\
i\end{array}\right) p_h^i \cdot p_w^{k-2-2i}
\]

(E.2)

\[
P_5 = \left\lfloor \frac{k-2}{2} \right\rfloor \sum_{i=0}^{\left\lfloor \frac{k-2}{2} \right\rfloor} \frac{k-2}{n^2 \cdot (k-2-2i)} \cdot f_a^i \cdot p_h^i \cdot p_w^{k-2-2i},
\]

(E.3)

which is a sum over the PMF of the multinomial distribution.

- honest source \( A \) returns incorrect information, and the colluders decide to not collude, and so return the correct information: \( P_6 = \rho \cdot (1 - p_{\text{cam}}) \), but at the same time there is no other colluder and no correct honest source (otherwise the colluder \( B \) would be in the plurality, and \( A \) not): \( P_7 = p_w^{k-2} \).

Again, the cases are mutually exclusive, and we can add them up:

\[
p_c^{\text{UCm}}(h&c) = P_1 + P_2 \cdot P_3 + P_4 \cdot P_5 + P_6 \cdot P_7.
\]

(E.4)

E.1.1.3 Case c&c

Two colluders take collectively the same decision, so are always in the same group:

\[
p_c^{\text{UCm}}(c&c) = 1.
\]

(E.5)

E.1.2 Case CCm Attackers

In this case, colluders decide to collude with a probability of \( p_{\text{cam}} \), but only in votes they are sure to win, that is where there are at least \( \left\lceil \frac{k+1}{2} \right\rceil \) many colluders.

E.1.2.1 Case h&h

Given that they are in the same vote, two honest sources \( A \) and \( B \) are also together in the same group (plurality/minority), if\( f \) any of the following is the case:

- they both return the correct information: \( P_1 = (1 - \rho)^2 \).
- they both return incorrect information: \( P_2 = \rho^2 \).
- exactly one of them returns the correct information: \( P_3 = 2 \cdot \rho \cdot (1 - \rho) \), and,
  - apart from them there are only incorrect honest sources: \( P_4 = p_w^{k-2} \), or,
  - there are at least \( \left\lceil \frac{k+1}{2} \right\rceil \) colluders and these decide to collude:

\[
P_3 = p_{\text{cam}} \cdot \sum_{i=\left\lceil \frac{k+1}{2} \right\rceil}^{k-2} \left( \begin{array}{c}
k-2 \\
i\end{array}\right) f_a^i \cdot (1 - f_a)^{k-2-i}.
\]

(E.6)

Because these cases are mutually exclusive, the correlation is given by:

\[
p_c^{\text{CCm}}(h&h) = P_1 + P_2 + P_3 \cdot (P_4 + P_5).
\]

(E.7)
E.1.2.2 Case h&c

Given that they are in the same vote, a honest source $A$ and a colluder $B$ are together in the (plurality/minority), iff any of the following is the case:

- $A$ returns the correct information: $P_1 = (1 - \rho)$, and the colluders also return the correct information, which means that either:
  
  - the colluders are not in the majority (note that $B$ is counted in):
    
    $$P_2 = \sum_{i=0}^{\lfloor \frac{k-2}{2} \rfloor} \binom{k-2}{i} f_a^i \cdot (1-f_a)^{k-2-i}, \quad (E.8)$$

  - or they are in the majority, but decide to not collude: $P_3 = (1 - P_2) \cdot (1 - p_{\text{cam}})$.

Because a honest source can only be in the plurality if it returns the correct information, and a conditional colluder is never in the minority, we do not have to consider the cases in which $A$ returns incorrect information. The above cases can be combined as follows:

$$p_{c}^{\text{UCm}}(h&c) = P_1 \cdot P_2 + P_1 \cdot P_3. \quad (E.9)$$

E.1.2.3 Case c&c

Two colluders take collectively the same decision, so are always in the same group:

$$p_{c}^{\text{CCm}}(c&c) = 1. \quad (E.10)$$

E.1.3 Figures

In this section, we show the correlations of cases, which have not been shown in Section 5.4.2, but give interesting insights. Figure E.1 shows the correlations for CCm attackers when a higher redundancy level $k = 5$ is used. The difference between the correlation of h&h and h&c is smaller compared to the
Figure E.2: Correlations between different types of sources ($k = 3, \rho = 0.0335$).

The case of $k = 3$ (compare to Fig. 5.5 in Sect. 5.4.2). The reason is that for higher redundancy levels, the conditional colluders are for smaller $f_a$ less often in the majority. As a consequence, they collude less often and so correlate more with honest sources. This makes them again less harmful but also harder to detect. The correlations for UCm and $k = 5$ are not shown because they are similar to the case of $k = 3$ (see Fig. 5.5 in Sect. 5.4.2).

Figure E.2 shows correlations for scenarios in which honest sources would have high error rates ($\rho = 0.0335$ with respect to [88]). Both in the case of UCm and CCm, h&h is lower, that is the honest sources correlate less with each other. Therefore the differences between h&c and h&h become smaller, which makes it again harder to find the borderline between colluders and honest sources for small $f_a$. Still, depending on the camouflage probability $p_{\text{cam}}$, the difference in the UCm case is still big.

### E.2 Amplification

Pairs consisting of a honest source and a colluder in most cases correlate less – both for UC and CC – than pairs consisting only of colluders or honest sources (see Sect. 5.4.2). Put simply, if this difference is big, it is easier to detect colluders. In the CC case, the difference becomes smaller for small ratios of colluders $f_a$. In order to increase this difference for the clustering algorithm, the correlation can be amplified by exponentiation with some parameter $\theta$. For $a, b \in (0, 1)$ with $a > b$ and $\theta > 1$, it holds: $\frac{a}{b} < \frac{a^\theta}{b^\theta}$. This means that through exponentiation, higher correlations become relatively even higher compared to lower correlations. If the used clustering algorithm interprets relations between edge weights in a relative manner (e.g., probabilistically), exponentiation can generally be used as amplifier. When the relations are interpreted as absolute differences, exponentiation can help as well, but can make the situation also worse, as we will discuss in the following.

The difference between two correlation values $a$ and $b$, with $a > b$, decreases in some cases for increasing exponentiation. This is shown in Figure E.3 where the difference for the correlations of h&h and h&c pairs is depicted when applying different $\theta$ (the figure for $p_c(c\&c) - p_c(h\&c)$ would look similar). As mentioned in Section 5.4.2, high differences in correlation of h&c and h&h/c&c pairs mean
E.2. Amplification

Figure E.3: Effect of amplification on $p_c(h\&h) - p_c(h\&c)$.

The amplification can be carried out by element-wise exponentiation of the correlation matrix with scalar $\theta$. Figure E.4 shows the correlation matrices for the same $H_S$, before and after amplification ($\theta = 10$). This illustrates that amplification makes $h\&c$ pairs better discernible.
Figure E.4: Correlation matrix based on 100 votes/pair for CC case ($|S| = 100$).
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