Abstract

Model-Driven Engineering (MDE) is a relevant approach to support the engineering of distributed embedded systems with performance and dependability constraints. MDE involves models definitions and transformations to cover most of the system life-cycle: design, implementation and Verification & Validation activities towards system qualification. Still, few works evaluate the early integration of performance evaluation based on architectural models. In this paper, we investigate the early-stage use of analysis in AADL modeling. Precisely, we exemplify on an avionics case study how to dimension the data flows for an application distributed over an AFDX network. Based on the insight from this study, we suggest a simple framework and associated techniques to efficiently support analysis activities in the early-stage design phases.
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For more details and experimental results, an extended version of this paper is available as a technical report [1].

1. Introduction

Context of the paper. Distributed Real-time Embedded (DRE) systems are present in safety-critical domains such as transportation, telecommunications, health services, military or space. These systems have to meet both the functional and non-functional requirements. Hence, DRE systems encompass specific technologies to realize the required service with the expected performance metrics (e.g. time, security or safety) through dedicated networks, processors or real-time operating systems. In addition, the engineering process has to address efficiently system modeling and evaluation of all metrics.

Definition of the problem. Many experiments indicate that the distance between the activities steps in a classical V-cycle is detrimental and usually slows down the development process [2]. In practice, a significant part of errors is injected at early-stage of the engineering process, while being detected during later integration phases. As a consequence, regressions and rework activities have an important weight on the overall project costs.

We believe that this problem can be lifted considering models with sufficient power of expression to guide the conception phases (e.g. using interface or behavioral models on which one can both reason and iterate) and supporting early-stage analysis. This “integrate, then build” approach, also known as virtual integration is promising to support the design of complex systems.

Contributions and objectives. In this paper, we use the Architecture Analysis & Design Language (AADL) [3] as the pivot to capture the system architecture and derive its performances. AADL is an Architecture Description Language (ADL) suitable to describe systems, capturing the functional and non-functional concerns together with the operational platform. As the AADL provides modeling elements with a precise syntax and well-defined semantics, it is possible to: 1) perform analysis and 2) derive implementations thanks to code generation [4].

The focus of this paper is twofold. First, taking a specific example coming from the avionics, we show how to accurately seize important parameters in the AADL model. As the system that is modeled includes technologies not supported within the core language, we build on and extend the work in [5] in order to include in the AADL model the networking elements and capture the overall DRE system.

Secondly, based on lessons learned during the modeling experience, we propose to jointly use AADL models and analysis methods so as to gradually refine and verify the model. We investigate and exemplify this strategy on the avionics case study. Taking as example the network communications and the expressed timing constraints, we show that using complementary analysis methods allows to deduce missing parameters while maintaining the consistency of the model (i.e. chosen parameters guarantee that non-functional constraints are met).
The paper is organized as follows: we first introduce the avionics case study and give elements to model it with AADL (Section 2). In Section 3 we underline relationships between modeling concerns, and, using analysis, we explain how to solve those dependencies for some important communication parameters. Finally, in Section 4, we draw conclusions from this case study and discuss future work.

2. Modeling avionics systems with AADL

In this section we describe how to jointly capture with AADL the functional description of an avionics system, its temporal constraints and the target execution platform.

2.1 The Flight Management System

The avionics system to model, coming from Lauer et al. [6], is part of an aircraft’s Flight Management System (FMS). It interacts with the crew and provides static and dynamic information about the flight plan (i.e. the predefined path between departure and arrival points): current location, remaining distance and estimated arrival time.

**Functional description.** The system is made up of five main functions as depicted in Figure 1: The Keyboard and cursor control Unit (KU) reads data inputted by the pilot (or copilot) through the keyboards while the Multi Functional Display (MFD) refreshes the displays consecutively. From the KU function, crew requests are forwarded to the Flight Manager (FM) function which computes the response about the flight plan and returns it to the MFD. For this, it requests static data to the Navigation Data Base (NDB) function and also relies on dynamic data from the Air Data Inertial Reference Unit (ADIRU), computed based on sensors measurements.

**Temporal constraints.** In the avionics context, the system has to conserve a predictable behavior. Several temporal constraints may be expressed upon different “locations”. Typically, temporal constraints concern: 1) response times which are the delays needed to carry out the functions, 2) traversal times referring to communication delays between functions and 3) latencies along functional chains that encompass a succession of response times and traversal times.

**Execution and communication platform.** The functions are executed in an Integrated Modular Avionics (IMA) environment. In particular, this execution and communication platform supports two standards, used in the case study, that defines the use of the shared hardware and software resources in a deterministic way.

The ARINC653 [7] standard defines management of the functions hosted by a same hardware/software platform (referred as an execution module in the following). In this environment, each function is located in a different partition with a strict access to processing and memory resources.

The ARINC664 [8] standard defines a deterministic communication network called Avionics Full Duplex-Switched Ethernet (AFDX). AFDX implements the core concept of Virtual Link (VL) which is an unidirectional logical connection from one sender to one or several receiver(s). Each VL has a limited bandwidth according to its Bandwidth Allocation Gap (BAG in the following) – the minimum time elapsed between two frames sending – and a maximal allowed packet size ($s_{max}$ in the remainder).

2.2 Modeling the FMS in AADL

The Architecture Analysis & Design Language (AADL) [9] is an international standard by the Society of Automotive Engineers (SAE), defining the basics of an architecture description language dedicated to the design of DRE systems. AADL is component-centric and allows to specify both software and hardware parts of a system. See [3] for a complete presentation of AADL.

The full model of the FMS uses AADLv2 core specifications and the ARINC653 Annex. The model is made up of AADL components that describe the ARINC653 execution modules hosting the avionics functions and the AFDX network that supports the data exchanges. The full AADLv2 textual model – that spans over 770 SLOCs – is part of the AADLib project and is available at http://www.openaadl.org.

The model follows the initial specifications and AADL guidelines for ARINC653 systems: a module is a distinct system (containing a global memory and a processor) that hosts partitions (each is a process) bound to separate memory segments and virtual processors (representing spatial and temporal partitioning). Thread components contained in partitions realize the avionics functions. Thanks to annex guidelines, we can model precisely the ARINC653 components and associated parameters.

AADL does not provide specific guidelines for modeling AFDX networks. The AADL concept of virtual bus defines a connection supported in a bus. We use this concept to define AFDX virtual links. Switches are represented by device components bound to the virtual links. A dedicated property set has been defined to model parameters attached to virtual links, end systems and switches.
3. Analysis as part of the design process

We discussed how AADL allows to capture both the FMS functional and non-functional aspects as well as the IMA platform description. From this model, we may now consider further analysis of the full architecture. The current design could be used to validate a given architecture. Yet, the most challenging part is actually guiding the designer in finding a suitable definition of the architecture parameters in order to respect the constraints expressed in the model.

3.1 Discussion: there are dependencies between modeling concerns

Figure 2 summarizes the three traits caught in the architecture model: the functions to realize, the hardware and software platform hosting the functions and the constraints to comply with. It implies that the architecture model components and the attached properties have to integrate and solve the dependencies between these views.

For instance, let us consider the design of virtual links in AFDX networks. The virtual links characterization (platform view) depends on:

- the data flows needed to realize the functions (functional view) and their features, e.g. the number (n) of messages sent by a function and their size (m),
- the constraints expressed onto the data flows (non-functional view), e.g. a communication between two specific tasks can be subject to timing constraints (noted $L_C$ in the sequel).

Moreover, finding a suitable design for the virtual links in AFDX networks can be a difficult problem because of the interferences between VLs definitions. For further information, the issue is addressed in a more comprehensive setting in [10].

Proposed approach. We believe it is possible to deal with the dependencies between the modeling concerns by executing relevant analysis methods onto the model under construction. In the sequel, we show how to define progressively the VLs parameters taking into account information in the model such as the constraints expressed upon the communications. From an evaluation perspective, it implies: 1) isolating model input parameters that can be combined to 2) propose a feasible solution which is 3) later assessed. Some parameters are mandatory, while others can be assumed. This is discussed in the following paragraphs.

3.2 Example: integration of the Bandwidth Allocation Gap (BAG) parameter into an incomplete AADL model

Let us consider a partially completed AADL model. This initial model contains basic information: the functions hosted in the modules and their properties as well as the data exchanges between them. We also know the constraints of the system expressed onto the communications.

At this stage, dimensioning the BAG, which has a direct impact on the respect of timing constraints and the network load, may be a difficult task because the design space can be huge. Indeed, as this parameter ought to respect the formula $BAG = 2^k [ms]$ with k integer in range 0 to 7 (see [8]), if we take as assumption that one VL is dedicated to one data flow, then there are $8^f$ conceivable solutions, with f the number of flows.

To overcome this problem and complete the model, we execute the process pictured on Figure 3. We propose to:

1. use a pivotal Worst-Case Traversal Time evaluation (WCTT in the following) in order to identify the set of suitable BAGs,
2. use a complementary analysis method, relying on Network Calculus (NC in the following), to improve the results of the main WCTT evaluation.

WCTT evaluation. The Worst-Case Traversal Time analysis aims to assess the delay experienced by each data flow in the AFDX network. Without too much details, the WCTT evaluation gives the formula of an upper-bounded delay ($D^{wctt}$) suffered by a frame as a function of several parameters. Hence, it is possible to compare the delay against the expressed constraint ($D^{wctt} \leq L_c$) and to calculate the suitable set of BAGs. The WCTT evaluation gives a set of suitable BAGs for each VL ($BAG^{wctt}_{vl_i}$). Of course, the accuracy of the BAGs sets depends on the precision of the model and of the assumptions. In addition, at the first stage, there is no NC feedback, i.e. $D_{sw, cl_i} = 0$.
NC analysis. Network Calculus (NC) is an algebra for computing accurately the end-to-end delay of a data flow in the AFDX network. In the scope of this paper, this analysis is performed using RTaW-Pegase, which is a commercial product implementing a state-of-the-art network calculus AFDX timing analysis. In our case, the NC analysis computes complementary information \( D_{\text{sw,vl}}^{nc} \) and allows to refine results of the main WCTT evaluation.

Model refinement. We can see through the modeling and analysis flow (figure 3) that, as long as the required analysis inputs are present, the model is enhanced. The model refinements are done in line with: 1) the model evolution \( m_1, m_2, m_3 \), 2) the analysis methods outputs \( (BAG_{\text{wctt}}^{m_1} \text{ and } D_{\text{sw,vl}}^{nc}) \) and 3) the feasible assumptions \( (a_1, as2) \).

The first execution of the pivotal analysis method takes as input the data of the incomplete model \( (m1) \) and the deduced assumptions \( (a_1) \). The first coarse-grained WCTT evaluation reduces the space of BAGs solutions for the VLS \( (BAG_{\text{wctt}}^{m_1}) \) attached to the data flows in order to verify the latency constraints \( (L_{\text{nc,sv}}^{m_1}) \).

Thanks to the first WCTT computation, the initial model \( (m1) \) is enriched with a crucial missing parameter : the BAG \( (m_2) \). We are then able to perform the complementary NC analysis that aims to evaluate the upper delay suffered in the switches for each VL \( (D_{\text{sw,vl}}^{nc}) \). To execute the complementary analysis, the assumption model \( (m_2) \) contains additional information about the network topology and the VLS routes. The NC computed latency is passed as a refinement parameter to the WCTT method so as to precise the BAGs sets. Taking into account the calculated \( D_{\text{nc,sv}}^{m_1} \), reduces the set of eligible BAGs \( (BAG_{\text{nc,sv}}^{m_1}) \) : solutions that do not meet the initial \( L_{\text{nc,sv}}^{m_1} \) constraints are discarded.

At the third iteration, the model \( (m3) \) contains the refined BAGs \( (BAG_{\text{nc,sv}}^{m_1}) \). It is then necessary to calculate the delay suffered in the switches for each VL \( (D_{\text{sw,vl}}^{nc}) \) and refine the BAGs sets \( (BAG_{\text{nc,sv}}^{m_1}) \). In our example, a new combination of WCTT and NC shows that a fixed-point is reached : the model \( m_3 \) cannot be refined anymore against the Bandwidth Allocation Gap if the input parameters and assumptions stay stable.

4. Conclusions and perspectives

Our first contribution (Section 2) dealt with the architectural description of an avionics system with AADL, combining the functional, non-functional and platform concerns. We extended existing patterns dedicated to ARINC653 systems to also model AFDX networks.

We then addressed (Section 3) the definition and evaluation of the AADL model components and their properties. We showed that dealing with the architecture description amounts to solve the dependencies between the AADL model concerns. Starting from an incomplete AADL model, we implemented a process combining two analysis methods to evaluate and refine the Bandwidth Allocation Gap parameter. This process combines early and in-depth analysis to help the designer to narrow the design space.

We believe it is necessary to formalize the use of analysis methods along with modeling languages in order to tackle the early system architecture definition and evaluation. In a previous work, we defined REAL [12] – Requirement Enforcement and Analysis Language. It allows one to define a set of predicates, and check whether a system satisfies them. We plan to extend REAL to define a library of predicates for tools. Such predicates would 1) define conditions under which a given analysis becomes feasible and 2) detect and exploit relationships between analysis methods. This would guide the designer to trigger relevant analysis as early as possible in the design flow.

The definition of those predicates, in the context of the FMS, is currently under implementation.
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