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ABSTRACT. Starting from the Virasoro algebra and its relatives the generalization to higher genus compact Riemann surfaces was initiated by Krichever and Novikov. The elements of these algebras are meromorphic objects which are holomorphic outside a finite set of points. A crucial and non-trivial point is to establish an almost-grading replacing the honest grading in the Virasoro case. Such an almost-grading is given by splitting the set of points of possible poles into two non-empty disjoint subsets. Krichever and Novikov considered the two-point case. Schlichenmaier studied the most general multi-point situation with arbitrary splittings. Here we will review the path of developments from the Virasoro algebra to its higher genus and multi-point analogs. The starting point will be a Poisson algebra structure on the space of meromorphic forms of all weights. As sub-structures the vector field algebras, function algebras, Lie superalgebras and the related current algebras show up. All these algebras will be almost-graded. In detail almost-graded central extensions are classified. In particular, for the vector field algebra it is essentially unique. The defining cocycle are given in geometric terms. Some applications, including the semi-infinite wedge form representations are recalled. Finally, some remarks on the by Krichever and Sheinman recently introduced Lax operator algebras are made.

1. INTRODUCTION

Lie groups and Lie algebras are related to symmetries of systems. By the use of the symmetry the system can be better understood, maybe it is even possible to solve it in a certain sense. Here we deal with systems which have an infinite number of independent degrees of freedom. They appear for example in Conformal Field Theory (CFT), see e.g. [2], [67]. But also in the theory of partial differential equations and at many other places in- and outside of mathematics they play an important role. The appearing Lie groups and Lie algebras are infinite dimensional. Some of the simplest nontrivial infinite dimensional Lie algebras are the Witt algebra and its central extension the Virasoro algebra. We will recall their definitions in Section 2. In the sense explained (in particular in CFT) they are related to what
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is called the genus zero situation. For CFT on arbitrary genus Riemann surfaces the Krichever-Novikov (KN) type algebras, to be discussed here, will show up as algebras of global symmetry operators.

These algebras are defined via meromorphic objects on compact Riemann surfaces \( \Sigma \) of arbitrary genus with controlled polar behaviour. More precisely, poles are only allowed at a fixed finite set of points denoted by \( A \). The “classical” examples are the algebras defined by objects on the Riemann sphere (genus zero) with possible poles only at \( \{0, \infty\} \). This yields e.g. the Witt algebra, the classical current algebras, including their central extensions the Virasoro, and the affine Kac-Moody algebras [21]. For higher genus, but still only for two points where poles are allowed, they were generalised by Krichever and Novikov [26], [27], [28] in 1987. In 1990 the author [37], [38], [39], [40] extended the approach further to the general multi-point case.

This extension was not a straight-forward generalization. The crucial point is to introduce a replacement of the graded algebra structure present in the “classical” case. Krichever and Novikov found that an almost-grading, see Definition 4.1 below, will be enough to do the usual constructions in representation theory, like triangular decompositions, highest weight modules, Verma modules which are demanded by the applications. In [39], [40] it was realized that a splitting of \( A \) into two disjoint non-empty subsets \( A = I \cup O \) is crucial for introducing an almost-grading and the corresponding almost-grading was given. In the two-point situation there is only one such splitting (up to inversion) hence there is only one almost-grading, which in the classical case is a honest grading. Similar to the classical situation a Krichever-Novikov algebra, should always be considered as an algebra of meromorphic objects with an almost-grading coming from such a fixed splitting.

I like to point out that already in the genus zero case (i.e. the Riemann sphere case) with more than two points where poles are allowed the algebras will only be almost-graded. In fact, quite a number of interesting new phenomena will show up already there, see [41], [15], [16], [8].

In this review no proofs are supplied. For them I have to refer to the original articles and/or to the forthcoming book [53]. For some applications jointly obtained with Oleg Sheinman, see also [66]. For more on the Witt and Virasoro algebra see for example the book [18].

After recalling the definition of the Witt and Virasoro algebra in Section 2 we start with describing the geometric set-up of Krichever-Novikov (KN) type algebras in Section 3. We introduce a Poisson algebra structure on the space of meromorphic forms (holomorphic outside of the fixed set \( A \) of points where poles are allowed) of all weights (integer and half-integer). Special substructures will yield the function algebra, the vector field algebra and more generally the differential operator algebra. Moreover, we discuss also the Lie superalgebras of KN type defined via forms
KRICHEVER-NOVIKOV TYPE ALGEBRAS

2. THE WITT AND VIRASORO ALGEBRA

2.1. The Witt Algebra. The Witt algebra $\mathfrak{w}$, also sometimes called Virasoro algebra without central term, is the complex Lie algebra generated as vector space by the elements $\{e_n \mid n \in \mathbb{Z}\}$ with Lie structure

$$[e_n, e_m] = (m - n)e_{n+m}, \quad n, m \in \mathbb{Z}. \quad (1)$$

One of its realizations is as complexification of the Lie algebra of polynomial vector fields $\text{Vect}_{pol}(S^1)$ on the circle $S^1$, which is a subalgebra of $\text{Vect}(S^1)$, the Lie algebra of all $C^\infty$ vector fields on the circle. In this realization

$$e_n := -i \expin \phi \frac{d}{d\phi}, \quad n \in \mathbb{Z}. \quad (2)$$

1 In the book [18] arguments are given why it is more appropriate just to use Virasoro algebra, as Witt introduced “his” algebra in a characteristic $p$ context. Nevertheless, I decided to stick here to the most common convention.
The Lie product is the usual Lie bracket of vector fields.

If we extend these generators to the whole punctured complex plane we obtain
\[ e_n = z^{n+1} \frac{d}{dz}, \quad n \in \mathbb{Z}. \] (3)

This gives another realization of the Witt algebra as the algebra of those meromorphic vector fields on the Riemann sphere \( \mathbb{P}^1(\mathbb{C}) \) which are holomorphic outside \( \{0\} \) and \( \{\infty\} \).

Let \( z \) be the (quasi) global coordinate \( z \) (quasi, because it is not defined at \( \infty \)). Let \( w = 1/z \) be the local coordinate at \( \infty \). A global meromorphic vector field \( v \) on \( \mathbb{P}^1(\mathbb{C}) \) will be given on the corresponding subsets where \( z \) resp. \( w \) are defined as
\[ v = \left( v_1(z) \frac{d}{dz}, v_2(w) \frac{d}{dw} \right), \quad v_2(w) = -v_1(z(w))w^2. \] (4)

The function \( v_1 \) will determine the vector field \( v \). Hence, we will usually just write \( v_1 \) and in fact identify the vector field \( v \) with its local representing function \( v_1 \), which we will denote by the same letter.

For the bracket we calculate
\[ [v, u] = \left( v \frac{d}{dz} u - u \frac{d}{dz} v \right) \frac{d}{dz}. \] (5)

The space of all meromorphic vector fields constitute a Lie algebra. The subspace of those meromorphic vector fields which are holomorphic outside of \( \{0, \infty\} \) is a Lie subalgebra. Its elements can be given as
\[ v(z) = f(z) \frac{d}{dz} \] (6)
where \( f \) is a meromorphic function on \( \mathbb{P}^1(\mathbb{C}) \), which is holomorphic outside \( \{0, \infty\} \). Those are exactly the Laurent polynomials \( \mathbb{C}[z, z^{-1}] \). Consequently, this subalgebra has the set \( \{e_n, n \in \mathbb{Z}\} \) as basis elements. The Lie product is the same and it can be identified with the Witt algebra \( \mathcal{W} \).

The subalgebra of global holomorphic vector fields is \( \langle e_{-1}, e_0, e_1 \rangle \mathbb{C} \). It is isomorphic to the Lie algebra \( \mathfrak{sl}(2, \mathbb{C}) \).

The algebra \( \mathcal{W} \) is more than just a Lie algebra. It is a graded Lie algebra. If we set for the degree \( \deg(e_n) := n \) then \( \deg([e_n, e_m]) = \deg(e_n) + \deg(e_m) \) and we obtain the degree decomposition
\[ \mathcal{W} = \bigoplus_{n \in \mathbb{Z}} \mathcal{W}_n, \quad \mathcal{W}_n = \langle e_n \rangle \mathbb{C}. \] (7)
Note that \([e_0, e_n] = ne_n\), which says that the degree decomposition is the eigen-space decomposition with respect to the adjoint action of \( e_0 \) on \( \mathcal{W} \).

Algebraically \( \mathcal{W} \) can also be given as Lie algebra of derivations of the algebra of Laurent polynomials \( \mathbb{C}[z, z^{-1}] \).
2.2. **The Virasoro Algebra.** In the process of quantizing or regularization one is often forced to modify an action of a Lie algebra. A typical example is given by the product of infinite sums of operators. Quite often they are only well-defined if a certain “normal ordering” is introduced. In this way the modified action will only be a projective action. This can be made to an honest Lie action by passing to a suitable central extension of the Lie algebra.

For the Witt algebra the universal one-dimensional central extension is the Virasoro algebra \( \mathcal{V} \). As vector space it is the direct sum \( \mathcal{V} = \mathbb{C} \oplus \mathcal{W} \). If we set for \( x \in \mathcal{W}, \hat{x} := (0, x) \), and \( t := (1, 0) \) then its basis elements are \( \hat{e}_n, n \in \mathbb{Z} \) and \( t \) with the Lie product

\[
[\hat{e}_n, \hat{e}_m] = (m-n)\hat{e}_{n+m} - \frac{1}{12}(n^3 - n)\delta_n^{-m}t, \quad [\hat{e}_n, t] = [t, t] = 0 ,
\]

for all \( n, m \in \mathbb{Z} \). If we set \( \deg(\hat{e}_n) := \deg(e_n) = n \) and \( \deg(t) := 0 \) then \( \mathcal{V} \) becomes a graded algebra. The algebra \( \mathcal{W} \) will only be a subspace, not a subalgebra of \( \mathcal{V} \). It will be a quotient. In some abuse of notation we identify the element \( \hat{x} \in \mathcal{V} \) with \( x \in \mathcal{W} \).

3. **THE KRICEVER-NOVIKOV TYPE ALGEBRAS**

3.1. **The Geometric Set-Up.** For the whole article let \( \Sigma \) be a compact Riemann surface without any restriction for the genus \( g = g(\Sigma) \). Furthermore, let \( A \) be a finite subset of \( \Sigma \). Later we will need a splitting of \( A \) into two non-empty disjoint subsets \( I \) and \( O \), i.e. \( A = I \cup O \). Set \( N := \#A, K := \#I, M := \#O \), with \( N = K + M \). More precisely, let

\[
I = (P_1, \ldots, P_K), \quad \text{and} \quad O = (Q_1, \ldots, Q_M)
\]

be disjoint ordered tuples of distinct points (“marked points”, “punctures”) on the Riemann surface. In particular, we assume \( P_i \neq Q_j \) for every pair \( (i, j) \). The points in \( I \) are called the in-points, the points in \( O \) the out-points. Sometimes we consider \( I \) and \( O \) simply as sets.

In the article we sometimes refer to the classical situation. By this we understand

\[
\Sigma = \mathbb{P}^1(\mathbb{C}) = S^2, \quad I = \{z = 0\}, \quad O = \{z = \infty\}
\]

The following Figures 1, 2, 3 exemplify the different situations:

Our objects, algebras, structures, ... will be meromorphic objects defined on \( \Sigma \) which are holomorphic outside of the points in \( A \). To introduce the objects let \( \mathcal{K} = \mathcal{K}_\Sigma \) be the canonical line bundle of \( \Sigma \), resp. the locally free canonically sheaf. The local sections of the bundle are the local holomorphic differentials. If \( P \in \Sigma \) is a point and \( z \) a local holomorphic coordinate at \( P \) then a local holomorphic differential can be written as \( f(z)dz \) with a local holomorphic function \( f \) defined in a

---

2 Here \( \delta_{kl} \) is the Kronecker delta which is equal to 1 if \( k = l \), otherwise zero.
neighbourhood of $P$. A global holomorphic section can be described locally with respect to a covering by coordinate charts $(U_i, z_i)_{i \in I}$ by a system of local holomorphic functions $(f_i)_{i \in I}$, which are related by the transformation rule induced by the coordinate change map $z_j = z_j(z_i)$ and the condition $f_idz_i = f_jdz_j$ yielding
\begin{equation}
    f_j = f_i \cdot \left( \frac{dz_j}{dz_i} \right)^{-1}.
\end{equation}
Moreover, a meromorphic section of $\mathcal{H}$ is given as a collection of local meromorphic functions $(h_i)_{i \in I}$ for which the transformation law (11) still is true.
In the following λ is either an integer or a half-integer. If λ is an integer then
(1) $\mathcal{K}^\lambda = \mathcal{K}^\otimes\lambda$ for $\lambda > 0$,
(2) $\mathcal{K}^0 = \mathcal{O}$, the trivial line bundle, and
(3) $\mathcal{K}^\lambda = (\mathcal{K}^\ast)^\otimes(\lambda)$ for $\lambda < 0$.
Here as usual $\mathcal{K}^\ast$ denotes the dual line bundle to the canonical line bundle. The
dual line bundle is the holomorphic tangent line bundle, whose local sections are
the holomorphic tangent vector fields $f(z)(d/dz)$. If λ is a half-integer, then we
first have to fix a "square root" of the canonical line bundle, sometimes called a
theta-characteristics. This means we fix a line bundle $L$ for which $L^\otimes 2 = \mathcal{K}$.
After such a choice of $L$ is done we set $\mathcal{K}^\lambda = \mathcal{K}^\lambda_L = L^\otimes 2\lambda$. In most cases we
will drop the mentioning of $L$, but we have to keep the choice in mind. Also the
fine-structure of the algebras we are about to define will depend on the choice. But
the main properties will remain the same.

Remark 3.1. A Riemann surface of genus $g$ has exactly $2^g$ non-isomorphic square
roots of $\mathcal{K}$. For $g = 0$ we have $\mathcal{K} = \mathcal{O}(-2)$, and $L = \mathcal{O}(-1)$, the tautological
bundle, is the unique square root. Already for $g = 1$ we have 4 non-isomorphic ones. As in this case $\mathcal{K} = \mathcal{O}$ one solution is $L_0 = \mathcal{O}$. But we have also other bundles $L_i, i = 1, 2, 3$. Note that $L_0$ has a non-vanishing global holomorphic section, whereas this is not the case for $L_1, L_2, L_3$. In general, depending on the parity of $\mathrm{dim} \mathcal{H}(\Sigma, L)$, one distinguishes even and odd theta characteristics $L$. For $g = 1$ the
bundle $\mathcal{O}$ is an odd, the others are even theta characteristics.

We set
$$\mathcal{F}^\lambda := \mathcal{F}^\lambda(A) := \{ f \text{ is a global meromorphic section of } K^\lambda |$$
$$\text{ such that } f \text{ is holomorphic over } \Sigma \setminus A \}. \quad (12)$$
We will drop the set $A$ in the notation. Obviously, $\mathcal{F}^\lambda$ is an infinite dimensional
$\mathbb{C}$-vector space. Recall that in the case of half-integer $\lambda$ everything depends on the
theta characteristic $L$.

The elements of the space $\mathcal{F}^\lambda$ we call meromorphic forms of weight $\lambda$ (with
respect to the theta characteristic $L$). In local coordinates $z_i$ we can write such a
form as $f_i dz_i^\lambda$, with $f_i$ a local holomorphic, resp. meromorphic form.

Special important cases of the weights are the functions ($\lambda = 0$), the space is also
denoted by $\mathcal{K}$, the vector fields ($\lambda = -1$), denoted by $\mathcal{L}$, the differentials ($\lambda = 1$),
and the quadratic differentials ($\lambda = 2$).

Next we introduce algebraic operations on the space of all weights
$$\mathcal{F} := \bigoplus_{\lambda \in \frac{1}{2} \mathbb{Z}} \mathcal{F}^\lambda. \quad (13)$$
These operations will allow us to introduce the algebras we are heading for.
3.2. **Associative Structure.** The natural map of the locally free sheaves of rank one
\[ \mathcal{H}^\lambda \times \mathcal{H}^\nu \to \mathcal{H}^\lambda \otimes \mathcal{H}^\nu \cong \mathcal{H}^{\lambda + \nu}, \quad (s, t) \mapsto s \otimes t, \] defines a bilinear map
\[ : \mathcal{F}^\lambda \times \mathcal{F}^\nu \to \mathcal{F}^{\lambda + \nu}. \] With respect to local trivialisations this corresponds to the multiplication of the local representing meromorphic functions
\[ (s dz^\lambda, t dz^\nu) \mapsto s dz^\lambda \cdot t dz^\nu = s t dz^{\lambda + \nu}. \] If there is no danger of confusion then we will mostly use the same symbol for the section and for the local representing function.

The following is obvious

**Proposition 3.2.** The vector space \( \mathcal{F} \) is an associative and commutative graded (over \( \mathbb{Z}/2\mathbb{Z} \)) algebras. Moreover, \( \mathcal{A} = \mathcal{F}^0 \) is a subalgebra.

**Definition 3.3.** The associative algebra \( \mathcal{A} \) is the Krichever-Novikov function algebra (associated to \((\Sigma, A))\).

Of course, it is the algebra of meromorphic functions on \( \Sigma \) which are holomorphic outside of \( A \). The spaces \( \mathcal{F}^\lambda \) are modules over \( \mathcal{A} \). In the classical situation \( \mathcal{A} = \mathbb{C}[z, z^{-1}] \), the algebra of Laurent polynomials.

3.3. **Lie Algebra Structure.** Next we define a Lie algebra structure on the space \( \mathcal{F} \). The structure is induced by the map
\[ \mathcal{F}^\lambda \times \mathcal{F}^\nu \to \mathcal{F}^{\lambda + \nu + 1}, \quad (s, t) \mapsto [s, t], \] which is defined in local representatives of the sections by
\[ (s dz^\lambda, t dz^\nu) \mapsto [s dz^\lambda, t dz^\nu] := \left( -\lambda s \frac{dt}{dz} + \nu t \frac{ds}{dz} \right) dz^{\lambda + \nu + 1}, \] and bilinearly extended to \( \mathcal{F} \).

**Proposition 3.4.** \((\underline{43}), (\underline{53})\)
(a) The bilinear map \([., .]\) defines a Lie algebra structure on \( \mathcal{F} \).
(b) The space \( \mathcal{F} \) with respect to \( \cdot \) and \([., .]\) is a Poisson algebra.

Next we consider certain important substructures.

3.4. **The Vector Field Algebra and the Lie Derivative.** For \( \lambda = \nu = -1 \) in (17) we end up in \( \mathcal{F}^{-1} \) again. Hence,

**Proposition 3.5.** The subspace \( \mathcal{L} = \mathcal{F}^{-1} \) is a Lie subalgebra, and the \( \mathcal{F}^\lambda \)'s are Lie modules over \( \mathcal{L} \).
As forms of weight $-1$ are vector fields, $\mathcal{L}$ could also be defined as the Lie algebra of those meromorphic vector fields on the Riemann surface $\Sigma$ which are holomorphic outside of $A$. The product (18) gives the usual Lie bracket of vector fields and the Lie derivative for their actions on forms. Due to its importance let us specialize this. We obtain (naming the local functions with the same symbol as the section)

$$\left[ e, f \right]_{\Sigma}(z) = \left[ e(z) \frac{d}{dz}, f(z) \frac{d}{dz} \right] = \left( e(z) \frac{df}{dz}(z) - f(z) \frac{de}{dz}(z) \right) \frac{d}{dz}, \quad (19)$$

$$\nabla_e(g)(z) = L_e(g) = e.g = \left( e(z) \frac{dg}{dz}(z) + \lambda g(z) \frac{de}{dz}(z) \right) (dz)^\lambda. \quad (20)$$

**Definition 3.6.** The algebra $\mathcal{L}$ is called Krichever-Novikov type vector field algebra (associated to $(\Sigma, A)$).

In the classical case this gives the Witt algebra.

### 3.5. The Algebra of Differential Operators.

In $\mathcal{F}$, considered as Lie algebra, $A = \mathcal{F}^0$ is an abelian Lie subalgebra and the vector space sum $\mathcal{F}^0 \oplus \mathcal{F}^{-1} = A \oplus \mathcal{L}$ is also a Lie subalgebra of $\mathcal{F}$. In an equivalent way it can also be constructed as semi-direct sum of $\mathcal{A}$ considered as abelian Lie algebra and $\mathcal{L}$ operating on $\mathcal{A}$ by taking the derivative.

**Definition 3.7.** This Lie algebra is called the Lie algebra of differential operators of degree $\leq 1$ of KN type (associated to $(\Sigma, A)$) and is denoted by $\mathcal{D}_1$.

In more direct terms $\mathcal{D}_1 = A \oplus \mathcal{L}$ as vector space direct sum and endowed with the Lie product

$$[(g, e), (h, f)] = (e \cdot h - f \cdot g, [e, f]) \quad (21)$$

The spaces $\mathcal{F}^\lambda$ will be Lie-modules over $\mathcal{D}_1$.

Its universal enveloping algebra will be the algebra of all differential operators of arbitrary degree [40], [42], [46].

### 3.6. The Superalgebra of Half Forms.

Next we consider the associative product

$$\cdot \mathcal{F}^{-1/2} \times \mathcal{F}^{-1/2} \rightarrow \mathcal{F}^{-1} = \mathcal{L}. \quad (22)$$

We introduce the vector space and the product

$$\mathcal{I} := \mathcal{L} \oplus \mathcal{F}^{-1/2}, \quad [(e, \varphi), (f, \psi)] := ([e, f] + \varphi \cdot \psi, e \cdot \varphi - f \cdot \psi). \quad (23)$$

Usually we will denote the elements of $\mathcal{L}$ by $e, f, \ldots$, and the elements of $\mathcal{F}^{-1/2}$ by $\varphi, \psi, \ldots$.

The definition (23) can be reformulated as an extension of $[\cdot, \cdot]$ on $\mathcal{L}$ to a “super-bracket” (denoted by the same symbol) on $\mathcal{I}$ by setting

$$[e, \varphi] := -[\varphi, e] := e \cdot \varphi = \left( e \frac{d\varphi}{dz} - \frac{1}{2} \varphi \frac{de}{dz} \right)(dz)^{-1/2} \quad (24)$$
and

\[ [\varphi, \psi] := \varphi \cdot \psi. \] (25)

We call the elements of \( \mathcal{L} \) elements of even parity, and the elements of \( \mathcal{F}^{-1/2} \) elements of odd parity. For such elements \( x \) we denote by \( \bar{i} \in \{0, 1\} \) their parity.

The sum (23) can also be described as \( \mathcal{S} = \mathcal{S}_{\bar{0}} \oplus \mathcal{S}_{\bar{1}} \), where \( \mathcal{S}_i \) is the subspace of elements of parity \( \bar{i} \).

**Proposition 3.8.** [52] The space \( \mathcal{S} \) with the above introduced parity and product is a Lie superalgebra.

**Definition 3.9.** The algebra \( \mathcal{S} \) is the Krichever-Novikov type Lie superalgebra (associated to \((\Sigma, A)\)).

Classically this Lie superalgebra corresponds to the Neveu-Schwarz superalgebra. See in this context also [10], [3], [5].

### 3.7. Jordan Superalgebra.

Leidwanger and Morier-Genoux introduced in [30] a Jordan superalgebra in the Krichever-Novikov setting, i.e.

\[ \mathcal{J} := \mathcal{F}^0 \oplus \mathcal{F}^{-1/2} = \mathcal{J}_{\bar{0}} \oplus \mathcal{J}_{\bar{1}}. \] (26)

Recall that \( \mathcal{A} = \mathcal{F}^0 \) is the associative algebra of meromorphic functions. They define the (Jordan) product \( \circ \) is via the algebra structures for the spaces \( \mathcal{F}^\lambda \) by

\[ f \circ g := f \cdot g \in \mathcal{F}^0, \]
\[ f \circ \varphi := f \cdot \varphi \in \mathcal{F}^{-1/2} \]
\[ \varphi \circ \psi := [\varphi, \psi] \in \mathcal{F}^0. \] (27)

By rescaling the second definition with the factor \( 1/2 \) one obtains a Lie antialgebra. See [30] for more details and additional results on representations.

### 3.8. Current Algebras.

We start with \( g \) a complex finite-dimensional Lie algebra and endow the tensor product \( \mathfrak{g} = g \otimes \mathbb{C} \mathcal{A} \) with the Lie bracket

\[ [x \otimes f, y \otimes g] = [x, y] \otimes f \cdot g, \quad x, y \in g, \quad f, g \in \mathcal{A}. \] (28)

The algebra \( \mathfrak{g} \) is the higher genus current algebra. It is an infinite dimensional Lie algebra and might be considered as the Lie algebra of \( g \)-valued meromorphic functions on the Riemann surface with poles only outside of \( A \). Note that we allow also the case of \( g \) an abelian Lie algebra.

**Definition 3.10.** The algebra \( \mathfrak{g} \) is called current algebra of Krichever Novikov type (associated to \((\Sigma, A)\)).

Sometimes also the name loop algebra is used.

In the classical case the current algebra \( \mathfrak{g} \) is the standard current algebra \( \mathfrak{g} = g \otimes \mathbb{C}[z^{-1}, z] \) with Lie bracket

\[ [x \otimes z^n, y \otimes z^m] = [x, y] \otimes z^{n+m}, \quad x, y \in g, \quad n, m \in \mathbb{Z}. \] (29)
To point out the dependence on the geometrical structure we added always “(associated to $(\Sigma, A)$)” in the definition. For simplicity we will drop it starting from now.

4. Almost-Graded Structure

4.1. Definition of Almost-Gradedness. Recall the classical situation. This is the Riemann surface $\mathbb{P}^1(\mathbb{C}) = S^2$, i.e. the Riemann surface of genus zero, and the points where poles are allowed are $\{0, \infty\}$. In this case the algebras introduced in the last section are graded algebras. In the higher genus case and even in the genus zero case with more than two points where poles are allowed there is no non-trivial grading anymore. As realized by Krichever and Novikov [26] there is a weaker concept, an almost-grading, which to a large extend is a valuable replacement of a honest grading. Such an almost-grading is induced by a splitting of the set $A$ into two non-empty and disjoint sets $I$ and $O$. The almost-grading is fixed by exhibiting certain basis elements in the spaces $\mathcal{F}^\lambda$ as homogeneous.

**Definition 4.1.** Let $\mathcal{L}$ be a Lie or an associative algebra such that $\mathcal{L} = \oplus_{n \in \mathbb{Z}} \mathcal{L}_n$ is a vector space direct sum, then $\mathcal{L}$ is called an almost-graded (Lie-) algebra if

(i) $\dim \mathcal{L}_n < \infty$,

(ii) There exists constants $L_1, L_2 \in \mathbb{Z}$ such that

$$\mathcal{L}_n \cdot \mathcal{L}_m \subseteq \bigoplus_{h=n+m-L_1}^{n+m+L_2} \mathcal{L}_h, \quad \forall n, m \in \mathbb{Z}. \quad (30)$$

The elements in $\mathcal{L}_n$ are called homogeneous elements of degree $n$, and $\mathcal{L}_n$ is called homogeneous subspace of degree $n$.

If $\dim \mathcal{L}_n$ is bounded with a bound independent of $n$ we call $\mathcal{L}$ strongly almost-graded. If we drop the condition that $\dim \mathcal{L}_n$ is finite we call $\mathcal{L}$ weakly almost-graded.

In a similar manner almost-graded modules over almost-graded algebras are defined. We can extend in an obvious way the definition to superalgebras, resp. even to more general algebraic structures. This definition makes complete sense also for more general index sets $J$. In fact we will consider the index set $J = (1/2)\mathbb{Z}$ in the case of superalgebras. The even elements (with respect to the super-grading) will have integer degree, the odd elements half-integer degree.

4.2. Separating Cycle and Krichever-Novikov Duality. Let $C_i$ be positively oriented (deformed) circles around the points $P_i$ in $I$, $i = 1, \ldots, K$ and $C^*_j$ positively oriented ones around the points $Q_j$ in $O$, $j = 1, \ldots, M$.

A cycle $C_S$ is called a separating cycle if it is smooth, positively oriented of multiplicity one and if it separates the in- from the out-points. It might have multiple components. In the following we will integrate meromorphic differentials on $\Sigma$.
without poles in $\Sigma \setminus A$ over closed curves $C$. Hence, we might consider the $C$ and $C'$ as equivalent if $[C] = [C']$ in $H(\Sigma \setminus A, \mathbb{Z})$. In this sense we can write for every separating cycle

$$[C_S] = \sum_{i=1}^{K} [C_i] = - \sum_{j=1}^{M} [C'_j].$$

(31)

The minus sign appears due to the opposite orientation. Another way for giving such a $C_S$ is via level lines of a “proper time evolution”, for which I refer to Ref. [39].

Given such a separating cycle $C_S$ (resp. cycle class) we define a linear map $\mathcal{F}^1 \rightarrow \mathbb{C}$, $\omega \mapsto \frac{1}{2\pi i} \int_{C_S} \omega$.

(32)

As explained above the map will not depend on the separating line $C_S$ chosen, as two of such will be homologous and the poles of $\omega$ are only located in $I$ and $O$.

Consequently, the integration of $\omega$ over $C_S$ can also be described over the special cycles $C_i$ or equivalently over $C'_j$. This integration corresponds to calculating residues

$$\omega \mapsto \frac{1}{2\pi i} \int_{C_S} \omega = \sum_{i=1}^{K} \text{res}_{P_i}(\omega) = - \sum_{l=1}^{M} \text{res}_{Q_l}(\omega).$$

(33)

Definition 4.2. The pairing

$$\mathcal{F}^\lambda \times \mathcal{F}^{1-\lambda} \rightarrow \mathbb{C}, \quad (f,g) \mapsto \langle f,g \rangle := \frac{1}{2\pi i} \int_{C_S} f \cdot g,$$

(34)

between $\lambda$ and $1-\lambda$ forms is called Krichever-Novikov (KN) pairing.

Note that the pairing depends not only on $A$ (as the $\mathcal{F}^\lambda$ depend on it) but also critically on the splitting of $A$ into $I$ and $O$ as the integration path will depend on it. Once the splitting is fixed the pairing will be fixed too.

By exhibiting dual basis elements further down we will see that it is non-degenerate.

4.3. The Homogeneous Subspaces. Depending on whether $\lambda$ is integer or half-integer we set $J_\lambda = \mathbb{Z}$ or $J_\lambda = \mathbb{Z} + 1/2$. For $\mathcal{F}^\lambda$ we introduce for $m \in J_\lambda$ subspaces $\mathcal{F}^\lambda_m$ of dimension $K$, where $K = \#I$, by exhibiting certain elements $f^\lambda_{m,p} \in \mathcal{F}^\lambda$, $p = 1, \ldots, K$ which constitute a basis of $\mathcal{F}^\lambda_m$. Recall that the spaces $\mathcal{F}^\lambda$ for $\lambda \in \mathbb{Z} + 1/2$ depend on the chosen square root $L$ (the theta characteristic) of $\mathcal{X}$. The elements are the elements of degree $m$. As explained in the following, the degree is in an essential way related to the zero orders of the elements at the points in $I$.

Let $I = \{P_1, P_2, \ldots, P_K\}$ then we have for the zero-order at the point $P_i \in I$ of the element $f^\lambda_{m,p}$

$$\text{ord}_{P_i}(f^\lambda_{m,p}) = (n + 1 - \lambda) - \delta^p_i, \quad i = 1, \ldots, K.$$

(35)

The prescription at the points in $O$ is made in such a way that the element $f^\lambda_{m,p}$ is essentially uniquely given. Essentially unique means up to multiplication with
After fixing as additional geometric data a system of coordinates $z_l$ centered at $P_l$ for $l = 1, \ldots, K$ and requiring that
\[
f_{n,p}^\lambda(z_p) = z_p^{n-\lambda}(1 + O(z_p))(dz_p)^\lambda
\]
the element $f_{n,p}$ is uniquely fixed. In fact, the element $f_{n,p}^\lambda$ only depends on the first jet of the coordinate $z_p$\footnote{Strictly speaking, there are some special cases where some constants have to be added such that the Krichever-Novikov duality \footnote{\cite{39}} is valid, see \footnote{\cite{39}}.}

**Example.** Here we will not give the general recipe for the prescription at the points in $O$, see \footnote{\cite{39}}, \footnote{\cite{40}}, \footnote{\cite{53}}. Just to give an example which is also an important special case, assume $O = \{Q\}$ is a one-element set. If either the genus $g = 0$, or $g \geq 2$, $\lambda \neq 0, 1/2, 1$ and the points in $A$ are in generic position then we require
\[
\text{ord}_Q(f_{n,p}^\lambda) = -K \cdot (n + 1 - \lambda) + (2\lambda - 1)(g - 1). \tag{37}
\]
In the other cases (e.g. for $g = 1$) there are some modifications at the point in $O$ necessary for finitely many $n$.

**Theorem 4.3.** \footnote{\cite{39}}, \footnote{\cite{40}}, \footnote{\cite{53}} Set
\[
\mathcal{B}^\lambda := \{f_{n,p}^\lambda | n \in \mathbb{I}_\lambda, p = 1, \ldots, K\}. \tag{38}
\]
Then (a) $\mathcal{B}^\lambda$ is a basis of the vector space $\mathcal{F}^\lambda$.
(b) The introduced basis $\mathcal{B}^\lambda$ of $\mathcal{F}^\lambda$ and $\mathcal{B}^{1-\lambda}$ of $\mathcal{F}^{1-\lambda}$ are dual to each other with respect to the Krichever-Novikov pairing \footnote{\cite{57}}, i.e.
\[
\langle f_{n,p}^\lambda, f_{-m,r}^{1-\lambda} \rangle = \delta_p^r \delta_n^m, \quad \forall n, m \in \mathbb{I}_\lambda, \quad r, p = 1, \ldots, K. \tag{39}
\]
From part (b) of the theorem it follows that the Krichever-Novikov pairing is non-degenerate. Moreover, any element $v \in \mathcal{F}^{1-\lambda}$ acts as linear form on $\mathcal{F}^\lambda$ via
\[
\Phi_v : \mathcal{F}^\lambda \mapsto \mathbb{C}, \quad w \mapsto \Phi_v(w) := \langle v, w \rangle. \tag{40}
\]
Via this pairing $\mathcal{F}^{1-\lambda}$ can be considered as subspace of $(\mathcal{F}^\lambda)^*$. But I like to stress the fact that the identification depends on the splitting of $A$ into $I$ and $O$ as the KN pairing depends on it.

The full space $(\mathcal{F}^\lambda)^*$ can even be described with the help of the pairing. Consider the series
\[
\hat{v} := \sum_{m \in \mathbb{Z}, p = 1}^K \sum_{m \in \mathbb{Z}, p = 1}^K m \sum_{m \in \mathbb{Z}, p = 1}^K d_{m,p} f_{m,p}^{1-\lambda} \tag{41}
\]
as a formal series, then $\Phi_v$ (as a distribution) is a well-defined element of $\mathcal{F}^{\lambda,*}$, as it will be only evaluated for finitely many basis elements in $\mathcal{F}^\lambda$. Vice versa, every
element of $\mathcal{F}^\lambda$ can be given by a suitable $\hat{v}$. Every $\phi \in (\mathcal{F}^\lambda)^*$ is uniquely given by the scalars $\phi(f^\lambda_{m, r})$. We set

$$\hat{v} := \sum_{m \in \mathbb{Z}} \sum_{p=1}^K \phi(f^\lambda_{-m, p}) f_{m, p}^\lambda.$$ (42)

Obviously, $\Phi \hat{v} = \phi$. For more information about this “distribution interpretation” see [40], [43].

The dual elements of $\mathcal{L}$ will be given by the formal series (41) with basis elements from $\mathcal{F}^2$ the quadratic differentials, the dual elements of $\mathcal{A}$ correspondingly from $\mathcal{F}^1$ the differentials, and the dual elements of $\mathcal{F}^{-1/2}$ correspondingly from $\mathcal{F}^{3/2}$. The spaces $\mathcal{F}^2$, $\mathcal{F}^1$ and $\mathcal{F}^{-1/2}$ themselves can be considered as some kind of restricted duals.

It is quite convenient to use special notations for elements of some important weights:

$$e_{n, p} := f_{-n, p}^{-1}, \quad \varphi_{n, p} := f_{-n, p}^{-1/2}, \quad A_{n, p} := f_{n, p}^0,$$

$$\omega^{n, p} := f_{n, p}^1, \quad \Omega^{n, p} := f_{-n, p}^{2}.$$ (43)

In view of (39) for the forms of weight 1 and 2 it is convenient to invert the index $n$ and write it as a superscript.

4.4. The Algebras.

**Theorem 4.4.** [39], [40], [53] There exists constants $R_1$ and $R_2$ (depending on the genus $g$, and on the number and splitting of the points in $A$) independent of $n, m \in \mathbb{J}$ such that for the basis elements

$$f^\lambda_{n, p} \cdot f^\nu_{m, r} = f^{\lambda + \nu}_{n+m, p} \delta^r_p + \sum_{h=n+m+1}^{n+m+R_1} \sum_{s=1}^K a_{(n, p)(m, r)}^{(h, s)} f^\lambda_{h, s} \cdot a_{m, p}^{(h, s)} \in \mathbb{C},$$

$$[f^\lambda_{n, p}, f^\nu_{m, r}] = (-\lambda m + vn) f^{\lambda + \nu + 1}_{n+m, r} \delta^r_p + \sum_{h=n+m+1}^{n+m+R_2} \sum_{s=1}^K b_{(n, p)(m, r)}^{(h, s)} f^\lambda_{h, s} \cdot b_{m, r}^{(h, s)} \in \mathbb{C}. $$ (44)

This says in particular that with respect to both the associative and Lie structure the algebra $\mathcal{F}$ is weakly almost-graded. In generic situations and for $N = 2$ points one obtains $R_1 = g$ and $R_2 = 3g$.

The reason why we only have weakly almost-gradedness is that

$$\mathcal{F}^\lambda = \bigoplus_{m \in \mathbb{J}_\lambda} \mathcal{F}^\lambda_m, \quad \text{with} \quad \dim \mathcal{F}^\lambda_m = K.$$ (45)
If we add up for a fixed $m$ all $\lambda$, we get that our homogeneous spaces are infinite dimensional.

In the definition of our KN type algebra only finitely many $\lambda$ are involved, hence the following is immediate

**Theorem 4.5.** The Krichever-Novikov type vector field algebras $L$, function algebras $A$, differential operator algebras $D$, Lie superalgebras $S$, and Jordan superalgebras $J$ are all (strongly) almost-graded.

We obtain

$$\dim L_n = \dim A_n = K, \quad \dim J_n = \dim J_n = 2K, \quad \dim D^1_n = 3K.$$  \hfill (46)

If $U$ is one of these algebras, with product denoted by $[,]$, then

$$(U_n, U_m) \subseteq \bigoplus_{h=n+m} U_h,$$  \hfill (47)

with $R_i = R_1$ for $U = A$ and $R_i = R_2$ otherwise.

For further reference let us specialize the lowest degree term component in (44) for certain special cases.

$$A_{n,p} \cdot A_{m,r} = A_{n+m,r} \delta^p_r + \text{h.d.t.}$$

$$A_{n,p} \cdot f^\lambda_{m,r} = f^\lambda_{n+m,r} \delta^p_r + \text{h.d.t.}$$

$$[\epsilon_{n,p}, \epsilon_{m,r}] = (m-n) \cdot \epsilon_{n+m,r} \delta^p_r + \text{h.d.t.}$$

$$\epsilon_{n,p} \cdot f^\lambda_{m,r} = (m+n\lambda) \cdot f^\lambda_{n+m,r} \delta^p_r + \text{h.d.t.}$$  \hfill (48)

Here h.d.t. denote linear combinations of basis elements of degree between $n+m+1$ and $n+m+R_i$.

Finally, the almost-grading of $A$ induces an almost-grading of the current algebra $\mathfrak{g}$ by setting $\mathfrak{g}_n = g \otimes A_n$. We obtain

$$\mathfrak{g} = \bigoplus_{n \in \mathbb{Z}} \mathfrak{g}_n, \quad \dim \mathfrak{g}_n = K \cdot \dim g.$$  \hfill (49)

**4.5. Triangular Decomposition and Filtrations.** Let $U$ be one of the above introduced algebras (including the current algebra). On the basis of the almost-grading we obtain a triangular decomposition of the algebras

$$U = U_{[+]} \oplus U_{[0]} \oplus U_{[-]},$$  \hfill (50)

where

$$U_{[+]} := \bigoplus_{m>0} U_m, \quad U_{[0]} = \bigoplus_{m=-R_i}^m U_m, \quad U_{[-]} := \bigoplus_{m<-R_i} U_m.$$  \hfill (51)

By the almost-gradedness the $[+]$ and $[-]$ subspaces are (infinite dimensional) subalgebras. The $[0]$ spaces in general not. Sometimes we will use critical strip for $U_{[0]}$. 

With respect to the almost-grading of $\mathcal{F}^\lambda$ we can introduce a filtration

$$\mathcal{F}^\lambda_{(n)} := \bigoplus_{m \geq n} \mathcal{F}^\lambda_m,$$

$$\ldots \supseteq \mathcal{F}^\lambda_{(n-1)} \supseteq \mathcal{F}^\lambda_{(n)} \supseteq \mathcal{F}^\lambda_{(n+1)} \ldots$$

(52)

**Proposition 4.6.**

$$\mathcal{F}^\lambda_{(n)} := \{ f \in \mathcal{F}^\lambda \mid \text{ord}_P(f) \geq n - \lambda, \forall i = 1, \ldots, K \}.$$ (53)

This proposition is very important. In case that $O$ has more than one point there are certain choices, e.g. numbering of the points in $O$, different rules, etc. involved in defining the almost-grading. Hence, if the choices are made differently the subspaces $\mathcal{F}^\lambda_m$ might depend on them, and consequently also the almost-grading. But by this proposition the induced filtration is indeed canonically defined via the splitting of $A$ into $I$ and $O$.

Moreover, different choices will give equivalent almost-grading. We stress the fact, that under a KN algebra we will always understand one of introduced the algebras (or even some others still to come) together with an almost-grading (resp. equivalence class of almost-grading) introduced by the splitting $A = I \cup O$.

5. **Central Extensions**

Central extension of our algebras appear naturally in the context of quantization and regularization of actions. In Section 6.1 we will see a typical example. Of course they are also of independent mathematical interest.

5.1. **Central Extensions and Cocycles.** A central extension of a Lie algebra $W$ is a special Lie algebra structure on the vector space direct sum $\hat{W} = \mathbb{C} \oplus W$. If we denote $\hat{x} := (0,x)$ and $\hat{t} := (1,0)$ then the Lie structure is given by

$$[\hat{x}, \hat{y}] = [x,y] + \psi(x,y) \cdot t, \quad [t, \hat{W}] = 0, \quad x, y \in W.$$ (54)

The map $x \mapsto \hat{x} = (0,x)$ is a linear splitting map. $\hat{W}$ will be a Lie algebra, e.g. will fulfill the Jacobi identity, if and only if $\psi$ is antisymmetric and fulfills the Lie algebra 2-cocycle condition

$$0 = d_2 \psi(x, y, z) := \psi([x, y], z) + \psi([y, z], x) + \psi([z, x], y).$$ (55)

A 2-cochain $\psi$ is a coboundary if there exists a $\varphi : W \to \mathbb{C}$ such that

$$\psi(x, y) = \varphi([x, y]).$$ (56)

One easily shows that a coboundary is a cocycle. Hence, we can define the second Lie algebra cohomology $H^2(W, \mathbb{C})$ of $W$ with values in the trivial module $\mathbb{C}$ as this quotient.

There is the notion of equivalence of central extensions. For the definition in terms of short exact sequences, I refer to the standard text books. Equivalently, they
can be described by a different choice of the linear splitting map. Instead of
\[ x \mapsto \hat{x} = (0, x) \] one chooses
\[ x \mapsto \hat{x}' = (\phi, x) \] with \( \phi : W \to \mathbb{C} \) a linear form. For \( \phi \neq 0 \)
the Lie structure corresponding to (54) will be different, but equivalent. In fact in
(54) we obtain a different 2-cocycle \( \psi' \).

From this definition follows that that two central extensions are equivalent if and
only if the difference of their defining 2-cocycles \( \psi \) and \( \psi' \) is a coboundary. In this
way the second Lie algebra cohomology \( H^2(W, \mathbb{C}) \) classifies equivalence classes of
central extensions. The class \([0]\) corresponds to the trivial central extension. In this
case the splitting map is a Lie homomorphism. To construct central extensions of
our algebras we have to find such Lie algebra 2-cocycles.

Clearly, equivalent central extensions are isomorphic. The opposite is not true.
Furthermore, in our case we can always rescale the central element by multiplying
it with a nonzero scalar. This is not an equivalence of central extensions but
nevertheless an irrelevant modification. Hence we will mainly be interested in central
extensions modulo equivalence and rescaling. They are classified by \([0]\) and the
elements of the projectivized cohomology space \( \mathbb{P}(H^2(W, \mathbb{C})) \).

In the classical case we have \( \dim H^2(W, \mathbb{C}) = 1 \), hence there are only two essen-
tially different central extensions, the splitting one given by the direct sum \( \mathbb{C} \oplus W \)
of Lie algebras and the up to equivalence and rescaling unique non-trivial one, the
Virasoro algebra \( \mathcal{V} \).

Remark 5.1. Given a vector space bases \( \{ e_\rho \mid \rho \in \mathcal{A} \} \) of \( W \), a vector space basis
of \( \hat{W} \) will be given by \( \{ \hat{e}_\rho := (0, e_\rho) \mid \rho \in \mathcal{A} \} \). An equivalent central
extension can be described as a change of basis and rescaling of the form
\[ \hat{e}'_\rho = \hat{e}_\rho + \phi(e_\rho) t, \quad t' = \alpha \cdot t, \quad \alpha \in \mathbb{C}^*. \]  (57)

5.2. Geometric Cocycles. The defining cocycle for the Virasoro algebra obviously
does not make any sense in the higher genus and/or multi-point case. We need a
geometric description. For this we have first to introduce connections.

5.2.1. Projective and Affine Connections. Let \( (U_\alpha, z_\alpha)_{\alpha \in J} \) be a covering of the
Riemann surface \( \Sigma \) by holomorphic coordinates with transition functions \( z_\beta = f_\beta \alpha (z_\alpha) \).

Definition 5.2. (a) A system of local (holomorphic, meromorphic) functions \( R = (R_\alpha(z_\alpha)) \) is called a (holomorphic, meromorphic) projective connection if it transforms as
\[ R_\beta(z_\beta) \cdot (f_\beta \alpha)'^2 = R_\alpha(z_\alpha) + S(f_\beta \alpha), \quad \text{with} \quad S(h) = \frac{h'''}{h'} - \frac{3}{2} \left( \frac{h''}{h'} \right)^2, \]  (58)
the Schwartzian derivative. Here \( ' \) denotes differentiation with respect to the coor-
dinate \( z_\alpha \).
(b) A system of local (holomorphic, meromorphic) functions \( T = (T_\alpha(z_\alpha)) \) is called a (holomorphic, meromorphic) affine connection if it transforms as

\[
T_\beta(z_\beta) \cdot (f'_{\beta,\alpha}) = T_\alpha(z_\alpha) + \frac{f''_{\beta,\alpha}}{f'_{\beta,\alpha}}.
\]

(59)

Every Riemann surface admits a holomorphic projective connection [20], [19].

Given a point \( P \) then there exists always a meromorphic affine connection holomorphic outside of \( P \) and having maximally a pole of order one there [40].

From their very definition it follows that the difference of two affine (projective) connections will be a (quadratic) differential. Hence, after fixing one affine (projective) connection all others are obtained by adding (quadratic) differentials.

5.2.2. The Function Algebra \( \mathcal{A} \). We consider \( \mathcal{A} \) as an abelian Lie algebra. Let \( C \) be an arbitrary smooth but not necessarily connected curve. We set

\[
\psi^1_C(g,h) := \frac{1}{2\pi i} \int_C gdh, \quad g, h \in \mathcal{A}.
\]

(60)

5.2.3. The Current Algebra \( \mathcal{B} \). For \( \mathcal{B} = g \otimes \mathcal{A} \) we first have to fix \( \beta \) a symmetric, invariant, bilinear form on \( g \) (not necessarily non-degenerate). Invariance means that we have \( \beta([x,y],z) = \beta(x,[y,z]) \) for all \( x,y,z \in g \). The cocycle is given as

\[
\psi^2_{C,\beta}(x \otimes g, y \otimes h) := \beta(x,y) \cdot \frac{1}{2\pi i} \int_C gdh, \quad x, y \in g, \quad g, h \in \mathcal{A}.
\]

(61)

5.2.4. The Vector Field Algebra \( \mathcal{L} \). Here it is a little bit more delicate. First we have to choose a (holomorphic) projective connection \( R \). We define

\[
\psi^3_{C,R}(e,f) := \frac{1}{24\pi i} \int_C \left( \frac{1}{2}(e''f - ef'') - R \cdot (e' f - ef') \right) dz.
\]

(62)

Only by the term related with the projective connection it will be a well-defined differential, i.e. independent of the coordinate chosen. It is shown in [40] that it is a cocycle. Another choice of a projective connection will result in a cohomologous one. Hence, the equivalence class of the central extension will be the same.

5.2.5. The Differential Operator Algebra \( \mathcal{D}^1 \). For the differential operator algebra the cocycles for \( \mathcal{A} \) can be extended by zero on the subspace \( \mathcal{L} \). The cocycles for \( \mathcal{L} \) can be pulled back. In addition there is a third type of cocycles mixing \( \mathcal{A} \) and \( \mathcal{L} \):

\[
\psi^4_{C,T}(e,g) := \frac{1}{24\pi i} \int_C (eg'' + Teg')dz, \quad e \in \mathcal{L}, g \in \mathcal{A},
\]

(63)

with an affine connection \( T \), with at most a pole of order one at a fixed point in \( O \). Again, a different choice of the connection will not change the equivalence class. For more details on the cocycles see [46].
5.2.6. The Lie Superalgebra $\mathcal{S}$. Here we have to take into account that it is not a Lie algebra. Hence, the Jacobi identity has to be replaced by the super-Jacobi identity. The conditions for being a cocycle for the superalgebra cohomology will change too. Recall the definition of the algebra from Section 3.6, in particular that the even elements (parity 0) are the vector fields and the odd elements (parity 1) are the half-forms. A bilinear form $c$ is a cocycle if the following is true. The bilinear map $c$ will be symmetric if $x$ and $y$ are odd, otherwise it will be antisymmetric.

$$c(x,y) = -(-1)^{xy}c(x,y). \quad (64)$$

The super-cocycle condition reads as

$$(-1)^{x}c(x,[y,z]) + (-1)^{y}c(y,[z,x]) + (-1)^{z}c(z,[x,y]) = 0. \quad (65)$$

With the help of $c$ we can define central extensions in the Lie superalgebra sense. If we put the condition that the central element is even then the cocycle $c$ has to be an even map and $c$ vanishes for pairs of elements of different parity.

By convention we denote vector fields by $e, f, g, \ldots$ and $-1/2$-forms by $\varphi, \psi, \chi, \ldots$ and get

$$c(e, \varphi) = 0, \quad e \in \mathcal{L}, \varphi \in \mathcal{F}^{-1/2}. \quad (66)$$

The super-cocycle conditions for the even elements is just the cocycle condition for the Lie subalgebra $\mathcal{L}$. The only other nonvanishing super-cocycle condition is for the $(\text{even, odd, odd})$ elements and reads as

$$c(e, [\varphi, \psi]) - c(\varphi, e \cdot \psi) - c(\psi, e \cdot \varphi) = 0. \quad (67)$$

Here the definition of the product $[e, \psi] := e \cdot \psi$ was used.

If we have a cocycle $c$ for the algebra $\mathcal{S}$ we obtain by restriction a cocycle for the algebra $\mathcal{L}$. For the mixing term we know that $c(e, \psi) = 0$. A naive try to put just anything for $c(\varphi, \psi)$ (for example 0) will not work as (67) relates the restriction of the cocycle on $\mathcal{L}$ with its values on $\mathcal{F}^{-1/2}$.

**Proposition 5.3.** \[52\] Let $C$ be any closed (differentiable) curve on $\Sigma$ not meeting the points in $A$, and let $R$ be any (holomorphic) projective connection then the bilinear extension of

$$\Phi_{C,R}(e, f) := \frac{1}{24 \pi i} \int_C \left( \frac{1}{2} (e''' f - ef''') - R \cdot (e' f - ef') \right) dz$$

$$\Phi_{C,R}(\varphi, \psi) := -\frac{1}{24 \pi i} \int_C (\varphi'' \cdot \psi + \varphi \cdot \psi'' - R \cdot \varphi \cdot \psi) dz$$

$$\Phi_{C,R}(e, \varphi) := 0 \quad (68)$$

gives a Lie superalgebra cocycle for $\mathcal{S}$, hence defines a central extension of $\mathcal{S}$. A different projective connection will yield a cohomologous cocycle.
A similar formula was given by Bryant in [10]. By adding the projective connection in the second part of (68) he corrected some formula appearing in [3]. He only considered the two-point case and only the integration over a separating cycle. See also [24] for the multi-point case, where still only the integration over a separating cycle is considered.

In contrast to the differential operator algebra case the two parts cannot be prescribed independently. Only with the same integration path (more precisely, homology class) and the given factors in front of the integral it will work. The reason for this that (67) relates both.

5.3. Uniqueness and Classification of Central Extensions. Our cocycles depend on the choice of the connections \( R \) and \( T \). But different choices will not change the equivalence class. Hence, this ambiguity does not disturb us. What really matters is that they depend on the integration curve \( C \) chosen.

In contrast to the classical situation, for the higher genus and/or multi-point situation there are many essentially different closed curves and hence many non-equivalent central extensions defined by the integration.

But we should take into account that we want to extend the almost-grading from our algebras to the centrally extended ones. This means we take \( \deg \hat{x} := \deg x \) and assign a degree \( \deg(t) \) to the central element \( t \), and still obtain almost-gradedness.

This is possible if and only if our defining cocycle \( \psi \) is “local” in the following sense (the name was introduced in the two point case by Krichever and Novikov in [26]). There exists \( M_1, M_2 \in \mathbb{Z} \) such that

\[
\forall n, m : \; \psi(W_n, W_m) \neq 0 \implies M_1 \leq n + m \leq M_2.
\] (69)

Here \( W \) stands for any of our algebras (including the supercase). Very important, “local” is defined in terms of the almost-grading, and the grading itself depends on the splitting \( A = I \cup O \). Hence what is “local” depends on the splitting too.

We will call a cocycle bounded (from above) if there exists \( M \in \mathbb{Z} \) such that

\[
\forall n, m : \; \psi(W_n, W_m) \neq 0 \implies n + m \leq M.
\] (70)

Similarly bounded from below is defined. Locality means bounded from above and below.

Given a cocycle class we call it bounded (resp. local) if and only if it contains a representing cocycle which is bounded (resp. local). Not all cocycles in a bounded class have to be bounded. If we choose as integration path a separating cocycle \( C_S \), or one of the \( C_i \) then the above introduced geometric cocycles are local, resp. bounded. Recall that in this case integration can be done by calculating residues at the in-points or at the out-points. All these cocycles are cohomologically nontrivial. The theorems in the following concern the opposite direction. They were treated in my works [46], [47], [52].

I start with the vector field case as it will give a model for all the results.
Theorem 5.4. Let $\mathcal{L}$ be the Krichiver–Novikov vector field algebra.
(a) The space of bounded cohomology classes is $K$-dimensional ($K = \# I$). A basis is given by setting the integration path in (62) to $C_i$, $i = 1, \ldots, K$ the little (deformed) circles around the points $P_i \in I$.
(b) The space of local cohomology classes is one-dimensional. A generator is given by integrating (62) over a separating cocycle $C_S$.
(c) Up to equivalence and rescaling there is only one non-trivial one-dimensional central extension of the vector field algebra $\mathcal{L}$ which allows an extension of the almost-grading.

Part (c) says that the result is completely analogous to the case of the Witt algebra. Here I like to repeat again the fact that for $\mathcal{L}$ depending on the set $A$ and its possible splittings into two disjoint subsets there are different almost-gradings. Hence, the “unique” central extension finally obtained will also depend on the splitting. Only in the two point case there is only one splitting possible.

The above theorem is a model for all other classification results. We will always obtain a statement about the bounded (from above) cocycles and then for the local cocycles.

As $\mathfrak{a}$ is an abelian Lie algebra every skew-symmetric bilinear form will be a non-trivial cocycle. Hence, there is no hope of uniqueness. But if we add the condition of $\mathcal{L}$-invariance, i.e.
\[
\psi(e,g,h) + \psi(g,e,h) = 0, \quad \forall e \in \mathcal{L}, \; g, h \in \mathfrak{a}
\] (71)
things will change.

Let us denote the the subspace of local cohomology classes by $H^2_{\text{loc}}$, and the subspace of local and $\mathcal{L}$-invariant by $H^2_{\mathcal{L},\text{loc}}$. Note that the condition is only required for at least one representative in the cohomology class. We collect a part of the results for the other algebras in the following theorem.

Theorem 5.5.
(1) $\dim H^2_{\mathcal{L},\text{loc}}(\mathfrak{a}, \mathbb{C}) = 1$,
(2) $\dim H^2_{\text{loc}}(\mathfrak{g}, \mathbb{C}) = 1$,
(3) $\dim H^2_{\text{loc}}(\mathfrak{g}, \mathbb{C}^1, \mathbb{C}) = 3$,
(4) $\dim H^2_{\text{loc}}(\mathfrak{g}, \mathbb{C}) = 1$ for $\mathfrak{g}$ a simple finite-dimensional Lie algebra.

A basis of the cohomology spaces are given by taking the cohomology classes of the cocycles (60), (61), (62), (63), (68) obtained by integration over a separating cycle $C_S$.

Correspondingly, we obtain also for these algebras the corresponding result about uniqueness of almost-graded central extensions. For the differential operator algebra we got three independent cocycles. This generalizes results of [1] for the classical case.
For the bounded cocycle classes we have to multiply the dimensions above by $K$. For the supercase with odd central elements the bounded cohomology vanishes.

For $\mathfrak{g}$ a reductive Lie algebra and the cocycle $\mathcal{L}$-invariant if restricted to the abelian part, a complete classification of local cocycle classes for $\mathfrak{g}$ can be found in [47]. Note that in the case of a simple Lie algebra every symmetric, invariant bilinear form $\beta$ is a multiple of the Cartan-Killing form.

I like to mention that in all the applications I know of, the cocycles coming from representations, regularizations, etc. are local. Hence, the uniqueness or classification can be used.

6. Further Results

Above the basic concepts, results about the structure of these Krichever-Novikov type algebras and their central extensions were treated. Of course, this does not close the story. I will add some further important constructions and applications but due to space limitations only in a very condensed manner.


Our Krichever-Novikov vector field algebras $\mathcal{L}$ have as Lie modules the spaces $\mathcal{F}^\lambda$. These representations are not of the type physicists are usually interested in, as there is no ground state (no vacuum). There are neither creation nor annihilation operators which can be used to construct the full representation out of a vacuum state.

To obtain such desired representations the almost-grading comes into play. First, using the grading of $\mathcal{F}^\lambda$ it is possible to construct starting from $\mathcal{F}^\lambda$, the semi-infinite wedge forms $\mathcal{H}^\lambda$.

The vector space $\mathcal{H}^\lambda$ is generated by basis elements which are formal expressions

$$\Phi = f_{(i_1)}^\lambda \wedge f_{(i_2)}^\lambda \wedge f_{(i_3)}^\lambda \wedge \cdots,$$

where $(i_1) = (m_1, p_1)$ is a double index indexing our basis elements. The indices are in strictly increasing lexicographical order. They are stabilizing in the sense that they will increase exactly by one starting from a certain point, depending on $\Phi$. The action of $\mathcal{L}$ can be extended by Leibniz rule from $\mathcal{F}^\lambda$ to $\mathcal{H}^\lambda$. But a problem arises. For elements of the critical strip $\mathcal{L}_{[0]}$ of the algebra $\mathcal{L}$ it might happen that it produces infinitely many contributions. The action has to be regularized (as physicists like to call it, but it is a well-defined mathematical procedure).

Here the almost-grading has his second appearance. By the (strong) almost-graded module structure of $\mathcal{F}^\lambda$, the algebra $\mathcal{L}$ can be imbedded into the Lie algebra of both-sided infinite matrices

$$\overline{gl}(\infty) := \{A = (a_{ij})_{i,j \in \mathbb{Z}} \mid \exists r = r(A),\text{ such that } a_{ij} = 0 \text{ if } |i-j| > r\},$$
with “infinitely many diagonals”. The embedding will depend on the weight $\lambda$. For $\mathfrak{gl}(\infty)$ there exists a procedure for the regularization of the action on the semi-infinite wedge forms [12], [22], see also [23] for a nice pedagogical treatment. In particular, there is a unique non-trivial central extension $\widehat{\mathfrak{gl}}(\infty)$. If we pull-back the defining cocycle for the extension we obtain a central extension $\widehat{\mathcal{L}}_\lambda$ of $\mathcal{L}$ and the required regularization of the action of $\widehat{\mathcal{L}}_\lambda$ on $\mathcal{H}^\lambda$. As the embedding of $\mathcal{L}$ depends on the weight $\lambda$ the cocycle will do so. The pull-back cocycle will be local. Hence, by the classification results of Section 5.3 it is the unique central extension class defined by (62) integrated over $C_S$ (up to a $\lambda$ dependent rescaling).

In $\mathcal{H}^\lambda$ there are invariant subspaces, which are generated by a certain “vacuum vectors”. Such a vacuum $\Phi_T$ is given by an element of the form (72) which starts with the element $f^{\lambda}_{(T,1)}$, and the indices for the following ones increase always by one. The subalgebra $\mathcal{L}_{[+]}$ annihilates the vacuum, the central element and the other elements of degree zero act by multiplication with a constant on the vacuum and the whole representation state is generated by $\mathcal{L}_{[-]} \oplus \mathcal{L}_0$ from the vacuum.

As the function algebra $\mathcal{A}$ operates as multiplication operators on $\mathcal{F}^\lambda$ the above representation can be extended to the algebra $\mathcal{D}^\lambda$ (see details in [40]) after one passes over to central extensions. The cocycle again is local and hence, up to coboundary, it will be a certain linear combination of the 3 generating cocycles for the differential operator algebra. In fact it will be

$$c_\lambda [\psi^3] + \frac{2\lambda - 1}{2} [\psi^4] - [\psi^1], \quad c_\lambda := -2(6\lambda^2 - 6\lambda + 1). \quad (74)$$

Recall that $\psi^3$ is the cocycle for the vector field algebra, $\psi^1$ the cocycle for the function algebra, and $\psi^4$ the mixing cocycle, see [46] for details. Note that the expression for $c_\lambda$ appears also in Mumford’s formula [36] relating divisors on the moduli space of curves.

Also the representation on $\mathcal{H}^\lambda$ gives a projective representation of the algebra of $\mathcal{D}_\lambda$ of differential operators of all orders. It is exactly the combination (74) which lifts to a cocycle for $\mathcal{D}_\lambda$ and gives a central extension $\widehat{\mathcal{D}}_\lambda$. For $\mathcal{L}$ we could rescale the central element. Hence the central extension $\widehat{\mathcal{L}}$ did not depend essentially on the weight. Here this is different. The central extension $\widehat{\mathcal{D}}_\lambda$ depends on it.

For the centrally extended current algebras $\widehat{\mathfrak{g}}$, the affine algebra of KN type, in a similar way fermionic Fock space representations can be constructed, see [63], [55].

6.2. $b-c$ Systems. Related to the above there are other quantum algebra systems which can be realized on $\mathcal{H}^\lambda$. On the space $\mathcal{H}^\lambda$ the forms $\mathcal{F}^\lambda$ act by wedging elements $f^{\lambda} \in \mathcal{F}^\lambda$ in front of the semi-infinite wedge form, i.e.

$$\Phi \mapsto f^{\lambda} \wedge \Phi. \quad (75)$$
Using the Krichever-Novikov duality pairing (34) to contract in the semi-infinite wedge form the entries with the form \( f^{1-\lambda} \in \mathcal{F}^{1-\lambda} \) the latter form will act \( \mathcal{H}^\lambda \).

For \( \Phi \) a basis element (72) of \( \mathcal{H}^\lambda \) the contraction is defined via

\[
i(f^{1-\lambda})\Phi = \sum_{l=1}^{\infty} (-1)^{l-1} \langle f^{1-\lambda}, f^\lambda_{(i_1)} \wedge f^\lambda_{(i_2)} \wedge \cdots f^\lambda_{(i_l)} \rangle \cdot f^\lambda_{(i_1)} \wedge f^\lambda_{(i_2)} \wedge \cdots.
\] (76)

Here \( f^\lambda_{(i)} \) indicates as usual that this element will not be there anymore.

Both operations together create a Clifford algebra structure, which is sometimes called a \( b - c \) system, see [40], [43], [53].

6.3. Sugawara Representation. Given an admissible representation of the centrally extended current algebra \( \hat{\mathfrak{g}} \) we can construct the so called Sugawara operators. Here admissible means, that the central element operates as constant \( \times \) identity, and that every element \( \nu \) in the representation space will be annihilated by the elements in \( \hat{\mathfrak{g}} \) of sufficiently high degree (the degree depends on the element \( \nu \)). The Sugawara operator is an infinite formal sum of operators and is constructed as the product of the current operators which are again formal infinite sum of operators. To make the product well-defined a normal ordering has to be set, which moves the annihilation operators to the right to act first. It turns out that after some rescaling the operators appearing in the formal sum of the Sugawara operators give a representation of a centrally extended vector field algebra \( \mathcal{L} \). The central extension is due to the appearance of the normal ordering. Again the defining cocycle is local and we know that the central extension defined by the representation is the central extension given by our geometric cocycle \( \psi^3_{CS} \). See [54], [44], [43] for details.

6.4. Wess-Zumino-Novikov-Witten models and Knizhnik-Zamolodchikov Connection. Despite the fact, that it is a very important application, the following description is extremely condensed. More can be found in [55], [56], [45]. See also [66], [53]. Wess-Zumino-Novikov-Witten (WZNW) models are defined on the basis of a fixed finite-dimensional Lie algebra \( \mathfrak{g} \). One considers families of representations of the affine KN algebras \( \hat{\mathfrak{g}} \) (which is an almost-graded central extension of the current algebra \( \mathfrak{g} \) of KN type) defined over the moduli space of Riemann surfaces of genus \( g \) with \( K + 1 \) marked points and splitting of type \((K, 1)\). The single point in \( O \) will be a reference point. The data of the moduli of the Riemann surface and the marked points enter the definition of the algebra \( \hat{\mathfrak{g}} \) and the representation. The construction of certain co-invariants yields a special vector bundle of finite rank over moduli space, called the vector bundle of conformal blocks. With the help of the Krichever Novikov vector field algebra, and using the Sugawara construction, the Knizhnik-Zamolodchikov (KZ) connection is given. It is projectively flat. An essential fact is that certain elements in the critical strip \( \mathcal{L}_{[0]} \) of the vector field algebra correspond to infinitesimal deformations of the moduli and to moving the marked
points. This gives a global operator approach in contrast to the semi-local approach of Tsuchiya, Ueno, and Yamada [67].

6.5. Geometric Deformations of the Witt and Virasoro Algebra. As the second Lie algebra cohomology of the Witt and Virasoro algebra with values in their adjoint module vanishes [15], [51], [14] both are formally and infinitesimally rigid. This means that all formal (and infinitesimal) families where the special fiber is one of these algebras are equivalent to the trivial one. Nevertheless, we showed in [15] that there exists naturally defined families of Krichever-Novikov vector field algebras defined for the torus with two marked points [41], [11], [34]. These families are obtained by a geometric degeneration process. The families have as special element the Witt algebra (resp. Virasoro algebra). All other fibers are non-isomorphic to it. Hence, these families are even locally non-trivial. This is a phenomena which can only be observed for infinite dimensional algebras. See also the case of affine Lie algebra and some general treatment in [16], [17], [49].

7. LAX OPERATOR ALGEBRAS

Recently, a new class of current type algebras appeared, the Lax operator algebras. As the naming indicates, they are related to infinite dimensional integrable systems [65]. The algebras were introduced by Krichever [25], and Krichever and Sheinman [29]. Here I will report on their definition.

Compared to the KN current type algebra we will allow additional singularities which will play a special role. The points where these singularities are allowed are called weak singular points. The set is denoted by

\[ W = \{ \gamma_s \in \Sigma \setminus A \mid s = 1, \ldots, R \}. \] (77)

Let \( g \) be one of the classical matrix algebras \( \mathfrak{gl}(n), \mathfrak{sl}(n), \mathfrak{so}(n), \mathfrak{sp}(2n) \). We assign to every point \( \gamma_s \) a vector \( \alpha_s \in \mathbb{C}^n \) (resp. \( \in \mathbb{C}^{2n} \) for \( \mathfrak{sp}(2n) \)). The system

\[ \mathcal{T} := \{ (\gamma_s, \alpha_s) \in \Sigma \times \mathbb{C}^n \mid s = 1, \ldots, R \} \] (78)

is called Tyurin data.

Remark 7.1. In case that \( R = n \cdot g \) and for generic values of \( (\gamma_s, \alpha_s) \) with \( \alpha_s \neq 0 \) the tuples of pairs \( (\gamma_s, [\alpha_s]) \) with \( [\alpha_s] \in \mathbb{P}^{n-1}(\mathbb{C}) \) parameterize semi-stable rank \( n \) and degree \( ng \) framed holomorphic vector bundles as shown by Tyurin [68]. Hence, the name Tyurin data.

We consider \( g \)-valued meromorphic functions

\[ L : \Sigma \rightarrow g, \] (79)

which are holomorphic outside \( W \cup A \), have at most poles of order one (resp. of order two for \( \mathfrak{sp}(2n) \)) at the points in \( W \), and fulfill certain conditions at \( W \) depending on \( \mathcal{T} \). To describe them let us fix local coordinates \( w_s \) centered at \( \gamma_s, s = 1, \ldots, R \).
For \( \mathfrak{gl}(n) \) the conditions are as follows. For \( s = 1, \ldots, R \) we require that there exist \( \beta_s \in \mathbb{C}^n \) and \( \kappa_s \in \mathbb{C} \) such that the function \( L \) has the following expansion at \( \gamma_s \in W \)

\[
L(w_s) = \frac{L_{s,-1}}{w_s} + L_{s,0} + \sum_{k>0} L_{s,k} w_s^k,
\]

with

\[
L_{s,-1} = \alpha_s \beta_s^t, \quad \text{tr}(L_{s,-1}) = \beta_s^t \alpha_s = 0, \quad L_{s,0} \alpha_s = \kappa_s \alpha_s.
\]  

(81)

In particular, if \( L_{s,-1} \) is non-vanishing then it is a rank 1 matrix, and if \( \alpha_s \neq 0 \) then it is an eigenvector of \( L_{s,0} \). The requirements (81) are independent of the chosen coordinates \( w_s \).

It is not at all clear that the commutator of two such matrix functions fulfills again these conditions. But it is shown in [29] that they indeed close to a Lie algebra (in fact in the case of \( \mathfrak{gl}(n) \) they constitute an associative algebra under the matrix product). If one of the \( \alpha_s = 0 \) then the conditions at the point \( \gamma_s \) correspond to the fact, that \( L \) has to be holomorphic there. If all \( \alpha_s \)’s are zero or \( W = \emptyset \) we obtain back the current algebra of KN type. In some sense the Lax operator algebras generalize them. But their definition is restricted to the case that our finite-dimensional Lie algebra has to be one from the list. In the bundle interpretation of the Tyurin data the KN case corresponds to the trivial rank \( n \) bundle.

For \( \mathfrak{sl}(n) \) the only additional condition is that in (80) all matrices \( L_{s,k} \) are trace-less. The conditions (81) remain unchanged.

In the case of \( \mathfrak{so}(n) \) one requires that all \( L_{s,k} \) in (80) are skew-symmetric. In particular, they are trace-less. Following [29] the set-up has to be slightly modified. First only those Tyurin parameters \( \alpha_s \) are allowed which satisfy \( \alpha_s^t \alpha_s = 0 \). Then the 1. relation in (81) is changed to obtain

\[
L_{s,-1} = \alpha_s \beta_s^t - \beta_s \alpha_s, \quad \text{tr}(L_{s,-1}) = \beta_s^t \alpha_s = 0, \quad L_{s,0} \alpha_s = \kappa_s \alpha_s.
\]  

(82)

For \( \mathfrak{sp}(2n) \) we consider a symplectic form \( \sigma \) for \( \mathbb{C}^{2n} \) given by a non-degenerate skew-symmetric matrix \( \sigma \). The Lie algebra \( \mathfrak{sp}(2n) \) is the Lie algebra of matrices \( X \) such that \( X^t \sigma + \sigma X = 0 \). The condition \( \text{tr}(X) = 0 \) will be automatic. At the weak singularities we have the expansion

\[
L(w_s) = \frac{L_{s,-2}}{w_s^2} + \frac{L_{s,-1}}{w_s} + L_{s,0} + L_{s,1} w_s + \sum_{k>1} L_{s,k} w_s^k.
\]

(83)

The condition (81) is modified as follows (see [29]): there exist \( \beta_s \in \mathbb{C}^{2n}, \nu_s, \kappa_s \in \mathbb{C} \) such that

\[
L_{s,-2} = \nu_s \alpha_s \sigma, \quad L_{s,-1} = (\alpha_s \beta_s + \beta_s \alpha_s) \sigma, \quad \beta_s^t \sigma \alpha_s = 0, \quad L_{s,0} \alpha_s = \kappa_s \alpha_s.
\]  

(84)

Moreover, we require \( \alpha_s^t \sigma L_{s,1} \alpha_s = 0 \). Again under the point-wise matrix commutator the set of such maps constitute a Lie algebra.
The next step is to introduce an almost-graded structure for these Lax operator algebras induced by a splitting of the set $A = I \cup O$. This is done for the two-point case in [29] and for the multi-point case in [58]. From the applications there is again a need to classify almost-graded central extensions. The author obtained this jointly with O. Sheinman in [57], [58], see also [50] for an overview. For the Lax operator algebras associated to the simple algebras $\mathfrak{sl}(n)$, $\mathfrak{so}(n)$, $\mathfrak{sp}(n)$ it will be unique (meaning: given a splitting of $A$ there is an almost-grading and with respect to this there is up to equivalence and rescaling only one non-trivial almost-graded central extension). For $\mathfrak{gl}(n)$ we obtain two independent local cocycle classes if we assume $\mathcal{L}$-invariance on the reductive part.

8. SOME HISTORICAL REMARKS

In this section I will give some historical remarks (also on related works) on Krichever-Novikov type algebras. Space limitations do not allow to give a complete list of references. For this I have to refer to [53].

In 1987 the ground-breaking work of Krichever and Novikov [26], [27], [28] in the two-point case initiated the subject. They introduced the vector field algebra, the function algebra and the affine algebra with their almost-graded structure. To acknowledge their work these algebras are nowadays called Krichever-Novikov (KN) type algebras. Sheinman joint in by investigating the affine algebras and their representations [59], [60], [61], [62], [63], [64].

As it should have become clear from this review what should be called a KN type algebra is not the algebra alone but the algebra together with a chosen almost-grading. It is exactly the step of introducing such an almost-grading which is not straightforward.

From the application in CFT, string theory, etc. there was clearly the need to pass over to a multi-point picture. In the multi-point case this was done 1989 by the author in [37], [38], [39], [40]. The almost-grading is induced by splitting of the set $A$ of points where poles are allowed into two non-empty disjoint subsets $I$ and $O$. In the applications quite often such a splitting is naturally given. In the context of fields and strings the points correspond to incoming and outgoing fields and strings respectively. Without considering an almost-grading Dick [13] gave also a generalization of the vector field algebra. He obtained results similar to [37]. Only in the work of Sadov [35] 1990 an almost-grading is also discussed.

Note that in the two-point case there is only one splitting. Hence, quite often one does not mention explicitly the grading for the Witt and Virasoro algebra, respectively the almost-grading for the KN type algebras. Nevertheless, the grading is heavily used.

The genus zero and two-point case is the classical well-studied case. But already for genus zero and more than two points there are interesting things so study, see
For genus one, the complex torus case, there is \[38, 7, 11, 34, 15, 16\].

After the work of Krichever and Novikov appeared physicists got very much interested in these algebras and the possibilities of using these objects for a global operator approach. Especially I like to mention the work of the people around Bonora \[3, 4, 5, 6\] and by \[10\]. This includes also the superversions. A lot of more names could be given.

It is not only the possible applications in physics which makes the KN type algebras so interesting. From the mathematical point general infinite dimensional Lie algebras are hard to approach. KN type algebras supply examples of them which are given in a geometrical context, hence (hopefully) better to understand. A typical example of this are the families of geometric deformation of the Witt algebra which I mentioned in Section \[6.5\] obtained by degenerations of tori. Quite recently also in the context of Jordan Superalgebras and Lie antialgebras \[33\] examples were constructed on the basis of KN type algebras \[30, 31, 24\].

In this review we discussed extensively the case of 2nd Lie algebra cohomology with values in the trivial module. But we did not touch the question of the general Lie algebra cohomology of Krichever-Novikov type algebras. Here I refer e.g. to work of Wagemann \[69, 70\].
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